
Texture Analysis Improves the Estimate 

of Bone Fracture Risk from DXA Images 

A thesis submitted for the degree of 

 Doctor of Philosophy 

By 

Rui-Sheng Lu 

School of Computer Science, Engineering and Mathematics 

Faculty of Science and Engineering 

Flinders University 

31, March, 2017



i 

 

 

List of Figures ............................................................................................................ iv 

List of Tables ............................................................................................................. vii 

List of Abbreviations .................................................................................................. x 

Summary .................................................................................................................... xi 

Declaration ............................................................................................................... xiv 

Ackonowledgements ................................................................................................. xv 

1 Introduction ......................................................................................................... 1 

1.1 Osteoporosis and Bone Fractures Incidence .................................................. 1 

1.2 Current Clinical Practice ................................................................................ 2 

1.2.1 Image Based Risk Assessment ............................................................... 2 

1.2.2 Full Information Based Risk Assessment .............................................. 4 

1.3 Objectives ...................................................................................................... 5 

1.4 Contribution of the Thesis ............................................................................. 6 

1.5 Overview of the Thesis .................................................................................. 7 

2 Literature Review and Technical Background ................................................ 8 

2.1 Anatomy of Hip and Femur ........................................................................... 8 

2.2 Bone Fracture ............................................................................................... 12 

2.3 aBMD and Geometry ................................................................................... 14 

2.4 Active Shape Models and Active Appearance Models ............................... 17 

2.4.1 Active Shape Models ............................................................................ 19 

2.4.1.1 Labelling the Training Set ................................................................ 19 

2.4.1.2 Aligning the Training Set ................................................................. 20 

2.4.1.3 Constructing a Point Distribution Model .......................................... 23 

2.4.1.4 Using Point Distribution Models to Search Objects ......................... 26 

 

 

CONTENTS 



ii 

2.4.2 Active Appearance Model .................................................................... 27 

2.4.3 Comparison between ASM and AAM ................................................. 29 

2.5 Texture Analysis .......................................................................................... 29 

2.5.1 Texture Features Based on Gabor Filters ............................................. 29 

2.5.2 Texture Features Based on Textons ..................................................... 33 

2.6 Classification and Linear Discriminant Analysis ........................................ 36 

2.6.1 Optimal Classification .......................................................................... 36 

2.6.1.1 Minimising the Total Probability of Misclassification ..................... 37 

2.6.1.2 Minimising the Total Cost of Misclassification ............................... 39 

2.6.1.3 Maximising the Posterior Probability ............................................... 39 

2.6.2 Fisher’s Linear Discriminant Analysis (FLDA) ................................... 40 

2.7 ROC Analysis .............................................................................................. 43 

2.7.1 Accuracy, Sensitivity and Specificity .................................................. 43 

2.7.2 ROC Curve ........................................................................................... 44 

2.7.3 Area under an ROC Curve ................................................................... 47 

2.8 Feature Selection ......................................................................................... 48 

2.8.1 Introduction to Feature Selection ......................................................... 48 

2.8.2 Sequential Feature Selection ................................................................ 49 

2.8.3 Exhaustive Search Feature Selection ................................................... 51 

3 Material and Methods ...................................................................................... 52 

3.1 DXA Dataset ................................................................................................ 53 

3.1.1 The Hertfordshire Study ....................................................................... 53 

3.1.2 Data Subset Used in This Study ........................................................... 53 

3.1.3 Note on Image Data Collection ............................................................ 54 

3.2 Implementing Active Shape and Appearance Models ................................. 56 

3.2.1 Implementing Active Shape Model ...................................................... 56 

3.2.2 Implementing Active Appearance Model ............................................ 60 



iii 

3.3 Implementing Texture Analysis .................................................................. 61 

3.3.1 Regions of Interest ................................................................................ 61 

3.3.2 Gabor Filters ......................................................................................... 62 

3.3.3 Textons ................................................................................................. 63 

3.3.4 Selecting ROI with Better Classification Performance ........................ 65 

3.4 Feature Selection and Linear Discriminant Analysis .................................. 65 

4 Results ................................................................................................................ 67 

4.1 Baseline Characteristics of Subjects ............................................................ 67 

4.2 Classification Results for Individual Methods ............................................ 68 

4.3 Discriminant Analysis Using Combinations of Two Methods .................... 77 

4.4 Classification Performance Using Combinations of Several Methods ........ 82 

4.5 Comparison between ASM and AAM and with Previous Studies .............. 83 

4.6 Association of Principal Modes with Bone Fracture ................................... 85 

5 Discussion and Conclusions .............................................................................. 88 

5.1 Discussion .................................................................................................... 88 

5.2 Conclusions.................................................................................................. 96 

5.3 Future Work ................................................................................................. 97 

Bibliography .............................................................................................................. 98 

 



iv 

 

 

Figure 2.1 : The hip joint .............................................................................................. 9 

Figure 2.2 : Anterior (A) and posterior (B) views of the femur ................................. 10 

Figure 2.3 : Frontal longitudinal midsection of left femur ......................................... 11 

Figure 2.4 : Types of hip fractures ............................................................................. 12 

Figure 2.5 : Types of wrist fractures - Scaphoid fracture (Left) and Colles fracture . 13 

Figure 2.6 : The spine and spinal fractures. (a) The regions of the spine. (b) A 

fracture-dislocation in the thoracic spine. (c) A burst fracture in the 

lumbar spine ............................................................................................... 14 

Figure 2.7: An example of DXA image of the hip from Hologic DXA scanner ....... 15 

Figure 2.8 : Hand shapes as an example to illustrate a deformable model. (a) The 

training set of hand shapes (numbered 1, 2, …, 16). (b) Landmarks 

assigned to two example hands (each hand is labelled with 40 points). (c) 

Effects of the first three principal modes of shape variation, bs (s=1, 2, 3) 

within limits ±2𝜆𝑠  , where λs is the s largest eigenvalue .......................... 20 

Figure 2.9 : The real part of 24 Gabor filters with four different spatial frequencies 

(1/16, 1/18, 1/26 and 1/32 from top to bottom) and six different 

orientations. ................................................................................................ 32 

Figure 2.10 : Framework for classification based on textons described in five steps: 

(1) Extracting local feature vectors from the collected images. (2) 

Aggregating all local feature vectors to construct a filter response space 

and clustering into textons. (3) Creating texton maps. (4) Generating 

histograms of textons for each image. (5) Classifying the images based 

on the texton histograms. ........................................................................... 35 

Figure 2.11: Classification rule based on minimising the total probability of 

misclassification. ........................................................................................ 38 

Figure 2.12: Classification based on the Fisher’s discriminant function. .................. 42 

 

LIST OF FIGURES 



v 

Figure 2.13: Illustration of the four possible test results (TNF, FNF, TPF, FPF) 

defined by a discrimination threshold (the red vertical line). The left curve 

represents the true negative group and the right one represents the true 

positive group. Different performance results are defined by moving the 

discrimination threshold along the decision axis. ...................................... 45 

Figure 2.14: The process of generating an ROC curve. (a) Shows the four decision 

fractions for each of four different decision thresholds (D1, D2, D3, D4). 

(b) Shows four operating points (P1, P2, P3, P4) on the ROC curves 

corresponding to the four different decision thresholds in (a): P1 

corresponding to D1, P2 corresponding to D2, P3 corresponding to D3, P4 

corresponding to D4. ................................................................................... 46 

Figure 2.15: An example of three different ROC curves. ROC curve (a) has the best 

discriminating performance among the three. ROC curve (b) has the 

second best performance. The ROC curve (c) along the diagonal line from 

(0, 0) to (1, 1) indicates no discriminant power. ........................................ 47 

Figure 3.1: Profile of data set used in this study. (Left) Fold A with 60 subjects (15 

fracture subjects, 45 control subjects); (Right) Fold B with 59 subjects 

(14 fracture subjects, 45 control subjects). ................................................. 54 

Figure 3.2: An example of 44 manually selected contour points of the boundary of 

the proximal femur. .................................................................................... 57 

Figure 3.3: An example of 44 selected contour points consistent over three subjects.

 .................................................................................................................... 58 

Figure 3.4: An example of alignment contour points and the corresponding mean 

shape (red line). .......................................................................................... 58 

Figure 3.5: Results (blue lines) of fitting ASM model to three proximal femurs from 

the testing data set. The red lines are initial contours for iterative searches.

 .................................................................................................................... 59 

Figure 3.6: An example of normalized proximal femur image showing locations of 

sample points for characterising intensity patterns. The locations shown 

are indicative only of the regular sampling pattern used. The actual 

number of pixels sampled (82,830) is too large to display on the image. .. 60 



vi 

Figure 3.7 : Regions of Interest (ROI) considered for computing texture features 

using Gabor filters and textons. .................................................................. 62 

Figure 3.8: Examples of Gabor filter outputs at various frequencies and orientations. 

(Left) The original image; (Right) 24 Gabor-filtered images with four 

different spatial frequencies (1/16, 1/18, 1/26 and 1/32 from top to bottom) 

and six different orientations (left to right). ............................................... 63 

Figure 4.1: Cumulative percentage of proximal femur shape and appearance 

variation explained by principal modes in ASM and AAM respectively. . 85 

Figure 4.2: Visible variance in the shape of the proximal femur in each principal 

mode. Each figure shows the +2 SD (red) shapes and the -2 SD (green) 

shapes for each of the 12 principal modes. Principal mode 10 was the one 

selected with the best AUC score. .............................................................. 87 

  

 

 

 

 

 

 

 

 

 

 



vii 

 

 

Table 2.1: The ability of aBMD to predict fracture risk from previous studies. The 

results are reported as AUC ....................................................................... 16 

Table 2.2: The four test outcomes of a binary classification. ..................................... 44 

Table 4.1: Baseline characteristics of all subjects (29 fracture cases and 90 control 

cases). Values shown as mean±SD, and p values are from two tailed t-

test. ............................................................................................................. 67 

Table 4.2 a: Performance of methods using a single feature and optimal sets of 3 

and 6 features in estimating fracture risk for training (fold A of 60 

subjects) and testing sets (fold B of 59 subjects). The results are reported 

as AUC. ...................................................................................................... 69 

Table 4.2 b: Performance of methods using a single feature and optimal sets of 3 

and 6 features in estimating fracture risk for training (fold B of 59 subjects) 

and testing sets (fold A of 60 subjects). The results are reported as AUC.

 .................................................................................................................... 70 

Table 4.3 a: Performance of 3x3 neighbourhood textons method using a single 

feature and optimal sets of 3 and 6 features on the various regions of 

interest for training (fold A) and testing sets (fold B) with K-means 

clustering method 1 (common textons over all classes) and K = 10. The 

columns labelled 1, 3 and 6 refer to the number of features. The results 

are reported as AUC. .................................................................................. 71 

Table 4.3 b: Performance of 3x3 neighbourhood textons method using a single 

feature and optimal sets of 3 and 6 features on the various regions of 

interest for training (fold A) and testing sets (fold B) with K-means 

clustering method 1 (common textons over all classes) and K = 20. The 

columns labelled 1, 3 and 6 refer to the number of features. The results 

are reported as AUC. .................................................................................. 72 

Table 4.3 c: Performance of 3x3 neighbourhood textons method using a single 

feature and optimal sets of 3 and 6 features on the various regions of 

interest for training (fold A) and testing sets (fold B) with K-means 

clustering method 1 (common textons over all classes) and K = 30. The 

LIST OF TABLES 



viii 

columns labelled 1, 3 and 6 refer to the number of features. The results 

are reported as AUC. .................................................................................. 73 

Table 4.3 d: Performance of 3x3 neighbourhood textons method using a single 

feature and optimal sets of 3 and 6 features on the various regions of 

interest for training (fold A) and testing sets (fold B) with K-means 

clustering method 1 (common textons over all classes) and K = 40. The 

columns labelled 1, 3 and 6 refer to the number of features. The results 

are reported as AUC. .................................................................................. 74 

Table 4.3 e: Performance of 3x3 neighbourhood textons method using a single 

feature and optimal sets of 3 and 6 features on the various regions of 

interest for training (fold A) and testing sets (fold B) with K-means 

clustering method 2 (different textons per class) and K = 10. The columns 

labelled 1, 3 and 6 refer to the number of features. The results are reported 

as AUC. ...................................................................................................... 75 

Table 4.4 a: Performance of Gabor filters, 3x3 neighbourhood textons and Gabor 

textons using a single feature and optimal sets of 3 and 6 features on the 

various regions of interest for training (fold A) and testing sets (fold B). 

The results are reported as AUC. For each method (for example the whole 

hip) the top row reports the training scores and the bottom row reports 

the testing scores. The results are reported as AUC. .................................. 76 

Table 4.4 b: Exactly the same as Table 4.4 a except that fold B was used for training 

sets and fold A was used for testing sets. For each method (for example 

the whole hip) the top row reports the training scores and the bottom row 

reports the testing scores. ........................................................................... 77 

Table 4.5 a: Performance of the combinations of the methods proposed (ASM, 

AAM, Gabor filters or textons) and the standard methods (total aBMD or 

T-score) using a single feature and optimal sets of 3 and 6 features in 

estimating fracture risk for a training set (fold A) and testing set (fold B). 

The features were gathered from different methods, then optimal 

combinations were selected. The results are reported as AUC. ................. 78 

Table 4.5 b: Performance of the combinations of the methods proposed (ASM, 

AAM, Gabor filters or textons) and the standard methods (total aBMD or 

T-score) using a single feature and optimal sets of 3 and 6 features in 



ix 

estimating fracture risk for a training set (fold A) and testing set (fold B). 

The optimal combinations were selected within each method, then these 

were combined. The results are reported as AUC. ..................................... 79 

Table 4.5 c: Performance of the combinations of the methods proposed (ASM, 

AAM, Gabor or textons) and the standard methods (total aBMD or T-

score) using a single feature and optimal sets of 3 and 6 features in 

estimating fracture risk for a training set (fold B) and testing set (fold A). 

The features were gathered from different methods, then optimal 

combinations were selected. The results are reported as AUC. ................. 80 

Table 4.5 d: Performance of the combinations of the methods proposed (ASM, 

AAM, Gabor or textons) and the standard methods (total aBMD or T-

score) using a single feature and optimal sets of 3 and 6 features in 

estimating fracture risk for a training set (fold B) and testing set (fold A). 

The optimal combinations were selected within each method, then these 

were combined. The results are reported as AUC. ..................................... 81 

Table 4.6 a: Performance of the combinations of ASM (6 features), AAM (6 

features), Gabor filters on whole femoral neck (6 features), total BMD 

and total T-Score (2 features) using a single feature and optimal sets of 6 

and 11 features in estimating fracture risk for training (fold A) and testing 

sets (fold B). The results are reported as AUC. ......................................... 82 

Table 4.6 b: Exactly the same as Table 4.6 a except that fold B of 59 subjects was 

used for the training set and fold A of 60 subjects was used for the testing 

set. The results are reported as AUC. ......................................................... 83 

Table 4.7 a: Comparison of study parameters. ........................................................... 83 

Table 4.7 b: Comparison of training AUC. ................................................................ 84 

Table 4.7 c: Results for testing dataset in terms of AUC. .......................................... 84 

Table 4.8 a: The best combination of 6 principal modes selected by exhaustive 

search for the ASM and AAM respectively. .............................................. 86 

Table 4.8 b: Percentage of variance in the shape of the proximal femur explained 

by each principal mode of variation, and the corresponding training AUC 

score. The principal mode marked with * was the one selected with the 

best training AUC score. ............................................................................ 86



x 

 

 
 

Abbreviation Definition 

AAM Active appearance model 

aBMD Areal bone mineral density 

AUC Area under the ROC curve 

ASM Active shape model 

DXA Dual energy X-ray absorptiometry 

FLDA Fisher’s linear discriminant analysis 

FNF False negative fraction 

FPF False positive fraction 

FRAX Fracture risk assessment model 

HAL Hip axis length 

NSA Neck shaft angle 

PCA Principal component analysis 

PDM Point distribution model 

ROC Receiver operating curve 

ROI Regions of interest 

SVM Support vector machine 

TBS Trabecular bone score 

TNF True negative fraction 

TPF True positive fraction 

VFA Vertebral fractures assessment 

 

  

LIST OF ABBREVIATIONS 



xi 

 

Elderly people are at a significantly higher risk of suffering a bone fracture as a result 

of a fall than the ambient population. Accurate prediction of fracture risk allows for 

preventative intervention and reliable advice on lifestyle. Traditionally, dual energy 

X-ray absorptiometry (DXA) is used to assess fracture risk. This technique allows the 

calculation of areal bone mineral density (aBMD), T-score and geometric parameters 

commonly used to assess risk of fracture. However, these measures may not fully 

exploit the information content available in DXA images regarding risk of fracture as 

there are still several limitations to the way images are currently analysed. First, aBMD 

is not an accurate measurement of true bone mineral density because it measures area 

rather than volume of bone. Second, bone density is averaged over the entire image or 

over specified regions of interest (ROI) and ignores local information. Third, only a 

few discrete geometric measures are usually considered rather than full shape 

information. Finally, density and geometric information are analysed separately. 

 In this study, an active shape model (ASM) and an active appearance model (AAM) 

were used to allow a quantitative characterization of the shape and gross structure of 

the proximal femur. These models provide a level of risk assessment comparable to 

conventional risk measures such as BMD and T-score. In order to improve risk 

assessment, these methods were augmented with image texture analysis methods, 

including Gabor filters and textons applied to various ROI. Texture methods allow 

quantification of structure patterns that have not been considered previously in 

assessing risk of bone fracture. To evaluate these methods, we analysed hip DXA scans 

from the Osteoporosis Centre of Southampton General Hospital. The data consisted of 

29 DXA scans from subjects with a history of fragility fracture and 90 DXA scans 

from subjects with no known fractures. Feature selection was used to determine which 

method, or combination of methods, was best to discriminate between the fracture and 

control groups. The data was separated into two, roughly equal sets, each containing 

similar ratios of fracture and non-fracture examples. One set was used to develop a 

new scheme for estimating risk of fracture and the other set was used to measure 

performance of the risk scheme. 
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 Results showed that by including texture information based on Gabor filters and 

focusing on a specific region of the image (the whole femoral neck), better risk 

assessment was possible than using either aBMD or T-score alone. Thus the main 

conclusion of this work is that DXA scans include more information regarding fracture 

risk than is normally exploited and, in particular, that including texture information 

has the potential to improve estimates of fracture risk.
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This thesis presents a study on using image analysis and machine learning methods to 

improve the accuracy of assessing the risk of fracture. In this chapter, information on 

the incidence of bone fracture and current clinical practice in estimating risk is 

presented in order to motivate the study and provide context.  

 

1.1 Osteoporosis and Bone Fractures Incidence 

Many elderly people, especially women with low bone density, are at a significantly 

higher risk of suffering fracture when compared to healthy young adults [1, 2]. In 

particular, fracture is the leading cause of morbidity and mortality among elderly 

people worldwide [3, 4]. Fractures among the elderly have become a major public 

health and policy problem because of their prevalence, health-care costs, and health 

effects [4-7]. A common cause of fracture in the elderly is osteoporosis, a condition 

marked by low bone mass. Osteoporosis can lead to a weakening of the bone architecture and 

increased susceptibility to fracture. In other words, the prevalence of an osteoporotic 

fracture significantly increases the risk of further osteoporotic fracture [4, 8-11]. 

Although osteoporosis affects the entire skeleton, osteoporotic fractures 

predominantly occur at the hip, the wrist, and the vertebrae [4, 8, 9]. 

 Approximately 98% of hip fractures occur among people aged 35 years and older, 

and the incidence of hip fracture in most populations increases dramatically with age 

[12]. In Australia, the number of patients sustaining hip fractures each year is predicted 

to increase by 15% every five years until 2036, and then by about 10% every five years 

until 2051 [13]. The annual cost of treatment in Australia for atraumatic fractures 

occurring in people older than 60 years of age was AUD 779 million in 1992, and the 

direct costs for hip fracture alone is expected to double in most Western countries by 

2025 [14]. Approximately 340,000 people over 65 years old suffer from hip fracture 

annually in the United States [15], and the cost of a hip fracture is estimated at more 

than USD 8.5 billion annually [16-18]. In the UK, around 80,000 patients with hip 

fracture are treated each year, and the estimated annual cost, including healthcare costs, 

is approximately GBP 2 billion [19, 20]. Worldwide, the total number of hip fractures 
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is expected to more than triple from 1.66 million in 1999 to 6.26 million in the year 

2050 [21], and the annual cost of hip fracture is projected to reach USD 131.5 billion 

by 2050 [22].  

 With regard to other fracture sites in the body, it is estimated that 1.4 million 

clinical vertebral fractures and 1.7 million wrist fractures occurred globally in 2000. 

In addition, in the year 2000, 4.3 million out of 9 million osteoporotic fractures were 

at sites other than hip, spine and wrist [23]. Non-vertebral, non-hip fractures include 

fractures of the ribs, pelvis, humeral shaft, proximal humerus, clavicle, scapula, 

sternum, tibia, fibula, distal forearm, and femoral fractures other than hip. It was 

observed in the UK general practice research database (GPRD) study that survival of 

women five years after vertebral fracture was 56.5% for the general population of 

England and Wales during the period 1988-1998 [24].  

 

1.2 Current Clinical Practice 

1.2.1 Image Based Risk Assessment 

Estimates of risk allow better advice to be provided on lifestyle and planning of care 

[25]. For this reason, estimating risk of fracture has received much attention. Early 

detection of osteoporosis or fracture can be done using aBMD measured by DXA. 

DXA measures the reduction in intensity of both high- and low-energy X-ray beams 

through the entire body or a specific region of the body. The attenuation depends on 

the energy of the X-rays as well as the density of the tissue (bone mineral and soft 

tissue). For the time being, DXA is considered to be the primary means for measuring 

aBMD.  

 In general, aBMD is obtained for any skeletal site, with each site having unique 

information to offer, but clinical use has concentrated on specific regions of interest 

(ROI), e.g., spine, proximal femur, forearm and total body [26-28]. The International 

Society for Clinical Densitometry (ISCD) has recommended measuring aBMD at both 

posterior-anterior spine and hip [29]. The ROI on the proximal femur are typically the 

total proximal femur, femur neck, intertrochanteric region, trochanter, and Ward’s 

triangle [29-35]. Evidence has suggested that the femoral neck or total proximal femur 

are the optimum sites for predicting the risk of hip fracture as well as for predicting 
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the overall risk for any type of fracture [1, 2, 29, 36].  

 DXA scans can also be used to measure the geometric parameters of bone. DXA 

is the technique most widely used in current clinical practice because it is easy-to-use 

and economical [37]. However, different bone densitometry units will yield different 

aBMD results due to the differences in scanning methods, manufacturers, calibration 

skills, detector types, software programs, and ROI considered [38, 39]. 

 Low aBMD is an important indicator of the risk of osteoporotic fracture [1, 2]. The 

diagnosis of osteoporosis is based on the assessment of aBMD and defined by T-score.  

The T-score is defined as the number of standard deviations (SD) of bone density 

above the bone density of an average healthy young adult of the same sex and ethnicity 

as the patient [40]. 

 The World Health Organisation (WHO) has proposed four general diagnostic 

categories for assessment based on T-score. Subjects are classified as: normal and 

healthy if hip aBMD is greater than 1 SD below the young adult mean (T-score ≥ -1); 

osteopenic if hip aBMD is between 1 SD below the young adult mean and greater than 

2.5 SD below the young adult mean  (-2.5 < T-score < -1); osteoporotic if hip aBMD 

is 2.5 SD or more below the young adult mean (T-score ≤ -2·5); and severe (established) 

osteoporotic if hip aBMD 2.5 SD or more below the young adult mean, and the subject 

has previously suffered an osteoporotic fracture [40]. aBMD has been shown to be an 

important predictor of fracture risk and is used to describe the bone quantity. However, 

there is increasing evidence supporting the view that the material and structural basis 

of bone are also critical in determining resistance to fracture [36].  

 Hip axis length (HAL), the distance along the femoral neck axis from the base of 

the greater trochanter to the inner pelvic brim, has been reported to be predictive of 

hip fracture [41-43]. However, this is not recommended in clinic practice as there are 

no widely accepted thresholds [44, 45]. Recently, hip structural analysis (HSA), a more 

advanced method, has been developed to extract not only the BMD of the hip, but also 

structural geometry of cross-sections traversing the proximal femur at specific 

locations from DXA-derived images of the hip, including femoral neck cross-sectional 

moment of inertia (CSMI) and cross-sectional area (CSA) [46]. Therefore, the main 

advantages of using HSA are that BMD and bone structural geometry, both of which 
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contribute to bone strength, are taken into account.  However, the current HSA method 

is of limited value in evaluating bone structure strength as its precision is strongly 

dependant on proximal femur positioning. Additionally, the structural parameters are 

highly correlated with BMD. These limitations of HSA primarily reflect the limitations 

imposed by the two dimensional (2D) nature of DXA [47-49].  

 The prevalence of an osteoporotic fracture, like vertebral fracture, substantially 

increases the risk for additional osteoporotic fractures. Vertebral fractures assessment 

(VFA), a quick, non-invasive, low radiation technique, examines lateral DXA images 

of the spine to screen for the presence of osteoporosis and vertebral fractures. VFA 

requires only a modest amount of time and cost as the images can be obtained 

concurrently while measuring aBMD at the same location by DXA [50, 51]. However, 

not all vertebrae are readable by VFA and VFA is not sensitive to mild fractures [52-

54]. Thus, the effectiveness of VFA is limited.  

 In summary, DXA scans are readily available and valuable for the diagnosis of 

bone density abnormalities and osteoporosis. However, it seems that there are still 

widely acknowledged limitations and disadvantages with DXA. In particular, the 

measurement of aBMD alone using DXA scans may not tell the whole story and, 

therefore, it is important to include more information regarding fracture risk than is 

normally exploited. 

 

1.2.2 Full Information Based Risk Assessment 

To improve the prediction of fracture risk, the country specific fracture risk assessment 

model (FRAX) was developed by the WHO in 2008. FRAX uses several clinical risk 

factors in addition to aBMD to provide a prediction tool for assessing the risk and 

probabilities of hip and major osteoporotic fracture over the next 10 years for 

postmenopausal women and men aged 40 to 90 years. The risk can be calculated from 

clinical risk factors with or without the measurement of femoral neck aBMD. The 

clinical risk factors included in the FRAX model are: age, sex, weight, height, previous 

fracture, parental hip fracture, current smoking habits, glucocorticoids, rheumatoid 

arthritis, secondary osteoporosis and alcohol intake [55, 56]. There are a number of 

limitations to FRAX. First, FRAX does not take into account all risk variables that a 
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physician could reasonably be aware of such as other bone density assessments.  

Second, FRAX uses only yes/no answers for most clinical risk factors rather than 

seeking answers to open ended questions, such as the quantity of alcohol or tobacco 

consumption. Finally, FRAX does not take into consideration whether the subject is 

currently being treated, and variations of fracture rates within countries [57].  

 Trabecular bone score (TBS) has recently been introduced to extract further 

information of bone strength by analyzing the DXA lumbar spine image. The TBS is 

a structural parameter that quantifies the local variations in pixel grey-level in DXA 

images of the lumbar spine, and its variations may correlate with three dimensional 

(3D) bone microarchitecture which, in turn, is correlated with the mechanical strength 

of bone. Thus, it provides skeletal information that is not captured from the standard 

aBMD measurement [58-61]. The higher the TBS value, the better the microstructure 

of the skeletal bone and, thus, the lower risk of osteoporosis and fracture risk [62]. 

TBS can be used in conjunction with FRAX to adjust risk assessment and help improve 

the prediction of risk of fracture in clinical practice [63]. However, there are a number 

of limitations to TBS. For example, TBS correlates with, but does not measure, bone 

microarchitecture due to the effect of spondylosis. TBS is also limited by spatial 

resolution [64].   

 

1.3 Objectives  

The most common method of assessing fracture risk is DXA, which is used to calculate 

aBMD and geometric parameters. However, there are still several limitations to the 

way DXA images are currently analysed. In particular, only discrete measures are 

taken of bone density or morphology, potentially ignoring a wealth of information 

contained within the image [65-69].  

 Methods exist for assessing risk from DXA images by analysing the quantitative 

characterization of the shape and gross structure of the femoral neck. These are 

referred to as statistical shape and appearance models. These models provide a level 

of risk assessment comparable to conventional risk measures such as aBMD and 

geometric parameters [70-73]. However, little has been done to explore whether 

additional texture information collected as part of femoral DXA scans will improve 
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the prediction rate. In principle, texture analysis methods allow quantification of 

structure patterns that have not been previously considered in assessing risk of fracture. 

In addition, previous studies on risk assessment based on femoral DXA images have 

focussed on femoral fracture only. Ideally, analysis of DXA scans should provide 

information on risk of fracture anywhere in the body and not just for the region covered 

by the DXA scans. 

 The objective of this thesis is to determine if image texture information computed 

from DXA images of the femoral neck contributes to improved estimates of low-

energy fracture risk throughout the body. A low-energy fracture is defined as a fracture 

resulting from minimal trauma, falling from standing height or less, rather than any 

other type of trauma such as motor vehicle accident [74].  In particular, the objective 

is to determine if such texture information in combination with aBMD and standard 

shape and appearance measures provides a better estimate of fracture risk than aBMD 

plus standard shape and appearance measures alone. 

 

1.4 Contribution of the Thesis 

The main contribution of the thesis is demonstration that texture does provide 

information regarding fracture risk beyond the information provided by aBMD, T-

score, and standard shape and appearance measures. 

 The thesis also demonstrates that the information obtained from DXA images of 

the femoral neck applies to fracture risk at locations other than the femoral neck.  

 In addition, the thesis demonstrates that when comparing or reporting the 

performance of new risk assessment methods, it is necessary to measure the 

performance on a set of testing data that is independent of the dataset used to train the 

method. While this practice is common in many areas of machine learning and in 

computer aided medical image analysis, this has not been the standard in the field of 

fracture risk prediction based on DXA images. 
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1.5 Overview of the Thesis  

This thesis is organised into five chapters including this current introductory chapter. 

 Chapter 2 provides the background knowledge required to understand this study. 

It contains a literature review of relevant history and work, other researchers’ views, 

and the key technical theories and practice used in the thesis. These include statistical 

shape and appearance modelling, texture analysis using Gabor filters and textons, 

feature subset selection, classification, and ROC analysis. 

 An overview of the datasets used for conducting the experiments in this thesis is 

presented in Chapter 3. In addition, Chapter 3 describes the experimental details of 

implementing the methods described in Chapter 2 to arrive at a scheme for estimating 

fracture risk that includes shape, appearance and image texture.  

 Chapter 4 reports the experimental results of this work. Baseline characteristics of 

all subjects in terms of age, aBMD, T-score and geometry are provided as the 

benchmark. Then, the classification performance on different ROI using individual 

methods and combinations of methods are presented.  

 Chapter 5 draws together the findings of this study. This chapter contains a 

discussion in which the experimental results are examined critically in the light of the 

previous work. Finally, perspectives for future work are given. 
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This chapter provides relevant history and necessary technical background to 

understand this thesis. The structure and function of the hip and femur, and the types 

of fractures that occur are explained in Sections 2.1 and 2.2. Some principal assessment 

methods such as fracture risk prediction based on aBMD and geometry are described 

in Section 2.3. Section 2.4 introduces two deformable models, ASM and AAM, for 

characterising shape and appearance.  Gabor filters and textons are methods of texture 

analysis used in this thesis and are reviewed in Section 2.5. Section 2.6 provides an 

overview of classification and Fisher’s linear discriminant analysis. ROC analysis is 

reviewed in Section 2.7 and techniques for selecting an optimal subset of features from 

a large collection of features are described in Section 2.8.  

 

2.1 Anatomy of Hip and Femur 

The hip is a ball-and-socket joint, consisting of the ball-shaped femoral head, which 

rotates within the socket-shaped acetabulum (Figure 2.1). Strong ligaments and 

muscles, including the ligamentum teres and the transverse acetabular ligaments, 

surround the hip joint to help reinforce this structure and make it more stable by 

holding the femoral head in the socket. The hip joint moves thousands of times during 

daily activities. During routine activities of daily living the hip joint experiences forces 

which are several multiples of body weight. For instance, the hip joint experiences 

forces which are twice or three times body weight during slow walking and four or 

five times during fast walking [75]. The load increases to over seven times body weight 

during stair climbing [76].  

 The femur is nearly cylindrical over most of its length and is the longest and 

strongest bone in the skeleton. The femur is an important part of the skeletal structure 

because the femur not only transmits the load from the acetabulum to the tibia but also 

helps the major muscles to control and stabilise the motions of the hip and knee joints. 

All the forces acting on the femur cause both the internal microstructure and external 

geometry of the femur to change along its length [77].  

2 LITERATURE REVIEW AND TECHNICAL 
BACKGROUND  
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Figure 2.1 : The hip joint [77] (Reproduced with permission). 

 The femur consists of three parts: the femoral shaft, the proximal femur, and the 

distal femur. The major features of the proximal femur are the femoral head, femoral 

neck, and the greater and lesser trochanters (Figure 2.2). The neck joins the head to 

the body of the femur, and it merges with the lesser trochanter at its inferior limit and 

with the base of the greater trochanter at its lateral limit. The trochanters are irregularly 

shaped with rough surfaces and vary greatly in form from person to person. The greater 

trochanter in an adult is approximately 1cm lower than the head at its superior point, 

and the lesser trochanter is located at the lower and posterior part of the base of the 

neck. The trochanters are points at which hip and thigh muscles attach to support the 

muscles controlling rotation of the thigh. The greater and lesser trochanter are sights 

where major muscles attach to the femur [77, 78]. 
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Figure 2.2 : Anterior (A) and posterior (B) views of the femur [78] (Reproduced with 

permission). 

 

 Figure 2.3 shows the frontal longitudinal midsection of the femur. The femur is a 

bone with one shaft and two ends. The ends of the femur contain spongy bone material 

and the epiphyseal line. Between the two ends, the shaft of the femur consists of a 

roughly cylindrical, hollow tube of thick cortical bone, and a central area with bone 



11 
 

marrow. The full structure of the bone represents a balance between weight and 

strength [79].  

 The femoral neck, which is located near the top of the femur bone, is especially 

susceptible to fracture because it is the weakest part of the femur [80].  It is a cylinder, 

contracted in the middle, and broader laterally than medially. Some investigators have 

examined the bone structure and histology of the femoral neck, and demonstrated that 

there are changes in the structural features of the femoral neck associated with fracture 

[81-83]. For instance, Bell et al. investigated regional changes in both cortical and 

cancellous bone from cross-sections of the femoral neck in cases of fracture, in 

comparison with a control group, and found that in intracapsular fracture of the femoral 

neck, loss of cortical rather than cancellous bone is the predominant feature [81]. 

 

Figure 2.3 : Frontal longitudinal midsection of left femur (Left) and upper femur (right) 

[79] (Reproduced with permission; Copyright © 1999-2016 John Wiley & Sons, Inc. 

All Rights Reserved). 
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2.2 Bone Fracture  

Almost all of the adult body’s 206 bones can experience various types of bone fractures, 

ranging from minor inconveniences to severe, life-threatening fractures. However, in 

the elderly, osteoporotic population fractures are more likely to occur at certain sites. 

The most common osteoporotic fractures are of the proximal femur (hip), vertebrae 

(spine), and distal forearm (hand wrist) [4, 8, 9].  

 Hip fractures are usually classified onto three broad categories in terms of anatomic 

locations. Intracapsular fractures (subcapital or transcervical neck fracture) occur 

below the ball of the hip joint. Intertrochanteric fractures generally cross in the area 

between the greater and the lesser trochanters. Subtrochanteric fractures are located 

between the lesser trochanter and the femoral isthmus (Figure 2.4). In general, 

subtrochanteric fractures, greater trochanter fractures, and lesser trochanter fractures 

are less common than the others [84].  

 

 

Figure 2.4 : Types of hip fractures [84] (Reproduced with permission). 
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 Falls on an outstretched hand are the most common cause of fractures of the wrist 

(hyperextension), but any sufficiently strong force on the hand can break the wrist. 

The most common wrist fractures resulting from a fall onto an outstretched hand are 

scaphoid fractures, Colles fractures (“distal radius fractures”) and lunate dislocation 

fractures. Scaphoid fracture is the most common type of bone fracture in the wrist. 

These fractures occur through the scaphoid bone, a wedge-shaped bone located on the 

thumb side of the wrist, just where it meets the radius. Colles fracture is a fracture to 

the lower end of the radius (Figure 2.5)  [85, 86].  

 

Figure 2.5 : Types of wrist fractures - Scaphoid fracture (Left) and Colles fracture 

(Reproduced with permission).  

 Vertebral fracture occurs when individual vertebrae become so weak that they 

deform and collapse. Vertebral fractures do not usually require hospitalization. 

Vertebral deformities may be caused by a variety of conditions, such as osteoporosis, 

severe trauma, congenital deformities, Schenermann's disease, osteoarthritis, and 

multiple myeloma. Vertebral fractures are classified by type of deformity (wedge, 

biconcavity, or compression) and further by the degree of deformity (grades 1 and 2). 

Radiographs of the thoracic and lumbar spine are the standard tools for diagnosing 

vertebral fractures as most fractures occur in these two locations or at the connection 

between them (thoracolumbar junction) (Figure 2.6) [87-89].  
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Figure 2.6 : The spine and spinal fractures. (a) The regions of the spine. (b) A fracture-

dislocation in the thoracic spine. (c) A burst fracture in the lumbar spine. (Reproduced 

with permission from OrthoInfo. © American Academy of Orthopaedic Surgeons. 

http://orthoinfo.aaos.org). 

 

2.3 aBMD and Geometry 

The most common methods of assessing the risk of bone fracture are according to bone 

density and geometry captured from DXA scanned images. Calculation of aBMD from 

DXA is viewed by many as the current clinical gold standard for the assessment of the 

risk of fractures associated with osteoporosis. DXA scans use two X-ray energies to 

produce a two-dimensional image of the bone. As the X-ray photon passes through 

three types of tissue (bone mineral, lean tissue, and adipose tissue), X-ray energy is 

absorbed, attenuated or transmitted at different rates by different types of tissue. Thus, 

quantifying the degree of attenuation is to quantify the sum of tissue density over the 

path of the photon. aBMD allows the calculation of bone mineral content (BMC) in 

grams. This allows the BMD to be computed in g/cm2 given that the two-dimensional 

projected area of the bone is measured in cm2. The majority of clinical aBMD 

measurement performed using DXA scans are at the spine and hip. The hip regions of 

interest include the femoral neck, trochanter, and total hip (Figure 2.7) [33].  
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Figure 2.7: An example of DXA image of the hip from Hologic DXA scanner [33]. 

 

 Previous studies have shown the ability of aBMD to predict fracture risk [1, 67, 

72]. Cummings, et al. (1993) assessed the association between aBMD at various sites 

of hip and hip fractures, and found that the predictive capacity using aBMD was 

between AUC=0.75 and AUC=0.78. Gregory, et al. (2004) demonstrated a similar 

AUC score of 0.79 when using femoral neck aBMD, however the AUC scores were 

0.63 and 0.95 for using total proximal femur aBMD and Ward’s triangle aBMD, 

respectively. Pulkkinen, et al. (2010) studied the ability of femoral neck aBMD to 

discriminate cervical fracture, trochanteric fracture and any fracture. ROC analysis 

revealed that the AUC score was 0.94 for trochanteric hip fracture, 0.74 for cervical 

fracture and 0.81 for any fracture (Table 2.1).  
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Table 2.1: The ability of aBMD to predict fracture risk from previous studies. The 

results are reported as AUC 

ROI Cummings [1] Gregory [72] Pulkkinen [67] 

Total proximal femur  0.76 0.63 n/a 

Femoral neck 0.76 0.79 

0.94a 

0.74b 

0.81c 

Intertrochanteric 0.75 n/a n/a 

Trochanter 0.77 n/a n/a 

Ward’s triangle 0.78 0.95 n/a 

a Trochanteric hip fracture; b Cervical fracture; c Any fracture. 

 However, some studies have suggested that the ability of aBMD to predict fracture 

risk is limited [40, 67, 90-92]. More than 50% of fractures occur in people without low 

aBMD. This occurs, in part, because low aBMD is not the only risk factor for fractures 

[40, 67]. Some risk factors for osteoporosis, including body weight, exercise, and 

caffeine intake, appear to act independently of aBMD [93]. In addition, aBMD does 

not necessarily provide an accurate measure of bone mineral density since it measures 

the projection of density onto a plane instead of a true volumetric density. aBMD is 

usually computed over the entire image and averaged over all regions scanned. In 

particular, only discrete measures are taken of bone density or morphology, potentially 

ignoring the wealth of information contained within the image. Finally, aBMD and 

geometric information are analysed separately.  

 aBMD alone may not exploit the full information available in DXA images 

regarding fracture risk. The geometry of the femur is thought to provide extra 

information either on its own or in combination with aBMD [67], and several 

researchers have explored the influence of other geometric parameters on the risk of 

fracture of the femur. Pulkkinen et al. (2009) proposed that an aBMD T-score ≤−2.5 

discriminates the risk of trochanteric fractures, whereas geometric risk factors are able 

to discriminate cervical fracture cases from control cases with similar aBMD [67]. Hip 
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axial length, femoral length, femoral neck width, and neck shaft angle are the most 

examined geometric parameters with respect to fracture risk, but findings have been 

inconsistent [94]. For instance, some studies observed that fracture risk is associated 

with hip axial length [41, 68], but some did not [95, 96]. Michelotti, et al. (1999) 

reported that fracture cases had thinner femoral cortices, larger femoral heads, and 

larger femoral neck diameters than controls [97]. Dinçel, et al. (2008) observed that 

there was a significant increase in the ratio between femoral neck width and femoral 

length in the fracture group [94]. A wider femoral neck and shaft, and a larger neck-

shaft angle were observed in the fracture group by Gregory et al. (2008) where both 

male and female fracture subjects were compared with controls [98]. Some of these 

geometrical parameters, such as hip axis length, neck-shaft angle and femoral neck, 

are highly correlated [68]. Some studies have observed that femur bone dimensions 

continue to change with age so it is difficult to fit these geometric parameters to 

individual DXA images [69, 99].  

 Discrete geometric measures such as the width, length and angle of the femoral 

neck are likely to be correlated among themselves and with other characteristics 

including aBMD. Therefore, coupling between characteristics limits the ability of 

discrete geometric measures to improve on aBMD for predicting fracture risk. Instead, 

shape models and appearance models represent the shape variation and appearance 

variation in terms of de-correlated modes and so allow a clearer picture as to the 

contribution of individual measurements. The details of the shape models and 

appearance models are presented in the following sections. 

 

2.4 Active Shape Models and Active Appearance Models 

Two methods, active shape models (ASM) and active appearance models (AAM), 

were developed by Cootes et al [70, 100, 101]. The important difference between ASM 

and discrete geometric measures such as the width of the femoral neck, the orientation 

of the femoral neck, etc., is that for discrete geometric measures, one has to guess what 

might be important aspects of a shape and then test them. Instead, the correct 

parameters for characterising shape and appearance are determined automatically as 

part of the ASM or AAM implementation. AAM, as well as ASM, has been shown to 
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be as accurate as human observers in measuring shape [102], locating hip fractures 

[103-106], and other medical imaging tasks [70, 107, 108].   

 In ASM, the shape of the entire object is specified by a large number of points that 

determine the boundary of the object. Then, a number of principal modes for optimally 

representing the shape are found automatically using well-established statistical 

methods [109]. Each principal mode is an independent descriptor of the shape of the 

object [100]. These distinct descriptors have been used to describe morphometric 

features to identify subjects at high risk of hip fracture [71]. Gregory, et al. (2004) 

demonstrated that using ASM to predict the risk of hip fracture is more effective than 

aBMD and discrete geometric measurements. The study also showed that the 

combination of Ward’s triangle aBMD and ASM can be used to improve the accuracy 

of training AUC=0.96 compared with training AUC=0.95 using Ward’s triangle 

aBMD alone [72].  

 While ASM describes the shape of the proximal femur, it does not provide any 

information regarding variation of grey-level within the image, which, in turn, is 

directly correlated with the mechanical properties of the bone. Active appearance 

models (AAM), on the other hand, match a model to the shape and grey-level 

distribution in the image of the proximal femur [110, 111]. Goodyear, et al. (2013) 

demonstrated that the features derived from ASM and AAM gave a prediction of 

fracture comparable to aBMD. The study also showed that the combination of ASM, 

AAM, and aBMD gave an improvement in the prediction of hip fracture (AUC=0.65) 

compared with using aBMD alone (AUC=0.62). This improvement could predict an 

additional 2000 hip fracture cases and potentially save more than GBP 20 million per 

year in the UK [111]. Waarsing, et al. (2010) analysed the DXA appearance of the 

proximal femur with respect to osteoarthritis. The study demonstrated that the 

statistical appearance models captured the total variation in both shape and density of 

the proximal femur and this was shown to be predictive of osteoarthritis progression 

[73]. 

 There are two major components in ASM and AAM, the average shape or 

appearance and the principal modes of shape or appearance that capture variation from 

the average values. The shape or appearance distribution of bones within a certain 

population of individuals, either fractured or non-fractured, are described by adding 
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the linear combination of the principal modes to the average values.  

 In general, there are two steps needed to implement the ASM or AAM for image 

interpretation. The first step is to create a parameterized shape model or appearance 

model based on a set of training images. The second step is to interpret objects in 

previously unseen images by fitting them with the models established in the first step.  

 The following two sections provide detailed descriptions of ASM and AAM. In 

principle, these methods apply to data of any dimension. For instance, a statistical 

shape and intensity model based on 3D volumetric CT scans that incorporates both 

shape and grey-scale properties has been developed [112, 113]. However, the 

formulation here is described for two-dimensional arrays since this study concerns 

DXA images.  

 

2.4.1 Active Shape Models 

2.4.1.1 Labelling the Training Set 

The principle idea is to capture the possible shape variation within a population by 

using a sufficiently large number of examples collected from the population as a 

training set. The first step is to assign landmark points to the boundary of the shape. 

To illustrate this step, consider the task of describing the shape of hands. Given a 

sample set of 16 hand shapes, for instance, it is possible to build a shape model (Figure 

2.8a). Each hand in the training set is described by a set of labelled landmark points, 

which are placed (manually or automatically) at the same relative locations around the 

boundary. These labels must be consistent from one hand shape to the next. For 

example, point 38 always corresponds to the tip of the thumb, and point 36 always 

corresponds to the purlicue (Figure 2.8b). Landmark points across multiple shapes are 

used to examine and measure shape variation. These landmark points can be divided 

into three general types in terms of their usefulness [100]. The first type of landmark 

are those points with particular application dependent significance, such as the tips of 

fingers. Points 8, 15, 23, 31, and 38 are of the first type. The second type of landmark 

are those points with application independent significance, such as the curvature of a 

hand or fingers, and so points 2, 6, 32, 35, and 37 are of this second type. The third 

type of landmark are points that can be interpolated from points of the first and second 
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type 1 and 2; for instance, points 3, 4 and 5 are equally spaced along the boundary 

between points 2 and 6, and so are of the third type. 

 

Figure 2.8 : Hand shapes as an example to illustrate a deformable model. (a) The 

training set of hand shapes (numbered 1, 2, …, 16). (b) Landmarks assigned to two 

example hands (each hand is labelled with 40 points). (c) Effects of the first three 

principal modes of shape variation, bs (s=1, 2, 3) within limits ±2√𝜆𝑠  , where λs is the 

s largest eigenvalue [100]. By varying the first three parameters of the shape vector, 

bs, one at a time, we can demonstrate some of the principal modes of variation allowed 

by the model. Thus, in this example, the first mode corresponds to the size of the 

opening between the thumb and the rest of the hand, the second mode corresponds to 

the overall spread of the fingers and thumb and the third mode corresponds to the 

orientation of the middle finger. 

 

2.4.1.2 Aligning the Training Set 

In the previous example for characterising the shape of the hand, an assumption was 

made that the size, orientation and positioning of the hand in the images were 

comparable. In many applications, this assumption does not hold and a method is 

needed for aligning points prior to applying ASM.  

 In general, to compare shapes, all landmark points of the examples in the training 

set are aligned into a common coordinate frame using scaling, rotation, and translation 
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to eliminate non-shape variations between examples. Procrustes analysis is a means 

used in ASM to remove scaling, rotation, and translation between two shapes [114]. 

Thus, the coordinates of the aligned points for a single example boundary are recorded 

relative to a common coordinate frame rather than absolutely. Procrustes analysis has 

many variations and forms. Generalized orthogonal Procrustes analysis (GPA) [114] 

is a common method used to align image shape and a modification of GPA was used 

for alignment in this study. 

First we consider the problem of aligning an object to a standard or reference object. 

The shape of the reference object is determined by n landmark points of the form 

(𝑥0,𝑘
′ , 𝑦0,𝑘

′ ), with k = 1, 2, …, n. The shape of an object i to be aligned to the reference 

object is determined by an analogous set of n points (𝑥𝑖,𝑘
′ , 𝑦𝑖,𝑘

′ ). The reference object 

is represented by the vector of length 2n given by 

𝑋0
′ = (𝑥0,1

′ , 𝑦0,1
′ , 𝑥0,2

′ , 𝑦0,2
′ , … , 𝑥0,𝑛

′ , 𝑦0,𝑛 
′ )𝑇,   (2.1) 

where T denotes the transpose. Similarly, the object to be aligned is represented by the 

vector 

𝑋𝑖
′ = (𝑥𝑖,1

′ , 𝑦𝑖,1
′ , 𝑥𝑖,2

′ , 𝑦𝑖,2
′ , … , 𝑥𝑖,𝑛

′ , 𝑦𝑖,𝑛 
′ )𝑇.   (2.2) 

The objective is to translate, rotate and scale the object to be aligned as well as possible 

with the reference object. For a single point P′ = (p′, q′) in the plane, the point P′′ = 

(p′′, q′′) is obtained by a horizontal shift of xt, a vertical shift of yt, scaling by s and 

counterclockwise rotation by θ. This is described by  

(𝑝′′
𝑞′′
) = 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃 (

𝑝′
𝑞′
),     (2.3) 

where 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃 is the operator given by 

𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃 (
𝑝′
𝑞′
) = 𝑠(     cos𝜃 sin𝜃

− sin𝜃  cos𝜃
) (𝑝′−𝑥𝑡

𝑞′−𝑦𝑡
).   (2.4) 

Applying T to the vector 𝑋𝑖
′ results in the transformed vector 

𝑋′𝑖
′ = (𝑥𝑖,1

′′ , 𝑦𝑖,1
′′ , 𝑥′𝑖,2

′ , 𝑦𝑖,2
′′ , … , 𝑥′𝑖,𝑛

′ , 𝑦𝑖,𝑛 
′′ )𝑇,   (2.5) 
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Where  

(
𝑥𝑖,𝑘
′′

𝑦𝑖,𝑘
′′ ) = 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃 (

𝑥𝑖,𝑘
′

𝑦𝑖,𝑘
′ ).    (2.6) 

A natural criterion for determining the best shifts, scale and rotation is to minimize the 

square of the Euclidean distance between the reference shape vector 𝑋0
′  and the 

transformation of the object shape vector 𝑋𝑖
′ given by 

𝐸 =  ‖𝑋0
′ − 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃(𝑋𝑖

′)‖
2
      

= (𝑋0
′ − 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃(𝑋𝑖

′))𝑇(𝑋0
′ − 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃(𝑋𝑖

′))     (2.7) 

= ∑ (𝑥0,𝑘
′ − 𝑥′𝑖,𝑘

′ )2 + (𝑦0,𝑘
′ − 𝑦′𝑖,𝑘

′ )2𝑛
𝑘=1 .     

over the parameters xt, yt, s and θ. However, in many applications, not all landmark 

points are equally reliable. Accordingly, a more practical criterion for determining the 

best parameters is given by  

𝐸𝑊 = (𝑋0
′ − 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃(𝑋𝑖

′))𝑇𝑊(𝑋0
′ − 𝑇𝑥𝑡,𝑦𝑡,𝑠,𝜃(𝑋𝑖

′)),     (2.8) 

where the n × n diagonal matrix W provides a weighting for each landmark point. In 

principle, W could represent prior information regarding the process of assigning 

landmark points or information about the data set in question. A general and automatic 

method for determining the matrix W based on the data itself is as follows [100]. 

Consider a set of m objects (say, in a training set) with shape vectors 𝑋𝑖
′, i = 1, 2, ..., 

m. Let Rikl be the difference between the landmark point k and landmark point l for an 

object i with shape vector 𝑋𝑖
′. Thus, 

𝑅𝑖𝑘𝑙 = √(𝑥′𝑖,𝑘 − 𝑥′𝑖,𝑙)
2
+ (𝑦′𝑖,𝑘 − 𝑦′𝑖,𝑙)

22

.   (2.9) 

The average distance between the landmark point k and landmark point l over all the 

shapes in the set of m objects is 
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�̅�𝑖𝑘𝑙 =
1

𝑚
∑ 𝑅𝑖𝑘𝑙
𝑚
𝑖=1 ,     (2.10) 

and the variance is 

𝑉𝑘𝑙 =
1

𝑚
∑ (𝑅𝑖𝑘𝑙 − �̅�𝑖𝑘𝑙)

2𝑚
𝑖=1 .    (2.11) 

For a particular landmark point k, if ∑ 𝑉𝑘𝑙
𝑚
𝑙=1  is small, then the landmark point is 

consistent and may be viewed as reliable. If ∑ 𝑉𝑘𝑙
𝑚
𝑙=1  is large, the landmark point may 

be viewed as less reliable. Hence, a reasonable definition for the kth diagonal element 

of the matrix W is 

𝑤𝑘 = (∑ 𝑉𝑘𝑙
𝑚
𝑙=1 )−1.     (2.12) 

Once the matrix W is determined, finding the best parameters for xt, yt, s and θ is a 

matter of minimizing the value of EW in Equation 2.8. Taking partial derivatives of EW 

with respect to xt, yt, s and θ and setting these to zero yields four equations in four 

unknowns that may be solved by standard methods [100]. 

We then use the following algorithm to align the shape of all training examples as 

follows:  

1. Select the shape of the first training example object to be the initial mean 

shape. 

2. Align the shapes of the remaining training examples to the mean shape. 

3. Repeat until the process converges  

- Calculate the mean shape from the aligned shapes. 

- Normalize the orientation, scale, and origin of the current mean shape. 

- Realign every shape with current mean shape 

Once the alignment process is complete, the aligned version of the shape vector 𝑋𝑖
′ is 

denoted by Xi. 

 

2.4.1.3 Constructing a Point Distribution Model 

From these collections of aligned landmark points, a point distribution model (PDM) 

[115] is constructed to model the variation of the points within equivalent landmarks. 

The procedure is as follows. The coordinates of the aligned landmark points for the 
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object in image i are denoted by (xi,1, yi,1), (xi,2, yi,2), ..., (xi,n, yi,n). The aligned landmark 

points are stacked in vectors, and the shape of the object in image i is represented by a 

2n element vector Xi = (xi,1, yi,1, xi,2, yi,2, ..., xi, n, yi, n)
T, where n is the number of labelled 

landmark points.  

 For the collection of shape vectors from the training set, {Xi, i = 1, 2, ..., N}, the 

mean vector is calculated as: 

�̅� =
1

𝑁
∑ 𝑋𝑖
𝑁
𝑖=1 ,     (2.13) 

and the covariance matrix, S, is the 2n × 2n matrix 

𝑆 =
1

𝑁
∑ (𝑋𝑖 − �̅�)
𝑁
𝑖=1 (𝑋𝑖 − �̅�)

𝑇.            (2.14)  

 Principal component analysis (PCA) consists of finding the eigenvalues and 

associated normalised eigenvectors, Фs (s=1, ..., 2n), of s, listed in order of decreasing 

eigenvalue. The eigenvalues, λs (s=1,..., 2n), indicate the proportion of the information 

content encoded in the corresponding eigenvector [116]. When there are fewer 

examples in the training set, N, than point coordinates, 2n, the eigenvectors Ф̂𝑠 (s=1, ..., 

N) and corresponding eigenvalues λs (s=1,..., N) of the 2n × 2n covariance matrix, S, 

can be calculated from the eigenvectors of a smaller N × N matrix derived from the 

same data [100]. PCA is a general method but when applied in this context, the 

eigenvectors are called principal modes. The principal modes are mutually orthogonal 

(ФsФt
T = 0 if s ≠ t) and so PCA separates the information content of the vectors Xi into 

uncorrelated principal modes Фs. 

 We then apply PCA to the data. PCA is a statistical procedure concerned with 

elucidating the covariance structure of variables in a dataset. The reason for using PCA 

is that it allows us to convert a set of possibly correlated variables into a set of linearly 

uncorrelated variables or modes, and, thus, it is used to de-correlate the shape 

information in preparation for feature selection. A second benefit is that each of the 

de-correlated modes comes with a measure based on the associated eigenvalue of the 

information content represented by the mode. By selecting the modes associated with 

the most information, it is possible to remove insignificant variations in shape due to, 

for example, inconstancies in the placement of boundary points and redundant shape 

https://en.wikipedia.org/wiki/Correlation_and_dependence
https://en.wikipedia.org/wiki/Correlation_and_dependence
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information [117].  

 Each principal mode describes a portion of overall shape variations and, 

collectively, all principal modes account for 100% of overall shape variations within 

the original training data set. Each principal mode is ordered according to the amount 

of variation explained. The lower numbered principal modes explain a larger 

percentage of variations. Therefore, the object of interest in the set of training images 

within the population can now be represented by a vector, Xi, as the mean plus a 

perturbation specific to the individual by 

𝑋𝑖 = �̅� + ∑ 𝑏𝑠
2𝑛
𝑠=1 Φ𝑠.    (2.15a) 

Here 2n is the total number of principal modes. The coefficients bs are computed by  

𝑏𝑠 = (𝑋𝑖 − �̅�)Φ𝑠
𝑇.    (2.15b) 

For a shape vector X from an example object outside the training set  

𝑋 ≈ �̅� + ∑ 𝑏𝑠
2𝑛
𝑠=1 Φ𝑠.    (2.15c)  

 Only principal modes corresponding to the top t eigenvalues are chosen so as to 

explain a certain proportion of the variances in the training shapes, usually ranging 

from 90% to 99.5%. Accordingly, the final vector representing the example shape is 

denoted by �̂� and is defined as 

 �̂� = �̅� + ∑ 𝑏𝑠
𝑡
𝑠=1 Φ𝑠.    (2.15d)  

Here t is the number of principal modes used. The number of principal modes depends 

on the desired balance between detail and redundancy in the description of the example 

shape. 

 

 This shape model can be used to fit new examples of shapes by varying the 

parameters bs within the range of ±𝑚√𝜆𝑠 , where m usually has a value between two 

and three. For instance, the effects of varying the first three parameters of the hand 

shape vector, bs (s=1, 2, 3), within limits ±2√𝜆𝑠  are demonstrated in Figure 2.8c.  
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2.4.1.4 Using Point Distribution Models to Search Objects  

The point distribution model may be used to automatically determine the shape 

parameters for an object in an image that was not part of the training set used to create 

the model. This involves finding shape parameters bs and a set of pose parameters (xt, 

yt, s, θ) that cause the model to coincide with landmarks of objects in the image. The 

pose parameters (xt, yt, s, θ) comprise the Euclidean transformation 𝑇(𝑥𝑡,𝑦𝑡,𝑠,𝜃)  as 

presented in Equation 2.4.  

 An iterative search approach is used in ASM to fit the model, , to the target 

object in an image. The process is as follows [100]: 

0. Give a rough starting approximation of the positions of a set of model 

points that represent the boundaries of the object in an image, and initialize 

the shape parameters bs to zero. 

1. Generate the shape model according to Equation 2.15d. 

2. Generate Ximage in the image coordinate frame from  by the 

transformation 𝑇(𝑥𝑡,𝑦𝑡,𝑠,𝜃) (Equation 2.4). 

3. Examine the region along a normal to each model point of Ximage toward 

each of the nearest edge points on the object in the image to search for the 

best object shape Yimage, and calculate the adjustments, dXi, in the image 

coordinate frame required to make Yimage = Ximage +dXi.  

4. Project Yimage to the model coordinate frame by inverting the transformation 

T, that is, �̂� = 𝑇−1(𝑥𝑡,𝑦𝑡,𝑠,𝜃)𝑌image, to update the pose parameters (xt, yt, s, 

θ)  

5. Update shape parameter 𝑏𝑠
′ = Ф𝑇(�̂� − �̅�) 

6. Apply a constraint to the shape parameter 𝑏′ (e.g. constrain to the range of 

±𝑚√𝜆𝑠 ) to ensure a plausible shape. 

7. If dXi is greater than a pre-set threshold value, assign 𝑏𝑠 = 𝑏𝑠
′  and return to 

step 1. Else, 𝑏𝑠 = 𝑏𝑠
′  are the final shape parameters. 

 This final set of shape parameters bs represents the shape of the target object.  

 

 

X̂

X̂
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2.4.2 Active Appearance Model 

While the active shape model represents the example dataset in terms of the shape 

variation from a mean shape, it does not contain any information regarding the grey-

scale value distribution of the image over the region corresponding to the example. 

Two femurs with identical profiles in DXA images may have very different risks of 

fracture due to the amount and distribution of bone tissue within the boundary of the 

femur. Such information manifests in the grey-scale values of the pixels representing 

the femur. An active appearance model is used to simultaneously explain shape and 

grey-scale variation. Such a model is generated by combining a model of shape 

variation as well as a model of grey-scale variation in a shape-free frame, which is 

referred to as the appearance. 

 To build a model of grey-scale variation, it is necessary to warp each training image 

so that its boundary points match the corresponding points of the mean shape, 

obtaining a shape-free patch (using Delaunay triangulation algorithm [118]). Within 

the region covered by the mean shape, the intensities are sampled. Because shape-free 

patches are used, the locations of the pixels in one image closely match the locations 

of the pixels in the other images. Thus, the intensity values at these pixels record spatial 

intensity patterns that may be compared between images. 

 For image i, the numbers gi,1, gi,2, ..., gi,m represent the grey-scale values at pixels 

1, 2, ..., m within the region of the shape-free image covered by the mean shape. The 

grey-scale vector associated with image i is Gi given by 

𝐺𝑖 = (𝑔𝑖,1, 𝑔𝑖,2, … , 𝑔𝑖,𝑚)
𝑇
,   (2.16a) 

and the average grey-scale vector for the training set of N images is  

�̅� =
1

𝑁
∑ 𝐺𝑖
𝑁
𝑖=1 .     (2.16b) 

 The same steps used for ASM are used to construct a grey-scale model for the 

objects. The grey-scale model is combined with the shape to create a single model. 

Since there may be correlation between the shape and grey-scale models, PCA is 
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applied to the combined shape and grey-scale representations to generate the 

appearance model. Thus, for any appearance vector (shape and grey-scale) from the 

training or testing set, the appearance of the objects are represented by �̃� and �̃�, and 

are defined as 

�̃� = �̅� + ∑ 𝑐𝑎
𝑧
𝑎=1 Φ𝑎,    (2.17a) 

�̃� = �̅� + ∑ 𝑐𝑎
𝑧
𝑎=1 Ψ𝑎,    (2.17b) 

Where Фa and Ψa are the principal modes of shape and grey-scale variation, 

respectively. Here z is the number of principal modes used. The parameters ca control 

the shape �̃� as well as grey-scale �̃� and, thus, the set ca, a = 1, 2, …, z is used as the 

set of appearance features for each object. 

 The AAM is used to automatically determine the appearance parameters for an 

object in an image that was not part of the training set used to create the model. The 

search for these appearance parameters could be treated as an optimisation problem in 

which the difference between a new image and one generated by the AAM is 

minimised by varying the appearance model parameters ca. Similar to ASM, an 

iterative search approach is used in AAM as follows [101]: 

0. Given a current estimate of appearance model parameters, ca, and the 

sample of the grey level information Gs from the shape-free image at this 

current estimate. 

1. Evaluate the error vector δg0 = Gs – Gm and the current error 𝐸0 = |𝛿𝑔0|
2
, 

where Gm is the vector of grey-scale values for the current model 

parameters and generated using Equation 2.17b.  

2. Compute the predicted displacement δc = Aδg0. Where A is a scaling 

parameter for the grey levels learned by applying multiple multivariate 

linear regressions on the training data. 

3. Update the appearance parameters ca = ca - k δc, where initially k = 1. 

4. Sample the image at this new prediction, and calculate a new error vector, 

δg1. 

5. If |𝛿𝑔1|
2
< 𝐸0  then accept the new estimate, ca, otherwise decrease the 

value of k and go to step 4. 
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2.4.3 Comparison between ASM and AAM 

In this thesis, we use two deformable models, the ASM and the AAM to represent the 

variations in shape and/or appearance of the target objects. The former searches around 

the current locations of each model point along profiles and updates the current 

estimate of the shape of the target objects while the latter seeks to match both the 

locations of each point and the grey-levels of the object to the image. Thus, there are 

three main differences between ASM and AAM. Firstly, the result search for ASM 

may be less reliable than AAM as it uses only the data in a small region around each 

landmark point, whereas the AAM takes advantage of the appearance information of 

the whole region within objects. Secondly, the ASM tends to need a relatively larger 

number of landmark points around the boundary than the AAM so as to provide 

sufficient direction information for the search. It is a considerable task to label a great 

quantity of images. Thirdly, the AAM is more robust as it gives a better match to the 

object, whereas the ASM is faster and performs more accurately in shape localization. 

However, a quicker AAM algorithm could be achieved if the search area is placed only 

near significant boundaries or corners as this will require less image sampling during 

the search.  [119].  

 

2.5 Texture Analysis 

Image texture, the information of the spatial variation in pixel intensities in an image 

or selected region of an image, has been recognized as an important attribute for 

quantifying the perceived appearance of an image [120]. In this study, Gabor filters 

and textons were applied to extract the texture features of proximal femur images and 

are discussed in the following sections. 

 

2.5.1 Texture Features Based on Gabor Filters 

Texture analysis based on Gabor filters is thought to be similar to perception in the 

human visual system. The Gabor function can be implemented as a multichannel filter 

that mimics characteristics of the human visual system [121, 122]. Gabor filters have 

been successfully employed in computer vision and a variety of image analysis 

applications such as classification and segmentation [123, 124], image coding and 

compression [125], face recognition [126], and motion analysis [127]. Gabor filters 

https://en.wikipedia.org/wiki/Image_analysis
https://en.wikipedia.org/wiki/Human_visual_system
http://matlabserver.cs.rug.nl/
http://matlabserver.cs.rug.nl/
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can serve as local bandpass filters with excellent joint localization properties in both 

spatial and frequency domains [122, 128] and, thus, the texture features based on 

Gabor filters are robust to variances in rotation, scale and illumination in images. 

 Several texture analysis methods based on Gabor filters have been developed to 

detect fractures and signs of osteoporosis. Yap, et al. (2004) proposed an adaptive 

sampling method that begins with the sampled locations in different images 

corresponding to consistent locations. Then, a set of Gabor filters are applied to each 

sampled region to extract texture features. Results from this method indicated 

improved overall performance of fracture detection, especially when combined with 

neck-shaft angle measurement [129]. Lim, et al. (2004) included neck-shaft angle 

measurements, Gabor filters, Markov Random Field texture, and intensity gradient 

into their analysis. Bayesian and support vector machine (SVM) classifiers were used 

to classify the test samples. The results suggested that the classification accuracy, the 

number of correctly classified samples over the total number of samples, was improved 

significantly to 98.2% by combining these methods, compared with 93.5% when using 

neck-shaft angle alone [130]. Similarly, Pramudito, et al. (2007) used three different 

texture analysis methods including Gabor filters, wavelet transforms and fractal 

dimension to extract features that represent the structural change in trabecular pattern, 

and compared these methods with the corresponding Singh index grading system [131]. 

Their results revealed that the features extracted using Gabor filters in the form of 

energy are significantly correlated with the Singh indexes determined by a physician 

and, thus, contribute to improving early osteoporosis detection.  

 The Gabor feature space consists of responses produced by convolving the original 

image with a bank of 2D, real Gabor kernel functions at several different scales (spatial 

frequencies) and orientations [128, 132]. The Gabor kernel function 𝑔𝜆,𝜃(𝑥, 𝑦: 𝜑, 𝜎, 𝛾) 

is the product of a Gaussian and a cosine function.  

 

 𝑔𝜆,𝜃(𝑥, 𝑦: 𝜑, 𝜎, 𝛾) = exp  (−
𝑥′
2
+𝛾2𝑦′

2

2𝜎2
) cos(2𝜋

𝑥′

𝜆
+ 𝜑)            (2.18) 

 

𝑥′ =    𝑥 cos 𝜃 + 𝑦 sin 𝜃     

𝑦′ = −𝑥 sin 𝜃 + 𝑦 cos 𝜃,     
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where γ = 0.5 is a constant, called the spatial aspect ratio that determines the ellipticity 

of the receptive field, λ represents the scale (so 1/λ is the spatial frequency), 𝜃 ∈

[0, 𝜋) represents the orientation, and σ is the standard deviation and determines the 

size of the receptive field. 𝜑 ∈ (−𝜋, 𝜋] , is the phase offset that determines the 

symmetry of  𝑔𝜆,𝜃 with respect to the origin; the phase offset values φ = 0 and φ = π 

correspond to symmetric functions (also called even), while φ = -π/2 and φ = π/2 

correspond to anti-symmetric functions (or also called odd). The value of the standard 

deviation σ cannot be specified directly and it can only be set through the half response 

spatial frequency bandwidth, b. The value of b is related to the ratio σ/λ. 

 𝑏 = log2

𝜎

𝜆
𝜋+√

ln2

2

𝜎

𝜆
𝜋−√

ln2

2

,
𝜎

𝜆
=

1

𝜋
√
ln2

2
 
2𝑏+1

2𝑏−1
.            (2.19) 

Let 𝐼(𝑥, 𝑦) denote an image and 𝑔𝜆,𝜃(𝑥, 𝑦: 𝜑, 𝜎, 𝛾) denote the Gabor kernel function 

with scale value 𝜆 and orientation value θ. The Gabor filter response, at this scale and 

orientation, to this image is expressed as 

 

𝐺𝜆,𝜃(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) ∗ 𝑔𝜆,𝜃(𝑥, 𝑦: 𝜑, 𝜎, 𝛾)              (2.20) 

The output of the Gabor filter 𝐺𝜆,𝜃(𝑥, 𝑦) is a number that indicates how much the 

intensity pattern at position (x, y) in the image resembles a line segment at orientation 

θ and of width and length characterised by the other parameters. By recording these 

filter outputs at locations (x, y) within the femur (or a subregion of interest), a summary 

of oriented structure is obtained. This oriented structure is a measure of texture. This 

terminology is standard in image analysis but it is important to note that this is an 

image texture resulting from patterns in tissue structure and is not a physical texture 

of the bone. 

 Thus, Gabor filters may be tuned to extract particular characteristics arising in the 

images by appropriately selecting each of the Gabor function parameters. There are no 

general methods for the selection of Gabor filter parameters, which is often a vague 

and application dependent task. A straightforward approach to select the parameters 

would be to uniformly sample the orientations and spatial frequencies while other 

parameters are given a fixed value by referring to literature [128, 132-134]. Some 

examples of Gabor filters functions are illustrated in Figure 2.9. Gabor filters exhibit 
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strong characteristics of spatial frequency and orientation selectivity. 

 

 

.  

Figure 2.9 : The real part of 24 Gabor filters with four different spatial frequencies 

(1/16, 1/18, 1/26 and 1/32 from top to bottom) and six different orientations. 

 

 Gabor feature vectors can be used directly as input for classification or they can be 

transformed into new feature vectors to be used as such input. In this thesis, for 

example, Gabor energy features were computed. More specifically, the response 

outputs of a symmetric (φ = 0) and an anti-symmetric (φ = -π/2) filter with the same 

scale λ and orientation θ at each image pixel within the ROI were combined to find the 

mean value of all the pixels within the ROI. Thus, for a ROI of size M x N pixels, the 

Gabor energy for a particular choice of λ and θ is given by  

 

𝐸𝜆,𝜃(𝐺) =
1

𝑀𝑁
∑ ∑ ⌈𝐺𝜆,𝜃(𝑥, 𝑦)⌉

2𝑁
𝑦=1

𝑀
𝑥=1 ,  (2.21) 

                                    

where ⌈𝐺𝜆,𝜃(𝑥, 𝑦)⌉ is the magnitude of the Gabor filtered image 𝐺𝜆,𝜃(𝑥, 𝑦). 

 By using Gabor energy, the dimensionality of the multichannel Gabor feature 

space is greatly reduced. It has been shown that the Gabor energy is closely related to 

the local power spectrum of the image [128]. 
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2.5.2 Texture Features Based on Textons 

Julesz proposed the term “textons” in the context of cognitive science and stated that 

“textons are the putative units of pre-attentive human texture perception” [135]. In 

image analysis applications, local texture descriptors are mapped to a feature space, 

the dimension of which is the number of local texture descriptors used. Clusters in this 

feature space are called textons and represent commonly occurring local texture 

patterns. Each pixel in the image is then mapped to the texton closest to it in the feature 

space representation of the pixel. The image is represented by the histogram of texton 

occurrences [136]. Texton-based approaches are simple to implement and often 

achieve good performance for texture image categorization and segmentation [137, 

138]. For medical imaging applications, Petroudi et al. (2003) used texton-based 

features generated from a filter bank to classify mammograms into the four breast 

imaging reporting and data system (BI-RADS) classes [139]. More recently, T. Jiang 

et al. (2010) proposed a texton-based classification system based on raw pixel 

representation along with an SVM with radial basis function kernels for the 

classification of emphysema in computed tomography images of the lung. 

Classification accuracy achieved 96.43% [140]. 

 The framework of texton generation for feature extraction and classification 

consists of five steps (Figure 2.10): (1) extracting local feature vectors from the images 

collected, (2) aggregating all local feature vectors to construct a filter response space 

and clustering into textons, (3) creating texton maps, (4) generating histograms of 

textons for each image (5) classifying the images based on the texton histograms.  

 In the first step, the local feature vectors are usually filter responses generated by 

convolving the image with a filter bank or pixel values from N x N neighbourhoods. 

The value N = 3 is well established in the literature as suitable [141-144]. For example, 

Varma and Zisserman classified over 2800 images of all 61 textures present in the 

Columbia-Utrecht database (a database of real world surface textures) [145] using 

local N x N neighbourhoods based textons with values of N = 3, 5, 7, …, 19. It was 

demonstrated that the classification performance using N = 7 was optimal but only 

slightly better than using N = 3, and at the expense of a much higher computational 

cost [141]. Li et al. used N =3, 5, 7 to estimate breast cancer risk and the best 

classification performance was achieved with N = 3 [144]. From a theoretical point of 
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view, a 3x3 neighbourhood contains sufficient information to assign the best local 

quadratic approximation of the image at the central point if the image is taken to be a 

discretization of a differentiable surface. The reason is that the nine points in the 3x3 

neighbourhood suffice to calculate the first and second partial derivatives at the central 

point and these suffice to classify all quadratic surfaces.  

 The local feature vectors of these images are aggregated in the second step, and a 

number of cluster centres are learnt by applying a clustering method, such as K-means 

clustering, on these aggregated feature vectors. These cluster centres are then collected 

into a single dictionary, called the texton dictionary. Having learnt a texton dictionary, 

the next step is to construct the corresponding texton map for each image by labelling 

each pixel with the texton that lies closest to it in the filter response space. The 

histogram of each texton map, i.e., the frequency with which each texton occurs in the 

labelling generated in step four, represents the texture features for the corresponding 

image. Hence, the histogram of texton occurrences for an image is the feature vector 

that is used to classify the image.
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Figure 2.10 : Framework for classification based on textons described in five steps: (1) Extracting local feature vectors from the collected images. 

(2) Aggregating all local feature vectors to construct a filter response space and clustering into textons. (3) Creating texton maps. (4) Generating 

histograms of textons for each image. (5) Classifying the images based on the texton histograms.

3
5
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2.6 Classification and Linear Discriminant Analysis 

Classification is the procedure of assigning an individual, or a subset, of the data to 

one of several known classes (or groups) based on observations. Usually, the 

observations take the form of a list of numbers arranged in a vector that is viewed as a 

point in a feature space. A classification scheme determines, directly or indirectly, a 

set of hypersurfaces in the feature space that separates the points representing the 

various groups. If the hypersurfaces are hyperplanes, then the classification process is 

called linear discriminant analysis (LDA). Non-linear classifiers often appear to 

produce better results than LDA but this can be deceiving especially if the dimension 

of the feature space is large and the number of examples used to train the classifier is 

small. Since the total number of features considered in this work is around 133 and the 

number of examples used to train classifiers is around 60, only LDA classifiers will be 

implemented in this thesis. 

 Fisher’s linear discriminant analysis (FLDA) or, in short, LDA, is one of the most 

commonly used techniques. The reason for using Fisher is that if the feature vectors 

from each group are normally distributed, then Fisher’s classifier is the optimal 

classifier among all (linear and nonlinear) classifiers. In addition, experience shows 

that even if the distributions are not quite normal but somewhat close to normal, then 

Fisher still gives close to optimal results. It was originally developed by R. A. Fisher 

in 1936 and has been used successfully in many pattern recognition problems [146]. 

Other examples of the use of LDA include earth science [147], biomedical studies 

[148], and marketing research applications [149]. LDA is often preferable to non-

linear discriminant analysis which suffers from the problem of over fitting if the 

number of training examples is small.  

2.6.1 Optimal Classification 

Optimal classification is aimed at minimizing the misclassification risk and, thus, 

minimisation of total probability of misclassification is frequently used as a criterion 

for optimal classification [150]. Accordingly, the total probability of misclassification, 

for a good classifier, should be kept as small as possible even though it may produce 

a few misclassifications. In some applications, misclassification cost, that is, the cost 

incurred when an object of class I is incorrectly classified as class J (I ≠J), is considered 

to reflect the seriousness of the errors of classification. For instance, the consequence 
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of classifying a cancer case as non-cancer is usually more severe than classifying 

a non-cancer case as cancer. Therefore, the misclassification cost for the former is 

higher than the latter. In this situation, minimisation of the total misclassification cost 

is a more reasonable criterion for the optimal classification. The Bayesian approach is 

another appropriate criterion for performing optimal classification. In this approach, 

an object is assigned to the class with maximal posterior probability. These three 

criteria are described in detail in the following sections. 

 

2.6.1.1 Minimising the Total Probability of Misclassification 

Let p1 and f1(x) be the prior probability and the normal density function of group 1, 

and let p2 and f2(x) be the prior probability and the density function of group 2. Assume 

f1(x) and f2(x) intersect once at x1 as illustrated in Figure 2.11. The total probability of 

misclassification M(xi) is the sum of the probability of assigning an object x from group 

2 to group 1 (region a) and the probability of assigning an object x from group 1 to 

group 2 (region b and c), computed by  

𝑀(𝑥𝑖) = ∫ 𝑓2(𝑥)𝑝2𝑑𝑥
𝑥𝑖
−∞

+ ∫ 𝑓1(𝑥)𝑝1𝑑𝑥
∞

𝑥𝑖
.                    (2.22) 

Since 

∫ 𝑓1(𝑥)𝑑𝑥
∞

−∞
= ∫ 𝑓1(𝑥)𝑑𝑥

𝑥𝑖
−∞

+ ∫ 𝑓1(𝑥)𝑑𝑥
∞

𝑥𝑖
= 1,           (2.23) 

Equation 2.22 can be rewritten as   

 

𝑀(𝑥𝑖) = ∫ 𝑓2(𝑥)𝑝2𝑑𝑥
𝑥𝑖

−∞

+ 𝑝1 (1 − ∫ 𝑓1(𝑥)𝑑𝑥
𝑥𝑖

−∞

) 

 

= 𝑝1 + ∫ (𝑓2(𝑥)𝑝2 − 𝑓1(𝑥)𝑝1)𝑑𝑥
𝑥𝑖
−∞

.       (2.24) 

Differenting the Equation above gives 

𝑀′(𝑥𝑖) = 𝑓2(𝑥)𝑝2 − 𝑓1(𝑥)𝑝1.    (2.25) 

And since M (xi) is the minimum when M′ (xi) = 0, that is,  
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𝑓2(𝑥)𝑝2 = 𝑓1(𝑥)𝑝1,     (2.26) 

we obtain the classification criteria,   

{
 

 𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
≥

𝑝2

𝑝1
 

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
<

𝑝2

𝑝1
.

    (2.27) 

If the prior probability of the two groups are equal, p1 = p2, the classification criteria 

can be rewritten as   

{
 

 𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
≥ 1 

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
< 1.

    (2.28) 

 It can be seen in Figure 2.11 that the total probability of misclassification is the 

minimum (region a, b and c) when x = x1. The total probability of misclassification for 

any other value of x is relatively higher. For example the total probability of 

misclassification is increased by an amount equal to region d if x shifts from x1 to x2. 

 
Figure 2.11: Classification rule based on minimising the total probability of 

misclassification. 
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2.6.1.2 Minimising the Total Cost of Misclassification  

Let C1 be the cost incurred when assigning an object x from group 2 to group 1, and 

C2 be the cost incurred when assigning an object x from group 1 to group 2. The total 

cost of misclassification C is then the sum of the cost of wrongly assigning an object 

x to group 1 and the cost of wrongly assigning an object x to group 2, which is defined 

as  

𝐶(𝑥1) = 𝐶1 ∫ 𝑓2(𝑥)𝑝2𝑑𝑥
𝑥1

−∞
+ 𝐶2  ∫ 𝑓1(𝑥)𝑝1𝑑𝑥

∞

𝑥1
.  (2.29) 

Differenting the Equation above gives 

𝐶′(𝑥1) = 𝐶1𝑓2(𝑥1)𝑝2 − 𝐶2𝑓1(𝑥1)𝑝1.   (2.30) 

C(x1) is the minimum when 𝐶′(𝑥𝑖) = 0, that is, 

𝐶1𝑓2(𝑥1)𝑝2 = 𝐶2𝑓1(𝑥1)𝑝1.    (2.31) 

 Therefore, we obtain the following classification criteria, which is equivalent to 

the Bayes decision rule. 

{
 

 𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
≥

𝑝2𝐶1

𝑝1𝐶2
 

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
<

𝑝2𝐶1

𝑝1𝐶2
.

    (2.32) 

 If the two cost weightings C1 and C2 are equal, then the classification criteria above 

can be rewritten to be the same as Equation 2.27. 

 

2.6.1.3 Maximising the Posterior Probability 

According to Bayes’ theorem, an object x is assigned to group i with the maximum 

posterior probability 𝑃(𝑖|𝑥). That is, x is assigned to 

{

𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓  𝑃(1|𝑥) ≥ 𝑃(2|𝑥)

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 𝑃(1|𝑥) < 𝑃(2|𝑥).
   (2.33) 
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Also, Bayes’ theorem defines the posterior probability of an object x belonging to 

group i as 

𝑃(𝑖|𝑥) =
𝑝𝑖𝑓𝑖(𝑥)

∑𝑝𝑖𝑓𝑖(𝑥)
,    (2.34) 

where 𝑝𝑖 is the prior probability of group i. 

 

Thus, Equation 2.33 can be rewritten as   

 

{
 

 𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓  
𝑝1𝑓1(𝑥)

𝑝1𝑓1(𝑥)+𝑝2𝑓2(𝑥)
≥

𝑝2𝑓2(𝑥)

𝑝1𝑓1(𝑥)+𝑝2𝑓2(𝑥)

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 
𝑝1𝑓1(𝑥)

𝑝1𝑓1(𝑥)+𝑝2𝑓2(𝑥)
<

𝑝2𝑓2(𝑥)

𝑝1𝑓1(𝑥)+𝑝2𝑓2(𝑥)
.

  (2.35) 

Or, simplified and rearranged, as 

{
 

 𝐺𝑟𝑜𝑢𝑝1 , 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
≥

𝑝2

𝑝1
 

𝐺𝑟𝑜𝑢𝑝2, 𝑖𝑓 
𝑓1(𝑥)

𝑓2(𝑥)
<

𝑝2

𝑝1
.

    (2.36) 

 From this it is seen that the classification criteria of maximizing the posterior 

probability is the same as the classification criteria of minimizing the total 

misclassification probability. 

 

2.6.2 Fisher’s Linear Discriminant Analysis (FLDA) 

The primary purpose of FLDA is to separate samples of distinct groups as much as 

possible by transforming the multivariate observations to univariate observations that 

are optimal for distinguishing between the classes [146]. 

 Suppose we have two populations. Let 𝑋1, 𝑋2, ⋯ , 𝑋𝑛1 be the n1 observations from 

population π1 and let 𝑋𝑛1+1, 𝑋𝑛1+2,⋯ , 𝑋𝑛1+𝑛2 be n2 observations from population π2. 

The first step in FLDA is to project these 𝑝 × 1 vectors to a scalar output via a linear 

function 
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 𝑌(𝑋) = 𝑉𝑡𝑋,      (2.37) 

where 𝑉𝑡 is a 1 × 𝑝 vector of coefficients. 

 Then, find the vector �̂� that maximises the separation function S(V), which is the 

ratio of the squared distance between the transformed means of the two groups relative 

to within group variance 

 𝑆(𝑉) =
(𝑌1̅̅ ̅−𝑌2̅̅ ̅)

2

𝑆𝑌
2 ,    (2.38) 

where 𝑌1̅and 𝑌2̅ are the univariate means of group 1 and group 2, respectively, and SY 

is the sample standard deviation. 

 �̂� is found by solving the equation based on the first derivative of S(V) [151] and 

it is of the form 

�̂� = 𝑐𝑆𝑝𝑜𝑜𝑙𝑒𝑑
−1 (𝑋1̅̅ ̅ − 𝑋2̅̅ ̅),   (2.39) 

where c is some non-zero constant, 𝑋1̅̅ ̅ and 𝑋2̅̅ ̅ are multivariate means of group 1 and 

group 2, respectively, 𝑆𝑝𝑜𝑜𝑙𝑒𝑑 is the pooled sample covariance matrix derived from 

covariance matrices S1 and S2 of group 1 and group 2, respectively.  

Thus, Fisher’s discriminant function is obtained as below 

𝑌(𝑋) = �̂�−1𝑋 = 𝑐(𝑋1̅̅ ̅ − 𝑋2̅̅ ̅)
−1𝑆𝑝𝑜𝑜𝑙𝑒𝑑

−1 𝑋.  (2.40) 

 The scalar output Y from the function above can be referred to as a discriminant 

score. A threshold value for the discriminant score is decided and often uses the 

midpoint between the two means, 𝑦1̅̅ ̅ and 𝑦2̅̅ ̅. So, the final step in FLDA is to perform 

classification using an allocation rule by comparing the discriminant score to the 

threshold value (Figure 2.12).   
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Figure 2.12: Classification based on the Fisher’s discriminant function. 

  

 For example, suppose we have two populations π1 and π2 with common covariance 

matrices, we can then classify an observation x0 to some class based on Fisher’s 

discriminant function with the constant c set to unity: 

 

{
 
 
 
 

 
 
 
 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛  π1 , 𝑖𝑓 (𝑥1̅̅ ̅ − 𝑥2̅̅ ̅)

−1𝑆𝑝𝑜𝑜𝑙𝑒𝑑
−1 𝑥0 ≥

1

2
(𝑦1̅̅ ̅ + 𝑦2̅̅ ̅) ≡

1

2
(𝑥1̅̅ ̅ − 𝑥2̅̅ ̅)

−1𝑆𝑝𝑜𝑜𝑙𝑒𝑑
−1 (𝑥1̅̅ ̅ + 𝑥𝟐̅̅ ̅)

               That is, �̂�0 is on the right hand side of 
1

2
(𝑦1̅̅ ̅ + 𝑦2̅̅ ̅) (closer to 𝑦1̅̅ ̅),

  

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛  π2 , 𝑖𝑓 (𝑥1̅̅ ̅ − 𝑥2̅̅ ̅)
−1𝑆𝑝𝑜𝑜𝑙𝑒𝑑

−1 𝑥0 <
1

2
(𝑦1̅̅ ̅ + 𝑦2̅̅ ̅) ≡

1

2
(𝑥1̅̅ ̅ − 𝑥2̅̅ ̅)

−1𝑆𝑝𝑜𝑜𝑙𝑒𝑑
−1 (𝑥1̅̅ ̅ + 𝑥𝟐̅̅ ̅)

            That is, �̂�0 is on the left hand side of 
1

2
(𝑦1̅̅ ̅ + 𝑦2̅̅ ̅) (closer to 𝑦2̅̅ ̅),

 

(2.41)  
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2.7 ROC Analysis 

Receiver operating characteristic (ROC) analysis is used to evaluate the performance 

of a binary classifier system. An ROC curve is created by plotting the sensitivity 

against the specificity at various discrimination thresholds [152, 153]. ROC analysis 

has been used extensively in medical application [152-154]. ROC analysis has been 

used extensively in medical applications [155-157]. 

 

2.7.1 Accuracy, Sensitivity and Specificity 

Accuracy, sensitivity, and specificity are the terms that are commonly associated with 

the statistical measure of the performance of a binary classification test. Accuracy 

provides a single number for classification performance. It is defined as the fraction of 

correctly classified instances divided by the total number of instances. In general, it is 

accepted that the higher the accuracy, the better the classification performance. 

However, accuracy is too simple in some cases. Using accuracy to evaluate the 

performance of binary classification in medical decision making is of limited 

usefulness as a conclusion based on accuracy alone is highly unreliable [152, 153]. For 

example, in screening for cancer, if a subject without cancer is misclassified 

(misdiagnosed) as having cancer, then further examination will usually reveal the error. 

On the other hand, if a subject with cancer is misclassified as being healthy, the cancer 

is likely to progress unchecked leading to severe complications or even death. In 

addition, using accuracy is sometimes a problem if the classes are hugely imbalanced. 

For example, cancer is generally rare, say, with occurrence of 1 in 100 screenings. If 

a classifier is adjusted to return a negative finding every time, it would still have an 

accuracy of 99%. 

 Accordingly, additional performance measures, such as sensitivity and specificity, 

were introduced to report classifier performance in situations where the consequences 

of different classification errors are not equal. By definition, sensitivity, or true 

positive fraction (TPF), specifies the accuracy of identifying the positive subject 

correctly, and is calculated as the number of positive subjects correctly assigned (TP) 

divided by the total number of actually positive subjects (P). Similarly, specificity, or 

true negative fraction (TNF), specifies the accuracy of identifying the negative subject 

http://en.wikipedia.org/wiki/Binary_classifier
http://en.wikipedia.org/wiki/Sensitivity_(tests)
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correctly and is calculated as the number of negative subjects correctly assigned (TN) 

divided by the total number of actually negative subjects (N). Both sensitivity and 

specificity are values in the range 0 to 1.  

  

2.7.2 ROC Curve 

An ROC curve plots the trade-off between sensitivity and specificity for several 

discrimination thresholds. It is a simple, yet meaningful, description of the 

performance of a binary classifier. In addition to TPF and TNF, there are two more 

possible outcomes, false positive fraction (FPF) and false negative fraction (FNF) 

(Table 2.2). The relationship between these four fractional quantities is  

 

  TPF+FNF=1       

TNF+FPF=1.     (2.42) 

 

Table 2.2: The four test outcomes of a binary classification. 

 Condition positive Condition negative 

Test outcome 

positive 

 

negative 

 

True positive fraction                              False positive fraction 

TPF = TP/P                                             FPF = FP/N 

False negative fraction                             True negative fraction 

FNF = FN/P                                            TNF = TN/N 

FP: the number of negative subjects incorrectly assigned (False positive); FN: the 

number of positive subjects incorrectly assigned (False negative). 

Figure 2.13 illustrates the four possible outcomes of classification. Increasing the 

threshold results in increasing TNF and FNF but TPF and FPF will be reduced. 

Accordingly, optimal trade-off between sensitivity and specificity is necessary by 

selecting an appropriate threshold. 
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Figure 2.13: Illustration of the four possible test results (TNF, FNF, TPF, FPF) defined 

by a discrimination threshold (the red vertical line). The left curve represents the true 

negative group and the right one represents the true positive group. Different 

performance results are defined by moving the discrimination threshold along the 

decision axis. 

 

 Figure 2.14 illustrates the process of generating an ROC curve. Each point on the 

ROC curve in Figure 2.14b represents an FPF (horizontal axis), TPF (vertical axis) 

pair corresponding to a particular decision threshold in Figure 2.14a. As a result, an 

ROC curve is a plot of FPF versus TPF obtained by moving the discrimination 

threshold along the decision axis. Here we take four operating points (P1, P2, P3, P4) 

on the ROC curve in Figure 2.14b. These four points are generated by plotting each 

pair of TPF and FPF corresponding to the four different decision thresholds (D1, D2, 

D3, D4) respectively in Figure 2.14a. An ROC curve is obtained by plotting all possible 

FPF TPF pairs. 
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Figure 2.14: The process of generating an ROC curve. (a) Shows the four decision 

fractions for each of four different decision thresholds (D1, D2, D3, D4). (b)  Shows 

four operating points (P1, P2, P3, P4) on the ROC curves corresponding to the four 

different decision thresholds in (a): P1 corresponding to D1, P2 corresponding to D2, P3 

corresponding to D3, P4 corresponding to D4. 

 

 An example of three different ROC curves is shown in Figure 2.15. High 

sensitivity corresponds to a larger TPF value on the ROC curve, and high specificity 

corresponds to a smaller FPF value on the ROC curve. Naively, the optimal decision 

threshold corresponds to a point on the ROC curve nearest to the upper left corner of 

the ROC graph since this seems to correspond to a sensible balance between high TPF 

and low FPF. However, this is not always true. In some screening applications, 

detecting abnormal cases successfully is more important than maximizing specificity. 

In this case, the ideal operating point on the ROC curve will move from the upper left 

corner toward to the upper right corner. In contrast, maximizing specificity is of more 

concern in prostate cancer screening than maximizing sensitivity because benign 

enlargement of the prostate can cause high prostate specific antigen (PSA) values, and 

false positives are quite common in this case [154]. 
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Figure 2.15: An example of three different ROC curves. ROC curve (a) has the best 

discriminating performance among the three. ROC curve (b) has the second best 

performance. The ROC curve (c) along the diagonal line from (0, 0) to (1, 1) indicates 

no discriminant power.  

  

2.7.3 Area under an ROC Curve 

A useful measure of classification performance in many medical contexts is the area 

under the ROC curve (AUC), ranging from 0.0 to 1.0. In general, a higher AUC score 

indicates better classification performance. Classification is perfect if the AUC is 1.0 

as both the sensitivity and specificity are 1.0 so there are no false positives and no false 

negatives. If the ROC curve is diagonal, the AUC score is 0.5 meaning that the 

classification cannot discriminate between the two groups. The training AUC for an 

ROC curve must be between 0.5 and 1.0 as shown in Figure 2.15. However, the testing 

AUC can be less than 0.5 since, in this case, the discriminant surface is fixed ahead of 

time and the points to be classified may, in principle, fall anywhere. The AUC is 

widely used in machine learning to describe and compare the performance of a 

learning scheme.  



48 
 

2.8 Feature Selection 

2.8.1 Introduction to Feature Selection 

The size of a training set should increase exponentially as the number of dimensional 

features increases [158]. In practice, however, the number of possible features is often 

naturally large and the amount of data is often limited. Also, it is found that the 

classification performance goes up with the number of features to a point but then 

decreases or fluctuates after that. Feature selection techniques are commonly used to 

cope with this problem by effectively reducing the dimension of the feature space 

while still retaining a high level of discriminating power. 

 Feature selection is the process of selecting a subset of useful and relevant features 

in the training set and using only this subset as features in classification. Keeping 

irrelevant features in the dataset may result in over fitting. Over fitting occurs when a 

model is too complex with many parameters relative to the number of observations, 

and tends to capture the noise of the dataset.  

 Feature selection serves four main purposes. First, fewer features are desirable as 

it means shorter runtime during execution and less computational cost. Second, feature 

selection helps to reduce the complexity of the model and, therefore, facilitates 

understanding and explanation [159]. Third, feature selection increases classification 

accuracy by eliminating noise features that are unneeded, irrelevant and redundant and, 

therefore, can be ignored without incurring much loss of information. Finally, feature 

selection improves generalization by reducing over fitting (reduction of variance) [160, 

161]. It has been shown that classification can still over fit if it is trained on high 

dimensional feature spaces even if the training set is large. This leads to poor 

classification performance on an unseen testing set [162, 163]. Feature selection is 

often essential in attaining high quality classification results. 

 Given a feature set 𝑋 = {𝑥𝑖|𝑖 = 1,… ,𝑀}, feature selection constitutes searching 

for a subset 𝑌 = {𝑥𝑗|𝑗 = 1,… ,𝑁}, with N < M, that optimizes an objective function. 

Accordingly, feature selection requires a search strategy to select candidate subsets 

with the objective function evaluating these candidates and feeding results back to the 

search strategy to allow it to select new candidates.  

https://en.wikipedia.org/wiki/Overfitting
https://en.wikipedia.org/wiki/Overfitting


49 
 

 There have been several search strategies developed to explore a feature space in 

an efficient fashion. These search strategies can be typically divided into three 

categories: exponential algorithms, sequential algorithms, and randomized algorithms 

[164]. Exponential algorithms, such as exhaustive search and Branch and Bound (B&B) 

evaluate a number of subsets that grow exponentially with the number of features and 

thus these algorithms have high complexity O(2n) and are frequently too expensive to 

use [164]. Sequential algorithms, such as sequential forward selection and sequential 

backward selection, add or remove features sequentially until some termination 

criterion is met. This algorithm has relatively low computational complexity but does 

not examine all possible subsets and so it is not guaranteed to find the optimal subset. 

In addition, this algorithm tends to fall into local minima, which is caused by a so 

called nesting effect, resulting in there being no possibility of discarding a feature once 

it has been selected [165]. Finally, randomized algorithms, such as genetic algorithms, 

incorporate randomness as part of the feature selection process to try to avoid the 

problem of the nesting effect.  

 Objective functions can be broken up into two broad categories: filters and 

wrappers [166] [167]. Filters evaluate feature subsets based on the characteristics of 

training data such as interclass distance, statistical dependence or information-

theoretic values without any learning algorithm or classifiers involved. Wrappers 

evaluate and determine the feature subsets by the performance of the predetermined 

learning algorithm by using statistical resampling or cross-validation [166]. Wrappers 

generally tend to achieve better learning performance as better feature subsets are 

selected, but it also tends to have higher computational cost and less generality than 

filters. In contrast, filters have the advantage of computational efficiency and are 

preferable to wrappers when there are a large number of features. In addition, filters 

can execute much faster and exhibit more generality than wrappers as filters evaluate 

the intrinsic properties of the data non-iteratively only, rather than interacting with a 

particular classifier [168]. 

 

2.8.2 Sequential Feature Selection 

In sequential feature selection, only one feature among all successors is selected at 

each selection stage. This method gives completeness, but does not guarantee global 
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optimality of the selected subset of features, since local optimality is possible. In 

addition, sequential feature selection suffers from the so-called nesting effect because 

a feature that has been selected or removed cannot be removed or selected at a later 

stage. There are several types of sequential feature selection methods discussed in the 

pattern recognition literature including sequential forward feature selection [169], 

sequential backward feature selection [170], bidirectional feature selection [171], and 

sequential floating feature selection [172].  

 Sequential forward feature selection starts with the empty feature set and 

repeatedly includes the most significant feature from the features not yet selected until 

no further improvement of the objective function can be achieved. The most significant 

feature is the feature that results in the best value of the objective function among the 

remaining features when used along with the previously selected features. In contrast, 

sequential backward feature selection starts with the full feature set and repeatedly 

eliminates the feature that contributes the least to the objective function until the 

removal of further features does not improve the objective function. Sequential 

forward feature selection works well if the number of features in the optimal subset is 

small; sequential backward feature selection is preferred if this is not the case [173]. 

A problem with these search techniques is that when a feature becomes obsolete after 

the inclusion of other features, it is still retained during forward feature selection, and 

cannot be discarded, while a feature eliminated in sequential backward feature 

selection cannot be re-evaluated for usefulness once removed.  

 In bidirectional feature selection, both sequential forward and sequential backward 

feature selection are performed [174]. Sequential forward feature selection is 

performed from the empty feature set at the same time that sequential backward feature 

selection is performed from the full feature set. Convergence of the feature selection 

from both directions is ensured by not adding features eliminated and not eliminating 

features added. One variant of bidirectional feature selection is plus-L minus-R feature 

selection. This is a version of sequential forward feature selection and sequential 

backward feature selection that allows some backtracking during the selection process 

[174]. Plus-L minus-R feature selection is a bottom-up procedure if L > R. It starts 

with an empty feature set and repeatedly adds L features using sequential forward 

feature selection and then removes the worst R features via sequential backward 
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feature selection.  In contrast, plus-L minus-R feature selection is a top-down 

procedure if L < R, starting with the full feature set and repeatedly removing R features 

followed by L additions until the required number is achieved. Plus-L minus-R feature 

selection attempts to compensate for the weaknesses of sequential forward and 

backward feature selection. However, the lack of a theoretical way of predicting the 

optimal values of L and R to achieve the best feature subset is its main limitation. 

 Alternatively, sequential floating feature selection is an extension to the plus-L 

minus-R feature selection with flexible backtracking capabilities. Instead of fixing the 

values of L and R during plus-L minus-R feature selection, sequential floating feature 

selection allows those values to be flexibly changed, i.e., floating up and down during 

the search so as to approximate the best feature subset as much as possible. There are 

two types of sequential floating feature selection designed and implemented based on 

the dominant direction of the search. The search in the forward direction is referred to 

as sequential floating forward selection, while in the opposite direction it is called 

sequential floating backward selection. The former starts from the empty feature set 

and performs, after each forward step, a number of backward steps as long as the value 

of the objective function of the corresponding feature subset is better than the previous 

ones. In contrast, sequential floating backward selection starts from the full feature set 

and performs, after each backward step, a number of forward steps as long as the 

objective function improves. Even so, there is no guarantee that the optimal subset of 

features will be found. 

 

2.8.3 Exhaustive Search Feature Selection 

As the name suggests, exhaustive search feature selection methods evaluate all 

possible combinations of the input features in order to determine the best subset of 

features that optimizes the objective function. Such a feature selection method is an 

optimized search that guarantees the best subset. There are  2𝑛 − 1 possible feature 

subsets for a feature space of dimension n. Hence, this method is feasible only for 

feature sets of low dimension. However, if the number of features selected is limited 

beforehand to k features, then the total number of subsets to consider is reduced to (
𝑛
𝑘
). 

Hence exhaustive search becomes practical even for fairly large n as long as k is small.
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This chapter describes the dataset and methods used in this thesis to estimate the risk 

of fracture based on DXA images. These methods analysed the quantitative 

characterization of the shape and gross structure of the proximal femur, i.e., statistical 

shape and appearance models for the proximal femur were constructed. In addition, 

this study also captured image texture distribution in order to improve risk assessment. 

The image texture methods used are based on Gabor filters and textons. The process 

steps between image acquisition and fracture risk analysis are presented in the 

following diagram. 
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3.1 DXA Dataset 

Data for this study comprised DXA images from a set of 119 individuals who 

participated in the Hertfordshire cohort study [175].  

 

3.1.1 The Hertfordshire Study 

This cohort study was set up to evaluate the interaction between the genome, the 

intrauterine and early postnatal environment, adult diet and lifestyle and the risk of 

cardiovascular disease in later life [175]. 3000 men and women born in Hertfordshire 

between 1931 and 1939 were recruited and information about the early environment 

of individuals, adult diet and lifestyle, and their health outcomes 60 years later were 

recorded. The entire cohort was also followed up through primary care and hospital 

records over a 10-year period (1998–2007). Of the 3000 subjects who attended a clinic 

in Hertfordshire, 966 (498 males, 468 females) returned for DXA bone scan and knee 

radiography using a Hologic QDR4500 scanner. The results of the Hertfordshire study 

showed that foetal and post-natal growth is associated with adult disease [175]. 

 

3.1.2 Data Subset Used in This Study 

In this study, images from 119 subjects (33 males, 76 females) from the Hertfordshire 

study were collected. All subjects in the dataset were from the same ethnic background. 

These images were taken around the individuals’ 66th birthday (range 59–74 years old). 

All 119 subjects underwent a scan of the left hip by DXA. Several basic parameters 

were measured and recorded: aBMD for the femoral neck and total hip, T-score for 

the femoral neck and total hip, hip axis length (HAL), and neck shaft angle (NSA). 

The pixel resolution of digitized proximal femur radiographs is 250 x 300 pixels with 

an effective depth of 8 bits.  

 The subjects in this dataset included a fracture subgroup comprising 29 white 

subjects with reported low-energy fractures (10 males, 19 females), and a control 

group comprising 90 white subjects without a history of low-energy fractures (33 

males, 57 females). The type of fracture was not restricted to hip fracture but also 

included wrist, hip, lower limb, spine fractures, etc. The whole data set was divided 
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into two folds with almost equal control-to-fracture ratio, fold A with 60 subjects (15 

fracture subjects, 45 control subjects) and fold B with 59 subjects (14 fracture subjects, 

45 control subjects) (Figure 3.1). Owing to the small sample size, 2-fold cross-

validation was conducted (especially due to the small number of fracture subjects). 

Fold A was used as the training set to develop the methods and train the classifiers and 

fold B was reserved as a testing set. Then the roles were reversed so that fold B was 

used as the training set and fold A was used as the testing set. 

 

 

 

Figure 3.1: Profile of data set used in this study. (Left) Fold A with 60 subjects (15 

fracture subjects, 45 control subjects); (Right) Fold B with 59 subjects (14 fracture 

subjects, 45 control subjects). 

 

3.1.3 Note on Image Data Collection 

The results appearing in this thesis are estimates based on data collected from a small 

fraction (119 images) of the total subjects in the Hertfordshire study. A brief history 

of this study explains why only a small number of DXA images were used.  

 This study was undertaken with the understanding that hundreds of DXA images 

from the large longitudinal study (the Hertfordshire cohort study) conducted in 

Southampton in the UK would be available [175]. The group at Southampton sent 

some preliminary images that were used to confirm that the techniques planned for 

this study could be applied. The images were of low resolution since this preliminary 

version was taken from the radiologists’ reports rather than copies of the original DXA 
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images, but they demonstrated the feasibility of this study. 

 Researchers associated with the Hertfordshire study explained that staffing 

limitations and problems with assessing large amounts of data stored on very old 

machines would result in delays in providing a more extensive data set. The project 

proceeded since this time could be spent exploring and tuning methods for assessing 

risk based on the initial data set of 119 low resolution images. Much later it transpired 

that the difficulties in providing full resolution data were not just a matter of manpower 

or time. Full resolution images only existed in the proprietary format of Hologic. While 

it is possible to display these images, mark them up and apply simple image processing 

steps within the Hologic framework, the images cannot be exported in a format (e.g., 

DICOM, JPEG, TIFF) that allows the application of novel image analysis methods via 

non-Hologic platforms. A considerable amount of time was spent attempting to 

convert the files. Advice from experts around the world was sought and paid for but 

converting the images has not been possible. We note that it is possible to reformat 

some modern Hologic images, but not the older DXA images in the Hertfordshire 

study, which were collected in the late 1990s. 

 All we were able to access were the report images as described in the thesis. The 

group at Southampton reports that extracting these files is labour intensive since they 

are stored on very old machines—a consequence of the longitudinal aspect of the study 

for which this data was collected. This has limited the number of images that could be 

extracted. We also sought other sources of data including, for example, data from the 

Study of Osteoporotic Fractures (SOF) at the California Pacific Medical Center in 

2015. We applied for, paid for, and received access to this data only to discover that 

these images were also encoded in the Hologic proprietary format using old machines 

(QDR 1000) and again we could not decode these images despite seeking advice far 

and wide.  

 All this took an enormous amount of time while work on the project using the 

original 119 images continued in parallel. Eventually, it was necessary to resign to the 

fact that this study would be conducted using a much smaller data set of much lower 

resolution images than originally planned. Subsequently, the methods used in this 

study were carefully chosen to mitigate the shortcoming of the dataset.  
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3.2 Implementing Active Shape and Appearance Models  

In this study, ASM and AAM of the proximal femur were built by processing the 

information captured from the training set of 2D DXA images based on the methods 

of Cootes et al [70, 100, 101](Section 2.4). 

 

3.2.1 Implementing Active Shape Model 

As introduced in Section 2.4.1, the first step in building the ASM model was to 

manually identify enough landmark points on the boundary of the femur in each image 

in the training set. To place landmark points along the boundary, the digital DXA 

image was displayed on a computer screen and the author used mouse clicks to identify 

boundary points. In-house software written in MATLAB® was used to capture mouse-

click locations and store the point locations as (x, y) coordinates. In this study, 44 

landmark points were used to outline the proximal femur in each DXA image. Care 

was taken to place the landmark points consistently across all the images. To do this, 

closely spaced landmark points were placed along significant morphological features 

of the femur, including the femoral neck and greater trochanter (Figure 3.2). However, 

the lesser trochanter and the femoral head were not included among the main shape 

features since the lesser trochanter did not appear with sufficient clarity in many 

images. The appearance of the lesser trochanter depends heavily on its orientation. The 

femoral head was not included because it is often masked, partly or in full, by the 

pelvis and this would result in uncertain assignment of its boundary. The same number 

of landmark points was used across all the images for particular significant features. 

An additional number of landmark points was placed on the boundary of the femur, 

roughly evenly spaced, between the significant features (Section 2.4.1.1).   
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Figure 3.2: An example of 44 manually selected contour points of the boundary of the 

proximal femur. 

 

 The number of these were also consistent over all the images (Figure 3.3). It is 

important to note that the landmark points were deliberately spaced non-uniformly 

along the boundary in order to concentrate shape information at highly curved parts of 

the femur outline. The exact locations of the boundary points do not matter because 

there are enough of them and because care is taken to be somewhat (though not 

necessarily exactly) consistent between subjects. The literature reports that the exact 

location of the boundary points does not significantly impact the final model as long 

as sufficient care is taken to be somewhat consistent between subjects [176]. One 

reason for the robustness of these models against the exact placement of landmark 

points is that in the next step, PCA (Section 2.4.1.3) removes fine shape anomalies 

while retaining significant shape information. 
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Figure 3.3: An example of 44 selected contour points consistent over three subjects. 

 

In order to compare shapes, the landmark points in the training set of images were 

aligned into a common coordinate frame using Procrustes analysis including scaling, 

rotating, and translating to eliminate differences between femur size, orientation and 

position within the image as introduced in Section 2.4.1.2 (Figure 3.4).  

 

Figure 3.4: An example of alignment contour points and the corresponding mean 

shape (red line). 

 From these aligned landmark points, a point distribution model was constructed as 

introduced in Section 2.4.1.3. Each boundary point represents two items of information 

(x and y coordinate) that contribute to the total description of the shape of the femur. 

However, since the boundary of a femur in a DXA image is fairly smooth compared 

to the spacing of the boundary points, information represented by the 44 boundary 

points of a femur contains redundancies that may obscure further processing. 
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Accordingly, PCA was used to decompose the shape information into 60 principal 

modes (eigenvectors) listed in decreasing order of information content according to 

the value of the associated eigenvalue. Only the first 12 principal modes were used in 

further analysis in the ASM as they were found to represent 99% of the overall 

variations in shape within the training dataset, and therefore an example, �̂�, can be 

approximated using   

   �̂� = �̅� + ∑ 𝑏𝑠
12
𝑠=1 Φ𝑠,    (3.1a) 

�̅� =
1

60
∑ 𝑋𝑖
60
𝑖=1 ,    (3.1b) 

where �̅� is the mean shape vector over all aligned 60 training subjects, Фs is principal 

mode number s. The 12 weighting values of the principal modes (b1, ..., b12) were used 

as shape features for each training subject and as input for later feature selection. 

 This point distribution model generated from the training process was used to 

interpret unseen examples of shapes by varying the parameters bs within suitable limits 

(as exemplified by the hand shape demonstration in Figure 2.8c). Having generated 

this model, we use it to fit femurs from the testing dataset in an iterative way, starting 

from the mean shape. This involves finding the shape and pose parameters that make 

the model coincide with the structures of the testing images using the iterative search 

approach introduced in Section 2.4.1.4. Accordingly, the 12 updated values of the 

principal modes (b1, ..., b12) as derived from the model and fitted for each testing 

subject were also used as shape features for each testing subject. Examples of fitting 

the model to three proximal femurs from the testing set are presented (Figure 3.5). 

 

Figure 3.5: Results (blue lines) of fitting ASM model to three proximal femurs from 

the testing data set. The red lines are initial contours for iterative searches. 
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3.2.2 Implementing Active Appearance Model 

In AAM (Section 2.4.2), a model of shape variation and a model of grey-scale variation 

in a shape-free frame were combined to simultaneously explain shape and grey-scale 

(referred to as the appearance). The same training set was used with the 44 boundary 

points already defined for ASM. Then, Procrustes analysis was used to align the shapes 

of the training images and PCA was applied to generate a model of shape variation as 

introduced in Section 2.4.1.3.  

 To access this information in the grey-scale variation, a procedure similar to the 

ASM was performed on the grey-scale values of pixels within the region of the femur 

in the DXA images. To do this, we used a Delaunay triangulation algorithm [118] to 

warp each training image so that its boundary points matched the mean shape, 

obtaining a shape-free patch. Then, the grey-scale values at 82,830 evenly spaced 

pixels from the shape-free image over the region covered by the mean shape were 

recorded (Figure 3.6). Because shape-free patches were used, the locations of the 

pixels were reasonably consistent between femurs in different images (Section 2.4.2),   

 

 

Figure 3.6: An example of normalized proximal femur image showing locations of 

sample points for characterising intensity patterns. The locations shown are indicative 

only of the regular sampling pattern used. The actual number of pixels sampled 

(82,830) is too large to display on the image. 
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 By applying PCA, a model of grey-scale variation was obtained. The shape and 

grey-scale variation from the same image can be combined. Finally, a further PCA was 

applied to the data to generate a combined appearance model with a series of principal 

modes of shape and grey-scale variation. Only the first 57 principal modes were used 

in further analysis in this study as they represent 99% of the overall variations in 

appearance within the training data set. Thus, the appearance of the proximal femur 

within the population, including shape �̃� and grey-scale �̃� can be described as 

�̃� = �̅� + ∑ 𝑐𝑎
57
𝑎=1 Φ𝑎   �̅� =

1

60
∑ 𝑋𝑖
60
𝑖=1   (3.2a) 

�̃� = �̅� + ∑ 𝑐𝑎
57
𝑎=1 Ψ𝑎     �̅� =

1

60
∑ 𝐺𝑖
60
𝑖=1 , (3.2b)                     

where �̅� is the mean shape of all 60 aligned training subjects, �̅� is the mean grey-scale 

of all 60 training subjects in a shape-free frame, and Фa and Ψa are the principal modes 

of shape and grey-scale variation, respectively. The 57 weighting values of the 

principal modes (c1, ..., c57) control the shape �̃� as well as grey-scale �̃� , and, therefore, 

were used as appearance features for each training subject and as input for feature 

selection later (Section 2.4.2). 

 The models of shape and grey-scale variation generated from the training process 

were used to interpret appearance of examples by varying the parameters ca. We used 

this model to fit test images. Accordingly, the 57 updated values of the principal modes 

(c1, ..., c12) derived from the model as fitted for each testing subject were also used as 

appearance features for each testing subject (Section 2.4.2). 

 

3.3 Implementing Texture Analysis 

3.3.1 Regions of Interest 

As introduced in Section 1.2.1, many studies focus on a specific ROI. The ROI chosen 

in this study were the whole hip, the whole femoral neck, neck slice, Ward’s triangle, 

narrow neck, inter-trochanter and femoral shaft for bone texture analysis using Gabor 

filters and textons (Figure 3.7).  
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Whole hip Whole femoral neck 

  
Neck Slice Ward’s Tri 

  
Narrow neck Inter-trochanter 

  
Femoral shaft  

 

 

Figure 3.7 : Regions of Interest (ROI) considered for computing texture features using 

Gabor filters and textons. 

 

3.3.2 Gabor Filters 

To implement Gabor filters for texture analysis, the outputs of a symmetric (φ = 0) and 

an anti-symmetric filter (φ = π/2) at each image pixel were combined to form the Gabor 

energy (Section 2.5.1). The value of the remaining parameters for Gabor filters 

constructed from the Gabor kernel function in Equation 2.18 were as follows. (1) Four 

spatial frequencies, 1/λ = 1/16, 1/18, 1/26 and 1/32, were used in the cosine factor of 

the Gabor kernel function. (2) Six orientations, θ = nπ/6, n = 0, 1, 2, 3, 4, 5, were used. 

(3) The spatial aspect ratio was set as γ = 0.5. (4) The value of σ was specified by 

setting the spatial frequency bandwidth b = 1. This resulted in a bank of 24 Gabor 

filters applied to extract the texture information. Thus, 24 Gabor-filtered images were 

produced from each original image (Figure 3.8). For each Gabor-filtered image, the 
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total Gabor energy was computed using Equation 2.21. Accordingly, Gabor features, 

(g1, ..., g24), in the form of Gabor energy, were extracted for each ROI for each subject 

(Section 2.5.1).  

 

 

Figure 3.8: Examples of Gabor filter outputs at various frequencies and orientations. 

(Left) The original image; (Right) 24 Gabor-filtered images with four different spatial 

frequencies (1/16, 1/18, 1/26 and 1/32 from top to bottom) and six different 

orientations (left to right).  

3.3.3 Textons 

Two classes of texton features were extracted from images in this study: Gabor filters 

based textons and local 3x3 neighbourhood-based textons. To compute Gabor filters 

textons, the 24 Gabor filters described in the previous section were applied to all the 

ROI in all the training images. This resulted in 24 filter responses for each pixel in 

each ROI. For every pixel p, the 24 responses at p were used to form a vector vp of 

length 24. For all the single ROI types (for example for the whole femoral neck), the 

vectors vp from all the pixels in this ROI for all images in the training set were viewed 

as points in a 24-dimensional representation space. To form the textons dictionary, K-

means clustering was applied on the filter responses of ROI from the training images 

(Section 2.5.2).  

An experiment was conducted to determine the number of textons needed to separate 

the two classes of ROI, since this was not known ahead of time. K-means clustering 

was repeatedly applied for four values of K (K = 10, 20, 30, 40) on the filter responses 
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of ROI on all training images and the AUC scores were compared. The results 

indicated that 20 textons (K = 20) were suitable in this study (Table 4.3 b).   

 We also conducted an experiment to compare K-means clustering methods. K-

means clustering was applied in two ways: 1) the filter responses for a specific ROI 

for all the training images (fracture and non-fracture groups) were aggregated and 20 

cluster centres (k = 20) were found to identify 20 textons representing the ROI type; 

and 2) for a specific ROI, 10 cluster centres (k = 10) were found for the fracture group 

and a set of 10 clusters (k = 10) were found for the non-fracture group. The two sets 

of 10 clusters were then aggregated to form a single dictionary of 20 textons. For both 

methods, these 20 clusters were Gabor textons for each ROI type. Next, each pixel in 

the ROI was associated with the textons closest to vp in the representation space for 

that ROI type. Each ROI was then represented by the normalised histogram of the 

textons’ occurrences in the ROI. Thus, each ROI in each training image was 

represented by a vector of length 20. 

 The 3x3 textons representation was computed similarly. In this case, for each pixel 

p, the image intensities of the 8 neighbouring pixels were used to form a vector vp of 

length 8. The remaining steps followed those for constructing the Gabor textons 

representation. Thus, the vectors vp for a single ROI type were collected into an 8-

dimensional representation space and the same two K-means clustering methods 

mentioned above were used to find 20 textons. Pixels were associated with one of these 

textons based on the closest textons in the representation space to vp. Each ROI in each 

image was represented by a vector of length 20 called the 3x3 neighbourhood textons. 

 In the testing stage, the same procedure was repeated as in the training stage except 

that the clustering step was omitted. Thus, the vectors vp were computed for each pixel, 

but the pixel p was associated with the textons from the training step closest to vp in 

the representation space. The Gabor textons and the 3x3 neighbourhood textons were 

computed analogously to these quantities for the training images. Accordingly, Gabor 

textons features (gt1, ..., gt20) and 3x3 neighbourhood textons features (nt1, ..., nt20) 

were extracted for a specified ROI for each subject and they were used as input for 

feature selection. 
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3.3.4 Selecting ROI with Better Classification Performance  

 We also compared the classification performance between six ROI: the whole hip, 

the whole femoral neck, neck slice, Ward’s triangle, the narrow neck, the inter- 

trochanter and the femoral shaft. The whole hip and the whole femoral neck regions 

outperformed the other regions in the proximal femur (Table 4.3 b in Results Section), 

and were therefore selected for combinations of two methods described in the 

following section. 

 

3.4 Feature Selection and Linear Discriminant Analysis 

With 12 ASM features (b1, ..., b12), 57 AAM features (c1, ..., c57), 24 Gabor filters 

features (g1, ..., g24), 20 Gabor texton features (gt1, ..., gt20) and 20 3x3 neighbourhood 

textons features (nt1, ..., nt20), each subject was represented by a feature vector of 

length 517. Classification based on this many features with only 60 training and 59 

testing examples is unreliable and so feature selection was used to reduce the 

dimensionality of the feature space to avoid overfitting (Section 2.6). 

 As a rule of thumb, the number of features should be approximately log10(N) where 

N is the number of samples available. Accordingly, three features were seen as the 

most reasonable number of features to select. In addition, all individual features and 

all combinations of 6 features were compared. Exhaustive search was used three times 

for each ROI type to reduce the number of features for classification to 1, 3 and 6 

features respectively. The method of exhaustive search is not often discussed in the 

literature because the method scales factorially and so is not practical in many 

situations. However, here the number of combinations is reasonable and this method 

is guaranteed to find the best solution. For each ROI type, the parameters for three 

Fisher linear classifiers were determined using the 1, 3 and 6-dimensional feature 

spaces. Only training data was used for the feature selection step and fitting the Fisher 

classifier. The classifiers trained in this way were then applied to the respective ROI 

types in the testing images. 

 The procedure described thus far provided estimates of how well the shape and 

appearance models and texture measures were able to predict fractures. Also of interest 

is the performance of combining these methods with aBMD and/or T-score. To assess 
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the combined risk factors, the steps above were repeated but with standard risk factors 

included in the classification step. To form a comprehensive picture of the relative 

contributions from these methods, features from these methods were combined in two 

ways: (1) by including clinical standards (total aBMD and total T-score) in the pool of 

features prior to feature selection, and (2) by augmenting clinical standards with the 

set of shape, appearance and texture features after feature selection.  
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In this study, the area under the ROC curve, AUC, was used as the measure of 

classification performance. Since one, three and six features were considered for 

comparison, classification performance was measured for optimal feature subsets of 

size k=1, 3, 6. The proposed model was validated using 2-fold cross validation 

techniques.  

4.1 Baseline Characteristics of Subjects 

There were no significant differences between the fracture group and control group 

with regard to age, neck aBMD, neck T-score, HAL and NSA. As expected, the 

fracture group had lower total aBMD and total T-score compared to the control group 

(p < 0.05, two tailed t-test) (Table 4.1). 

 

Table 4.1: Baseline characteristics of all subjects (29 fracture cases and 90 control 

cases). Values shown as mean±SD, and p values are from two tailed t-test. 

Methods Fracture group 

(n=29) 

Control group 

(n=90) 

p Values 

Age (years) 65.90±2.91 65.64±3.09 0.700 

Neck T-score -1.17±0.81 -0.78±1.33 0.140 

Total T-score -0.70±0.87 -0.08±1.10 0.0065b 

Total aBMD (g/cm2) 0.88±0.12 0.96±0.15 0.0138a 

Neck aBMD (g/cm2) 0.74±0.10 0.78±0.21 0.320 

HAL (mm) 109.10±9.72 110.76±11.01 0.470 

NSA (⁰) 128.93±5.18 128.58±5.86 0.770 

a p<0.05, b P<0.01; HAL= hip axis length; NSA= neck shaft angle. 

 

 

4  RESULTS 
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4.2 Classification Results for Individual Methods 

The word ‘method’ will be used to refer to any one of the strategies for determining 

risk of fracture. Thus, the standard risk factors, total aBMD, neck aBMD, total T-score 

and neck T-score, are each viewed as a single method for estimating risk. The 

statistical methods ASM and AAM as well as the texton-based strategies are also 

viewed as individual methods. Each method results in one or more output values. In 

keeping with the language of machine learning, the output values will be referred to as 

features since they are used as inputs to classification schemes. Thus, total aBMD, 

neck aBMD, total T-score and neck T-score each yield a single feature each while 

ASM and AAM and the textons methods yield several features each. 

 As a single feature, total aBMD and total T-score outperformed the other single 

features including the best single features selected from ASM and AAM (Table 4.2). 

Increasing the number of features for ASM and AAM improved the training scores but 

the testing scores were poor in each case (Table 4.2). The results indicate the existence 

of similar trends for both folds.   
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Table 4.2 a: Performance of methods using a single feature and optimal sets of 3 and 

6 features in estimating fracture risk for training (fold A of 60 subjects) and testing 

sets (fold B of 59 subjects). The results are reported as AUC. 

    Method Best 1 feature Best 3 featuresb Best 6 featuresb 

Total aBMD 

 Training 0.651 - - 

Testing  0.699
a
 - - 

Neck aBMD 

 Training 0.629 - - 

Testing 0.651 - - 

Total Tscore 

 Training 0.688 - - 

Testing  0.692
a
 - - 

Neck T-score 

 Training 0.627 - - 

Testing 0.654 - - 

ASM  

 Training 0.610 0.715 0.778 

Testing 0.402 0.475 0.563 

AAM  

 Training 0.660 0.830 0.900 

Testing 0.479 0.417 0.487 

a The best two testing AUC score; b Where available – for ASM and AAM only.  
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Table 4.2 b: Performance of methods using a single feature and optimal sets of 3 and 

6 features in estimating fracture risk for training (fold B of 59 subjects) and testing sets 

(fold A of 60 subjects). The results are reported as AUC. 

    Method Best 1 feature Best 3 featuresb Best 6 featuresb 

Total aBMD 

 Training 0.699 - - 

Testing  0.651
a
 - - 

Neck aBMD 

 Training 0.651 - - 

Testing 0.629 - - 

Total Tscore 

 Training 0.692 - - 

Testing  0.688
 a

 - - 

Neck T-score 

 Training 0.654 - - 

Testing 0.627 - - 

ASM  

 Training 0.683 0.737 0.779 

Testing 0.379 0.384 0.278 

AAM  

 Training 0.706 0.833 0.919 

Testing 0.487 0.579 0.504 

a The best two testing AUC score; b Where available – for ASM and AAM only.  

 For 3x3 neighbourhood textons and Gabor textons on individual ROI with 4 

different values of K (K=10, 20, 30, and 40) and K-means clustering method 1 

(common textons over all classes), the best single feature in terms of AUC for the 

testing data was a Gabor textons feature measured on the whole femoral neck region, 

AUC=0.640 for K=10 (Table 4.3 a), AUC=0.674 for K=20 (Table 4.3 b),AUC=0.670 

for K=30 (Table 4.3 c), AUC=0.665 for K=40 (Table 4.3 d) respectively. Overall, the 

methods (3x3 neighbourhood textons and Gabor textons) K=20 (20 textons) provided 

the best discriminating performance compared to the other three values of K (Table 

4.3 b). 

 For 3x3 neighbourhood textons and Gabor textons on individual ROI with K-

means clustering method 2 and K=10 (20 textons), the best single feature in terms of 
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AUC for the testing data was also a Gabor textons feature measured on the whole 

femoral neck region, AUC=0.583 (Table 4.3 e). The results also revealed that K-means 

clustering method 1 (common textons over all classes) outperformed K-means 

clustering method 2 (different textons per class) (Table 4.3 b, Table 4.3 e). 

 

Table 4.3 a: Performance of 3x3 neighbourhood textons method using a single feature 

and optimal sets of 3 and 6 features on the various regions of interest for training (fold 

A) and testing sets (fold B) with K-means clustering method 1 (common textons over 

all classes) and K = 10. The columns labelled 1, 3 and 6 refer to the number of features. 

The results are reported as AUC. 

 3x3 neighbourhood textons                  Gabor textons                  

          ROI 1 3 6 1 3 6 

Whole hip 

 Training 0.657 0.744 0.790 0.645 0.667 0.678 

Testing 0.383 0.336 0.364 0.367 0.454 0.392 

Whole femoral Neck 

 Training 0.579 0.664 0.703 0.707 0.764 0.779 

Testing 0.476 0.349 0.396 0.640
a
 0.475 0.426 

Neck Slice 

 Training 0.555 0.651 0.727 0.582 0.656 0.703 

Testing 0.415 0.350 0.244 0.393 0.457 0.337 

Ward’s Triangle 

 Training 0.585 0.666 0.737 0.572 0.659 0.687 

Testing 0.562 0.397 0.422 0.415 0.496 0.475 

Narrow Neck 

 Training 0.559 0.687 0.777 0.588 0.673 0.687 

Testing 0.458 0.202 0.316 0.397 0.336 0.333 

Inter-trochanter 

 Training 0.657 0.680 0.704 0.578 0.639 0.633 

Testing 0.436   0.394 0.395 0.473 0.453 0.523 

Femoral shaft 

 Training 0.592 0.667 0.686 0.611 0.667 0.738 

Testing 0.526 0.380 0.444 0.353 0.458 0.524 

a The best testing AUC score.  
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Table 4.3 b: Performance of 3x3 neighbourhood textons method using a single feature 

and optimal sets of 3 and 6 features on the various regions of interest for training (fold 

A) and testing sets (fold B) with K-means clustering method 1 (common textons over 

all classes) and K = 20. The columns labelled 1, 3 and 6 refer to the number of features. 

The results are reported as AUC. 

 3x3 neighbourhood textons                  Gabor textons                  

         ROI 1 3 6 1 3 6 

Whole hip 

 Training 0.698  0.794 0.873 0.626  0.760 0.821 

Testing 0.429  0.433 0.398 0.501  0.394 0.455 

Whole femoral Neck 

 Training 0.624  0.743 0.859 0.719  0.777 0.808 

Testing 0.504  0.413 0.388 0.674
a
  0.478 0.515 

Neck Slice 

 Training 0.607  0.714 0.872 0.601  0.727 0.785 

Testing 0.402  0.498 0.324 0.387  0.437 0.530 

Ward’s Triangle 

 Training 0.607  0.711 0.804 0.616  0.719 0.810 

Testing 0.563  0.481 0.420 0.406  0.462 0.468 

Narrow Neck 

 Training 0.562  0.708 0.801 0.599  0.699 0.756 

Testing 0.455 0.280 0.297 0.391  0.409 0.386 

Inter-trochanter 

 Training 0.678  0.780 0.838 0.587 0.675 0.731 

Testing 0.419  0.513 0.417 0.466  0.433 0.591 

Femoral shaft 

 Training 0.618  0.741 0.807 0.591  0.659 0.707 

Testing 0.558  0.424 0.422 0.480  0.629 0.537 

a The best testing AUC score. 
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Table 4.3 c: Performance of 3x3 neighbourhood textons method using a single feature 

and optimal sets of 3 and 6 features on the various regions of interest for training (fold 

A) and testing sets (fold B) with K-means clustering method 1 (common textons over 

all classes) and K = 30. The columns labelled 1, 3 and 6 refer to the number of features. 

The results are reported as AUC. 

 3x3 neighbourhood textons                  Gabor textons                  

          ROI 1 3 6 1 3 6 

Whole hip 

 Training 0.684 0.787 0.879 0.681 0.773 0.854 

Testing 0.315 0.425 0.394 0.362 0.367 0.376 

Whole femoral Neck 

 Training 0.667 0.833 0.901 0.690 0.764 0.828 

Testing 0.598 0.463 0.514 0.670
a
 0.590 0.455 

Neck Slice 

 Training 0.616 0.730 0.841 0.628 0.713 0.781 

Testing 0.385 0.361 0.407 0.448 0.441 0.481 

Ward’s Triangle 

 Training 0.607 0.796 0.868 0.593 0.721 0.810 

Testing 0.54 0.388 0.452 0.425 0.518 0.292 

Narrow Neck 

 Training 0.630 0.757 0.849 0.613 0.704 0.787 

Testing 0.548 0.472 0.356 0.417 0.390 0.449 

Inter-trochanter 

 Training 0.684 0.797 0.846 0.626 0.742 0.790 

Testing 0.453 0.490 0.506 0.435 0.339 0.566 

Femoral shaft 

 Training 0.641 0.781 0.896 0.607 0.735 0.784 

Testing 0.586 0.412 0.263 0.482 0.624 0.611 

a The best testing AUC score. 
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Table 4.3 d: Performance of 3x3 neighbourhood textons method using a single feature 

and optimal sets of 3 and 6 features on the various regions of interest for training (fold 

A) and testing sets (fold B) with K-means clustering method 1 (common textons over 

all classes) and K = 40. The columns labelled 1, 3 and 6 refer to the number of features. 

The results are reported as AUC. 

 3x3 neighbourhood textons                  Gabor textons                  

           ROI 1 3 6 1 3 6 

Whole hip 

 Training 0.709 0.830 0.893 0.663 0.789 0.877 

Testing 0.413 0.448 0.380 0.371 0.382 0.382 

Whole femoral Neck 

 Training 0.664 0.850 0.937 0.716 0.823 0.884 

Testing 0.599 0.560 0.503 0.665
a
 0.545 0.644 

Neck Slice 

 Training 0.631 0.757 0.868 0.629 0.744 0.829 

Testing 0.412 0.335 0.264 0.428 0.382 0.417 

Ward’s Triangle 

 Training 0.621 0.790 0.888 0.583 0.717 0.836 

Testing 0.489 0.522 0.433 0.389 0.352 0.325 

Narrow Neck 

 Training 0.631 0.774 0.859 0.581 0.717 0.790 

Testing 0.506 0.428 0.362 0.460 0.375 0.625 

Inter-trochanter 

 Training 0.688 0.785 0.852 0.644 0.787 0.891 

Testing 0.440   0.499 0.450 0.433 0.506 0.483 

Femoral shaft 

 Training 0.661 0.786 0.890 0.601 0.713 0.779 

Testing 0.573 0.390 0.426 0.522 0.502 0.489 

a The best testing AUC score. 
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Table 4.3 e: Performance of 3x3 neighbourhood textons method using a single feature 

and optimal sets of 3 and 6 features on the various regions of interest for training (fold 

A) and testing sets (fold B) with K-means clustering method 2 (different textons per 

class) and K = 10. The columns labelled 1, 3 and 6 refer to the number of features. The 

results are reported as AUC. 

 3x3 neighbourhood textons                  Gabor textons                  

          ROI 1 3 6 1 3 6 

Whole hip 

 Training 0.719 0.801 0.856 0.636 0.753 0.824 

Testing 0.355 0.382 0.333 0.394 0.374 0.392 

Whole femoral Neck 

 Training 0.581 0.735 0.801 0.716 0.808 0.887 

Testing 0.434 0.444 0.448 0.583
a
 0.541 0.499 

Neck Slice 

 Training 0.621 0.734 0.823 0.638 0.740 0.820 

Testing 0.395 0.303 0.359 0.462 0.49 0.59
a
 

Ward’s Triangle 

 Training 0.612 0.740 0.842 0.575 0.801 0.870 

Testing 0.559 0.416 0.407 0.424 0.401 0.352 

Narrow Neck 

 Training 0.595 0.741 0.845 0.597 0.689 0.763 

Testing 0.375 0.255 0.229 0.386 0.41 0.539 

Inter-trochanter 

 Training 0.716 0.774 0.825 0.641 0.747 0.853 

Testing 0.439 0.475 0.468 0.423 0.445 0.475 

Femoral shaft 

 Training 0.653 0.762 0.844 0.648 0.756 0.826 

Testing 0.469 0.351 0.387 0.404 0.546 0.504 

a The best testing AUC score. 

 

 For Gabor filters, 3x3 neighbourhood textons and Gabor textons on individual ROI, 

the best single feature in terms of AUC for the testing data was a Gabor filter feature 

measured on the whole femoral neck region (AUC=0.700 in Table 4.4 a). For the best 
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combination of three features, the best performance on the testing data was also 

provided by the method of Gabor filter applied to the whole femoral neck region (AUC 

=0.674 in Table 4.4 b). Similarly, for the best six features the highest AUC score for 

testing data was 0.646 from Gabor filters on the whole femoral neck (Table 4.4 b). The 

results indicate that similar trends exist for both folds.  

 

Table 4.4 a: Performance of Gabor filters, 3x3 neighbourhood textons and Gabor 

textons using a single feature and optimal sets of 3 and 6 features on the various regions 

of interest for training (fold A) and testing sets (fold B). The results are reported as 

AUC. For each method (for example the whole hip) the top row reports the training 

scores and the bottom row reports the testing scores. The results are reported as AUC. 

 Gabor filters              3x3 neighbourhood 

textonsb                  

Gabor textonsb                  

ROI 1 3 6 1 3 6 1 3 6 

Whole hip 
0.646 0765 0.841 0.698  0.794 0.873 0.626  0.760 0.821 

0.394  0.426 0.429 0.429  0.433 0.398 0.501  0.394 0.455 

Whole femoral Neck 
0.736  0.770 0.871 0.624  0.743 0.859 0.719  0.777 0.808 

 0.700a  0.588 0.603 0.504  0.413 0.388 0.674  0.478 0.515 

Neck Slice 
0.648  0.721 0.820 0.607  0.714 0.872 0.601  0.727 0.785 

0.358  0.401 0.436 0.402  0.498 0.324 0.387  0.437 0.530 

Ward’s Triangle 
0.621  0.726 0.807 0.607  0.711 0.804 0.616  0.719 0.810 

0.352  0.381 0.439 0.563  0.481 0.420 0.406  0.462 0.468 

Narrow Neck 
0.647  0.719 0.792 0.562  0.708 0.801 0.599  0.699 0.756 

0.368  0.463 0.391 0.455 0.280 0.297 0.391  0.409 0.386 

Inter-trochanter 
0.619  0.819 0.858 0.678  0.780 0.838 0.587 0.675 0.731 

0.595  0.545 0.521 0.419  0.513 0.417 0.466  0.433 0.591 

Femoral shaft 
0.596  0.690 0.745 0.618  0.741 0.807 0.591  0.659 0.707 

0.437  0.464 0.504 0.558  0.424 0.422 0.480  0.629 0.537 

a The best testing AUC score.  b K-means clustering method 1 (common textons over 

all classes) with K=20 applied.
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Table 4.4 b: Exactly the same as Table 4.4 a except that fold B was used for training 

sets and fold A was used for testing sets. For each method (for example the whole hip) 

the top row reports the training scores and the bottom row reports the testing scores. 

 Gabor filters              3x3 neighbourhood 

textonsb                  

Gabor textonsb                  

ROI 1 3 6 1 3 6 1 3 6 

Whole hip 
0.648 0.8030 0.860 0.677 0.807 0.857 0.649 0.750 0.813 

0.530 0.502 0.590 0.521 0.454 0.436 0.461 0.547 0.504 

Whole femoral Neck 
0.723 0.807 0.810 0.677 0.814 0.858 0.733 0.837 0.889 

0.596 0.674a 0.646 0.499 0.487 0.478 0.499 0.585 0.550 

Neck Slice 
0.685 0.782 0.841 0.720 0.871 0.921 0.699 0.795 0.839 

0.494 0.503 0.542 0.389 0.418 0.350 0.484 0.521 0.418 

Ward’s Triangle 
0.669 0.792 0.841 0.611 0.706 0.802 0.657 0.765 0.822 

0.481 0.445 0.388 0.424 0.486 0.501 0.530 0.433 0.516 

Narrow Neck 
0.723 0.782 0.813 0.740 0.859 0.904 0.683 0.779 0.854 

0.489 0.502 0.469 0.404 0.401 0.313 0.501 0.453 0.455 

Inter-trochanter 
0.689 0.785 0.839 0.660 0.844 0.913 0.633 0.800 0.850 

0.496 0.508 0.599 0.381 0.531 0.553 0.448 0.449 0.470 

Femoral shaft 
0.724 0.771 0.836 0.651 0.784 0.860 0.720 0.848 0.882 

0.516 0.472 0.416 0.510 0.559 0.494 0.504 0.404 0.443 

a The best testing AUC score.  b K-means clustering method 1 (common textons over 

all classes) with K=20 applied. 

 

4.3 Discriminant Analysis Using Combinations of Two 
Methods 

The combination of total T-score and AAM demonstrated higher discriminative ability 

for fracture than other combinations at the training stage (AUC=0.907 in 6 features in 

Table 4.5 a, Table 4.5 b; AUC=0.940 in 6 features in Table 4.5 c, Table 4.5 d). The 

best predictive capacity at the testing stage was obtained when total T-score was 

combined with Gabor filters on the whole femoral neck (AUC=0.700 in 1 feature in 

Table 4.5 a; AUC=0.787 in 6 features in Table 4.5 b; AUC=0.711 in 6 features in Table 

4.5 c, Table 4.5 d). 
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Table 4.5 a: Performance of the combinations of the methods proposed (ASM, AAM, 

Gabor filters or textons) and the standard methods (total aBMD or T-score) using a 

single feature and optimal sets of 3 and 6 features in estimating fracture risk for a 

training set (fold A) and testing set (fold B). The features were gathered from different 

methods, then optimal combinations were selected. The results are reported as AUC.  

 Total aBMD Total T-score 

                Methods 1 3 6 1 3 6 

ASM          

 Training 0.651 0.732 0.787 0.688 0.770 0.809 

Testing 0.699 0.591  0.592 0.692 0.633 0.598 

AAM                        

 Training 0.660 0.830 0.902 0.688 0.841 0.907 

Testing 0.480 0.417 0.524 0.692 0.558 0.492 

Gabor filters on whole hip           

 Training 0.651 0.765 0.847 0.688 0.765 0.844 

Testing 0.699 0.426 0.524 0.692 0.426 0.517 

Gabor filters on whole 

femoral neck                        

 Training 0.736 0.770 0.871 0.736 0.770 0.871 

Testing 0.700 0.588 0.603   0.700a 0.588 0.603 

3x3 neighbourhood textons 

on whole hip          

 Training 0.698 0.801 0.880 0.698 0.808 0.884 

Testing 0.429 0.600  0.506 0.429 0.570 0.571 

3x3 neighbourhood textons 

on whole femoral neck                   

 Training 0.651 0.759 0.864 0.688 0.797 0.870 

Testing 0.699 0.674 0.606 0.692 0.646 0.628 

Gabor textons on whole 

hip                                 

 Training 0.651 0.760 0.838 0.688 0.760 0.847 

Testing 0.699 0.394 0.537 0.692 0.394 0.527 

Gabor textons on whole 

femoral neck             

 Training 0.719 0.783 0.816 0.719 0.796 0.827 

Testing 0.674 0.514 0.583 0.674 0.513 0.541 

a The best testing AUC score; Bold indicates that the best feature was either total 

aBMD or the total T-score (applies to single features only).
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Table 4.5 b: Performance of the combinations of the methods proposed (ASM, AAM, 

Gabor filters or textons) and the standard methods (total aBMD or T-score) using a 

single feature and optimal sets of 3 and 6 features in estimating fracture risk for a 

training set (fold A) and testing set (fold B). The optimal combinations were selected 

within each method, then these were combined. The results are reported as AUC.  

 Total aBMD Total T-score 

                Methods 1 3 6 1 3 6 

ASM          

 Training 0.651 0.736 0.787 0.688 0.770 0.809 

Testing 0.699 0.591  0.592 0.692 0.633 0.598 

AAM                        

 Training 0.660 0.819 0.901 0.688 0.841 0.907 

Testing 0.480 0.518 0.524 0.692 0.558 0.492 

Gabor filters on whole hip           

 Training 0.651 0.745 0.847 0.688 0.752 0.844 

Testing 0.699 0.483 0.524 0.692 0.518 0.517 

Gabor filters on whole 

femoral neck                        

 Training 0.736 0.729 0.862 0.736 0.751 0.870 

Testing 0.700 0.507 0.687   0.700 0.575 0.787
a
 

3x3 neighbourhood textons 

on whole hip          

 Training 0.698 0.801 0.880 0.698 0.808 0.884 

Testing 0.429 0.593  0.506 0.429 0.570 0.571 

3x3 neighbourhood textons 

on whole femoral neck                   

 Training 0.651 0.759 0.864 0.688 0.797 0.870 

Testing 0.699 0.675 0.606 0.692 0.646 0.628 

Gabor textons on whole 

hip                                 

 Training 0.651 0.740 0.838 0.688 0.756 0.847 

Testing 0.699 0.522 0.537 0.692 0.717 0.527 

Gabor textons on whole 

femoral neck             

 Training 0.719 0.783 0.816 0.719 0.796 0.827 

Testing 0.674 0.514 0.583 0.674 0.513 0.541 

a The best testing AUC score; Bold indicates that the best feature was either total 

aBMD or the total T-score (applies to single features only).
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Table 4.5 c: Performance of the combinations of the methods proposed (ASM, AAM, 

Gabor or textons) and the standard methods (total aBMD or T-score) using a single 

feature and optimal sets of 3 and 6 features in estimating fracture risk for a training set 

(fold B) and testing set (fold A). The features were gathered from different methods, 

then optimal combinations were selected. The results are reported as AUC. 

 Total aBMD Total T-score 

                 Methods 1 3 6 1 3 6 

ASM          

 Training 0.699 0.779 0.838 0.692 0.750 0.829 

Testing 0.651 0.568 0.600 0.688 0.535 0.639 

AAM                        

 Training 0.706 0.839 0.928 0.706 0.844 0.940 

Testing 0.487 0.578 0.525 0.487 0.538 0.533 

Gabor filters on whole hip           

 Training 0.699 0.803 0.860 0.692 0.803 0.860 

Testing 0.651 0.502 0.590 0.688 0.502 0.590 

Gabor filters on whole 

femoral neck                        

 Training 0.723 0.807 0.825 0.723 0.807 0.840 

Testing 0.596 0.674 0.674 0.596 0.674 0.711
a
 

3x3 neighbourhood textons 

on whole hip          

 Training 0.699 0.813 0.892 0.692 0.870 0.892 

Testing 0.651 0.542 0.528 0.688 0.600 0.528 

3x3 neighbourhood textons 

on whole femoral neck                   

 Training 0.699 0.817 0.872 0.692 0.817 0.870 

Testing 0.651 0.510 0.559 0.688 0.510 0.554 

Gabor textons on whole 

hip                                 

 Training 0.699 0.828 0.897 0.692 0.828 0.889 

Testing 0.651 0.567 0.589 0.688 0.567 0.612 

Gabor textons on whole 

femoral neck             

 Training 0.733 0.842 0.881 0.733 0.841 0.876 

Testing 0.499 0.671 0.629 0.499 0.684 0.655 

a The best testing AUC score; Bold indicates that the best feature was either total 

aBMD or the total T-score (applies to single features only). 
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Table 4.5 d: Performance of the combinations of the methods proposed (ASM, AAM, 

Gabor or textons) and the standard methods (total aBMD or T-score) using a single 

feature and optimal sets of 3 and 6 features in estimating fracture risk for a training set 

(fold B) and testing set (fold A). The optimal combinations were selected within each 

method, then these were combined. The results are reported as AUC. 

 Total aBMD Total T-score 

                 Methods 1 3 6 1 3 6 

ASM          

 Training 0.699 0.779 0.838 0.692 0.752 0.829 

Testing 0.651 0.568 0.600 0.688 0.535 0.639 

AAM                        

 Training 0.706 0.839 0.928 0.706 0.844 0.940 

Testing 0.487 0.578 0.525 0.487 0.538 0.533 

Gabor filters on whole hip           

 Training 0.699 0.772 0.846 0.692 0.795 0.855 

Testing 0.651 0.527 0.562 0.688 0.592 0.617 

Gabor filters on whole 

femoral neck                        

 Training 0.723 0.794 0.825 0.723 0.802 0.840 

Testing 0.596 0.624 0.674 0.596 0.657 0.711
a
 

3x3 neighbourhood textons 

on whole hip          

 Training 0.699 0.813 0.887 0.692 0.840 0.877 

Testing 0.651 0.542 0.641 0.688 0.614 0.636 

3x3 neighbourhood textons 

on whole femoral neck                   

 Training 0.699 0.850 0.872 0.692 0.799 0.870 

Testing 0.651 0.512 0.559 0.688 0.621 0.554 

Gabor textons on whole 

hip                                 

 Training 0.699 0.828 0.897 0.692 0.828 0.889 

Testing 0.651 0.567 0.589 0.688 0.567 0.612 

Gabor textons on whole 

femoral neck             

 Training 0.733 0.842 0.881 0.733 0.841 0.876 

Testing 0.499 0.671 0.629 0.499 0.684 0.655 

a The best testing AUC score; Bold indicates that the best feature was either total 

aBMD or the total T-score (applies to single features only). 
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4.4 Classification Performance Using Combinations of 
Several Methods 

Feature combinations from all methods were considered next. With a total of 517 

individual features from all the methods, there are 22,897,930 possible combinations 

of three features. This number was too large to conduct an exhaustive search for the 

best combination, and so the total number of features was reduced by considering only 

the top six features from each method according to individual performance. In addition, 

poor performing methods such as 3x3 neighbourhood textons were excluded. This 

resulted in a pool of 20 features: 6 features from ASM, 6 features from AAM, 6 

features from Gabor filters on the whole hip plus the standard measures of aBMD and 

total T-score. Exhaustive searching was used on the training set, and we found that a 

perfect training performance (AUC=1.000 in Table 4.6 a) and near perfect 

performance (AUC=0.960 in Table 4.6 b) was achieved with a combination of 11 

features. In addition, all individual features were considered and all combinations of 6 

features were considered for comparison. The resulting features and classifiers were 

used to estimate performance using the testing set (Table 4.6). The results indicate that 

similar trends exist for both folds.  

 

Table 4.6 a: Performance of the combinations of ASM (6 features), AAM (6 features), 

Gabor filters on whole femoral neck (6 features), total aBMD and total T-Score (2 

features) using a single feature and optimal sets of 6 and 11 features in estimating 

fracture risk for training (fold A) and testing sets (fold B). The results are reported as 

AUC.  

Number of features 1 3 6 11 

Training 0.732 0.850 0.916 1.000 

Testing 0.705a 0.571 0.603 0.537 
a The best testing AUC score. 
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Table 4.6 b: Exactly the same as Table 4.6 a except that fold B of 59 subjects was used 

for the training set and fold A of 60 subjects was used for the testing set. The results 

are reported as AUC.  

Number of features 1 3 6 11 

Training 0.710 0.821 0.927 0.960 

Testing 0.658a 0.550 0.553 0.539 
a The best testing AUC score. 

 

 

4.5 Comparison between ASM and AAM and with Previous 
Studies 

Additional comparisons were made between ASM and AAM and with previous studies 

[72, 103, 111]. Comparisons with other studies were made in terms of study parameters 

(Table 4.7 a), performance on training data (Table 4.7 b) and performance on testing 

data (Table 4.7 c).  

 

Table 4.7 a: Comparison of study parameters. 

 Gregory [72] Goodyear [111] B.‐L. [103] This study 

Database 

26 fracture 

24 non-fracture 

(all females) 

182 fracture 

364 non-fracture 

(all females) 

168 fracture 

231 non-fracture 

(all females) 

29 fracture 

90 non-fracture 

(both genders) 

Fracture types Hip fractures Hip fractures Hip fractures All fractures 

Point-point 

error analysis 

Yes No No No 

landmarks 
29  points 

head included 

72  points 

head & pelvis 

60  points 

head included 

44  points 

head excluded 

 



84 
 

 

Table 4.7 b: Comparison of training AUC. 

Method Gregory [72] Goodyear [111] B.‐L. [103] This study 

ASM 0.81 (4 features) 0.57 (1 feature) 0.81 (10 features) 0.78 (6 features)  

AAM n/a 0.57 (1 feature) n/a 0.90 (6 features) 

Ward aBMD 0.95 (1 feature) n/a n/a n/a 

Total aBMD 0.63(1 feature) 0.62 (1 feature) n/a 0.65 (1 feature) 

Neck aBMD 0.79 (1 feature) n/a 0.68 0.63 (1 feature) 

ASM & Ward 

aBMD 

 

0.96 (5 features) 

 

n/a n/a n/a 

ASM & Neck 

aBMD 

 

0.89 (5 features) 

 

n/a 

 

0.84(11 features)  

 

n/a 

ASM & Total 

aBMD 
n/a 

 

0.79 (6 features)  

 

n/a 

 

0.79 (6 features)  

 

Multi-

combination 
n/a 

 

0.65 (3 features) 

ASM & AAM & 

Total aBMD  

n/a 

1.00 (11 features) 

Gabor & ASM & AAM 

& Total aBMD  

 

 

Table 4.7 c: Results for testing dataset in terms of AUC. The other studies [72, 103, 

111] did not include testing results, and the methods used are as Table 4.7 b. 

 Gregory [72] Goodyear [111] B.‐L. [103] This study 

 n/a n/a n/a 0.79a 

a AUC score using 6 features selected from Gabor filters on whole femoral neck & 

total T-score 
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4.6 Association of Principal Modes with Bone Fracture  

The 60 shape and appearance principle modes explaining the shape and appearance 

variation of proximal femur images were compared (Figure 4.1). The first six principal 

modes of shape and appearance explained 95% of shape variation and 27% of 

appearance variation, respectively (Figure 4.1). In addition, the best combination of 6 

shape principal modes were modes 1, 3, 6, 7, 9, and 12 with a training AUC score of 

0.778, while the best combination of 6 appearance principal modes were modes 7, 37, 

39, 43, 47, and 48 with a training AUC score of 0.900 (Table 4.8 a). Principal mode 

10, which explained 0.49% of the variance in the shape of proximal femur, had the 

best training AUC score (AUC=0.61) (Table 4.8 b). Additional comparisons were 

made for each of the 12 principal modes in terms of visible variance in the shape of 

the proximal femur (Figure 4.2).  

 

 

Figure 4.1: Cumulative percentage of proximal femur shape and appearance variation 

explained by principal modes in ASM and AAM respectively. 
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Table 4.8 a: The best combination of 6 principal modes selected by exhaustive search 

for the ASM and AAM respectively. 

ASM  AAM 

Principal mode 1 

Principal mode 3 

Principal mode 6 

Principal mode 7 

Principal mode 9 

 Principal mode 12 

Principal mode 7 

 Principal mode 37 

 Principal mode 39 

 Principal mode 43 

 Principal mode 47 

 Principal mode 48 

 

Table 4.8 b: Percentage of variance in the shape of the proximal femur explained by 

each principal mode of variation, and the corresponding training AUC score. The 

principal mode marked with * was the one selected with the best training AUC score. 

Principal mode % of variance 

explained 

Training AUC 

score  

Principal mode 1 56.57 0.55 

Principal mode 2 22.21 0.48 

Principal mode 3 5.84 0.54 

Principal mode 4 5.72 0.57 

Principal mode 5 2.85 0.55 

Principal mode 6 1.79     0.59 

Principal mode 7 1.22 0.60 

Principal mode 8 0.83 0.58 

Principal mode 9 0.65 0.54 

  Principal mode 10* 0.49 0.61 

 Principal mode 11 0.44 0.60 

 Principal mode 12 0.39 0.59 

Total 99.00  
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Figure 4.2: Visible variance in the shape of the proximal femur in each principal mode. Each figure shows the +2 SD (red) shapes and the -2 SD 

(green) shapes for each of the 12 principal modes. Principal mode 10 was the one selected with the best AUC score.

8
7
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5.1 Discussion 

Texture information derived from Gabor filters in combination with the total T-score 

provided a better estimate of fracture status than the standard measures of aBMD 

(AUC=0.651 and 0.699) or total T-score (AUC=0.688 and 0.692) alone. In particular, 

6 features selected from Gabor filters computed over the whole femoral neck and total 

T-score gave an AUC more than 10% higher than aBMD alone, total T-score alone or 

combinations of textons features alone. The combination of Gabor filters and total T-

score also outperformed risk estimates based on ASM and AAM, which, on their own, 

performed very poorly (Table 4.2, Table 4.5). In addition, risk estimates based on the 

femoral neck were more reliable than estimates based on other regions of interest 

tested (Table 4.3, Table 4.4). These conclusions are based on estimates of risk obtained 

by testing the features and classifier parameters found during the training stage on an 

independent set of images. Thus, these AUC scores provide indications of how well 

the methods described here are able to estimate risk in new cases. 

 In this study, two strategies for combinations of two methods were considered 

(Table 4.5). The first strategy was to gather features from different methods, and then 

select optimal combinations of one, three and six features (Table 4.5 a, Table 4.5 c). 

The second strategy was to select optimal combinations, then gather features from 

different methods (Table 4.5 b, Table 4.5 d). The experimental results showed that 

there is not much difference in classification performance between the two strategies 

for combinations of two methods. This could be explained by the fact that the features 

from the current clinical standard measures (total aBMD and total T-score) still play 

such an important role in discriminating the risk of bone fractures that the classification 

performance was not affected no matter what the strategies are for combinations of 

two methods. However, the results also indicate that texture-based analysis applied on 

the whole femoral neck has the potential to complement the current clinical standard 

measures.  

 While reporting performance results on an independent testing set is standard in 

image analysis generally, this has not been the practice in the field of fracture risk 

assessment. Thus, while the scores reported for testing data provide the best indication 

5 DISCUSSION AND CONCLUSIONS 
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of how the methods presented here will perform in practice, the training scores must 

be used to compare results with other studies. We compared our findings with three 

other studies [72, 103, 111] (Table 4.7). Differences must be interpreted with care due 

to disparity in the type of fractures considered, the landmarks used and the regions 

over which aBMD was computed. In this study, measurements taken from DXA 

images of the femur were used to estimate the risk of all fractures (femur, vertebrae 

and wrist), not just of the femur, whereas other studies, some of those mentioned in 

Section 2.3 (Table 2.1), specifically focussed on the risk of fracture of the femur and 

provided only training results. Nevertheless, several observations may be made.  

 First, the results for ASM alone are consistent over all the studies except Goodyear 

et al [111], which differs in that the pelvis was included in the shape model. Including 

the pelvis increased the total information available from an information theory 

perspective but whether this additional information is relevant to fracture risk is not 

clear. Including the pelvis also introduces more opportunity for error, especially since 

the outline of the pelvis is not always clear in DXA images. Since better results were 

obtained in this study where the pelvis was not included, it seems that, in balance, 

including the pelvis is detrimental for estimating fracture risk. This may also explain 

the superior training results for the AAM in this study (AUC=0.90) compared to 

previous use of the AAM in Goodyear et al [111] (AUC=0.57), but the discrepancy 

may also be due to the final number of features used in classification. In Goodyear et 

al [111], only one AAM feature was used whereas six features were used in this study 

(Table 4.7 b).   

 Second, total aBMD was consistent over the studies for which this information was 

available and this supports the tacit assumption that the images used in all these studies 

are comparable in quality. In the study performed by Gregory et al, better prediction 

of hip fractures was achieved using neck and Ward’s triangle aBMD [72]. Improved 

performance for predicting all fractures using neck aBMD was not supported in this 

study and Ward’s triangle aBMD was not available (Table 4.7 b).    

 Third, in all studies, combining a form of aBMD with ASM resulted in better 

performance. Performance using total aBMD discovered in this study was about the 

same as reported in the study by Goodyear et al [111], but, as noted above, the 

performance of ASM was much lower in the study by Goodyear et al [111] than in this 
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study. However, the combination of ASM and total aBMD was the same in these 

studies. These results indicate that, if ASM is used effectively (pelvis not included, for 

example), then total aBMD does not contribute extra information, but if ASM is used 

less efficiently, then aBMD may compensate (Table 4.7 b).    

 Fourth, these studies do not necessarily support the notion that increasing the 

number of features improves performance. Notably, combining AAM, ASM and total 

aBMD in the study by Goodyear et al led to poorer results than combining just ASM 

and total aBMD [111] (Table 4.7 b).   

 The comparisons made with other studies were based on training results instead of 

testing results (Table 4.7 b). This was necessary because only training scores were 

presented in the cited papers. In the study performed by Baker-Lepain et al [103], a 

bootstrap procedure was used to determine that the effects were different from what 

could be expected by chance alone, but that does not address the robustness of the 

reported performance scores [103]. The parameters determined during the 

development stage were not tested on an independent data set. In the study performed 

by Gregory et al, models were trained and tested on independent data but final feature 

selection and classification was only performed for the resulting best model [72]. Thus, 

the selection of the best model was validated but feature selection and classification 

were not tested on an independent dataset and so results must be viewed as training 

results. Classification results based on training only may not be reliable, especially if 

feature selection is used in the training process. This is well documented in the 

literature [109] and there were many examples in this study. By selecting six of the 

3x3 neighbourhood texton features on the whole hip ROI, an AUC score of 0.873 was 

found during the training stage but when the resulting classifier was applied to the set 

of test images, the AUC score reduced to 0.398 (Table 4.3 b). Perfect classification 

was achieved by combining 11 ASM, AAM and Gabor filters features during training 

but performance dropped to AUC=0.537 in testing (Table 4.6 a). For this reason, only 

properly validated results should be taken as indicators of actual performance. Thus, 

only the testing results reported in this study should be taken as indicative of true 

performance.  

 The ASM was designed to consider information along the boundary of target 

objects to represent the variation of shape only, while the AAM takes advantage of 
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shape as well as the intensity information of the region within a target object to 

represent variation in appearance. The principal modes for shape and appearance were 

computed using PCA on output from the ASM and AAM models respectively. Results 

showed that 95% of shape variations could be explained by the first six principal 

modes of the shape (Figure 4.1). In contrast, the first six principal modes of appearance 

described a mere 27% of the variation in appearance. The first 50 principal modes of 

appearance were needed to explain 95% of the variation in appearance, in other words, 

the AAM is much slower in describing the shape and bone density. The fact that 50 

principal modes were needed in the AAM model when the size of the training set was 

approximately 60 shows that this isn’t great. This has been seen before. For example, 

Bryan et al, who used a 3D AAM model, found similar performance for an AAM [112, 

113]. We also compared the classification performance between the ASM and the 

AAM using the first six principal modes of variation, and found that the AAM 

produced better discrimination (AUC=0.707) than the ASM (AUC=0.658) (Figure 

4.1).  In addition, we compared the best combinations of 6 principal modes selected 

by exhaustive search for the ASM and the AAM based on AUC score, and found that 

the features suitable for representation of target subjects may not always be the features 

selected by exhaustive search for classification between the two groups (Table 4.8 a).  

 We also compared the percentage of variance in the proximal femur shape 

explained by each principal mode of variation and the corresponding training AUC 

score and found that the features explaining more variance in the proximal femur shape 

may not always achieve higher classification performance (Table 4.8 b). For instance, 

principal mode 1 and principal mode 2 explained a much higher percentage of shape 

variance (56.57% and 22.21% respectively) than others, but achieved lower 

classification performance (AUC=0.550 and 0.484 respectively). On the contrary, the 

principal modes with less shape variance, such as principal mode 10 and principal 

mode 11, had higher classification performance (AUC= 0.61 and 0.60 respectively).  

 These illustrate the fact that, while PCA finds features (called principal modes) 

that are optimal for representing information, these features are not necessarily optimal 

for classification [109]. We used PCA as part of AAM and ASM because these 

methods were historically designed to use PCA. Hence, we also used PCA in order to 

extend and compare to previous literature on AAM and ASM. The problem with PCA 
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is not that it considers linear combinations, but that it chooses linear combinations to 

maximally represent the full data rather than linear combinations that separate two 

subclasses of the data. While PCA is not necessarily optimal for classification, the 

method is reasonable in this context since the amount of redundancy in the original 44 

shape parameters (points on the boundary of the femur) is large. The principal modes 

found by PCA are decorrelated and this property (rather than optimal representation) 

facilitates feature selection. Thus, PCA was used as described in the literature for ASM 

and AAM to reduce the number of shape features (and appearance features) before 

they were included in the pool of features. However, once these PCA features were 

obtained, and combined with features from other sources (texture, etc.), further feature 

selection was based on exhaustive search rather than PCA.  

 We examined the shape features that provided good classification by generating 

examples of femurs according to the variation of individual principal modes. We used 

the ASM method to examine the variation in shape of the proximal femur and the 

association of hip shape with fracture risk. This led to the identification of distinct hip 

shapes or principal modes that were significantly associated with higher fracture risk 

(Table 4.8 a and Figure 4.2). With the ASM model, the top 12 principal modes (out of 

60) explained 99% of the variance in the shape of the proximal femur (Table 4.8 b).  

 Principal mode 10, which explained 0.49% of the variance in the shape of the 

proximal femur, was associated with the change in angle of the femoral head-neck 

rotation movement in relation to the trochanters and shaft (Figure 4.2J). Principal mode 

11 explained 0.44% of the variance in the proximal femur shape, reflecting the relative 

sizes in the femoral greater trochanter compared to the femoral neck and shaft (Figure 

4.2K). Principal mode 7 explained 1.22% of the variance in the proximal femur shape 

and was related not only to the relative sizes of the femoral neck, trochanter and shaft 

but also the relative curvatures of these parts (Figure 4.2G). Accordingly, ASM 

appears to be a powerful tool for comparing the difference in the shape of these ROI 

from DXA images between fracture and control subjects for identifying those subjects 

at a significantly higher risk of suffering a bone fracture. Of particular interest, the 

ASM can also be used as a way to measure and quantify the shape changes within 

subjects over a certain period from baseline to followup and, therefore, offers the 

opportunity of early identification of those subjects who may be at higher risk of 
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developing osteoporosis and fracture in the near future. 

 Although the ASM and the AAM may be useful as methods for extracting features 

of shape and grey-scale, several pitfalls need to be considered. One pitfall is that 

subjects with different ethnic backgrounds may have different bone morphologies and, 

therefore, the ASM and the AAM created based on one ethnic group may not optimally 

represent the individuals of other ethnic backgrounds. Mahfouz et al. conducted 

statistical shape analysis and identified differences in three-dimensional knee 

morphology among Caucasian, African American, and East Asian populations [177]. 

For this reason, creating separate ASM and AAM for different ethnic groups may be 

necessary to address this problem. In addition, the analysis with the model is inherently 

limited in its ability to represent 3D objects in 2D images, and this might cause the 

apparent variation in hip rotation seen in the DXA images and therefore bias the results. 

 Due to the coarse spatial resolution of the images, only gross texture features could 

be measured. The advantage of automatic texture analysis is that subtle intensity 

patterns, regardless of spatial size, may be discovered. Two texture analysis techniques, 

Gabor filters and textons, were chosen in this study to extract a set of texture features 

on several ROI. Our work indicates that there are texture patterns in DXA images that 

provide information regarding fracture risk. The discriminating accuracy using the 

features derived from the whole femoral neck region was found to be higher than using 

other regions. Furthermore, we found that the features from Gabor filters on the whole 

femoral neck region gave the best prediction of factures among all texture methods. 

Gabor filters are a powerful tool for extracting spatial orientation so that patterns of 

oriented structure may be recognised even if they appear indistinct to the human eye. 

Thus, this result indicates that orientation information is more important in the whole 

femoral neck than in other ROI. Compared with Gabor filters, the features from textons 

did not provide much information to further improve the performance. 

 Textural analysis of bone in assessment of fracture risk is a topical area; trabecular 

bone score is a recently developed tool that performs grey-level texture analysis on 

lumbar spine DXA images providing information relating to trabecular micro-

architecture. Trabecular bone score has been shown to relate to fracture risk 

independent of clinical risk factors and aBMD, and has predictive value for fracture 

independent of fracture probabilities using FRAX [178]. The methodology discussed 
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in this thesis provides information at another site assessed by DXA images, the femoral 

hip. 

 There were no significant differences between the case and control groups with 

regard to neck aBMD and neck T-score (Table 4.1). However, the experimental results 

from this study show that the whole femoral neck ROI is much more important than 

the other ROI considered. These results are in line with the literature in that the 

findings using the most examined geometric parameters to discriminate fracture cases 

from control cases have often been inconsistent [68, 94]. In addition, the literature 

review (Section 2.3) reveals that the most examined geometric parameters, such as 

HAL and NSA, measured on the femoral neck do not give consistent results in 

predicting fracture risk. This indicates that the femoral neck is important for estimating 

risk, not because of its geometric properties but because of properties leading to DXA 

image texture. 

 Evaluating many features with a few data samples runs the risk of overfitting. To 

avoid overfitting, we used feature selection in this study to reduce the number of 

original features from more than 100 to 1, 3 or 6. For the amount of data samples 

available, 3 features is about the maximum that should reasonably be used in the 

classification step to avoid overfitting so we considered 1 or 3 features and then 

considered 6 features for comparison (Section 2.8.3). However, feature selection alone 

does not mitigate overfitting. Two more essential ingredients are necessary:  the choice 

of classifier and testing the optimal feature subset on independent data to demonstrate 

that the fitting is not due to chance. Here we chose Fisher’s linear classifier since it is 

the most robust against overfitting compared to popular methods such as neural 

networks, SVM, k-nearest neighbours, etc. Second, final conclusions are based entirely 

on performance scores form testing the feature combination on data that is independent 

of the data used to train the feature selection and classification steps. The final 

performance results reported in this thesis are based on independent testing data, thus, 

guarding against overfitting.  

 Fracture cases in the dataset included fractures of wrist, hip, lower limb, spine, etc. 

The number of these within each group was too small to explore the possibility that 

different image features, or combinations of features, might be optimal for estimating 

risk for these different fracture types separately. Accordingly, the results indicate that 
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the methods presented here apply to predicting the risk of fracture generally. In many 

situations, predicting fracture generally is more useful than predicting only femur 

fracture. However, predicting femur fracture from DXA images of the femur is likely 

to be more accurate than predicting general fracture from the same DXA images. 

Unfortunately, sufficient data was not available in this study to measure femur fracture 

risk prediction.  

 This study was limited by the quality of DXA images available. DXA images are 

widely available, but a study of the type reported here requires DXA images of fracture 

and matched non-fracture subjects. Only a few data sets exist satisfying this 

requirement and, unfortunately, all such image datasets known to the author are stored 

in proprietary image formats that prevent the application of novel image analysis 

methods. Accordingly, this study was based on relatively few images of low quality. 

While this limits the ability to properly estimate the full potential of the methods 

presented for estimating fracture risk, the application of these methods to higher 

resolution images can only improve results. Since improvement over existing methods 

was demonstrated on low quality images, this study suggests that estimates of fracture 

risk better than those reported here could be expected in practice using full resolution 

DXA images. 

 This study included elderly white subjects only and, thus, the results in this study 

do not automatically extend to younger people or other ethnic groups. However, if 

image texture characteristics differ in other groups then the specific weighting and 

parameters reported here may need to be recomputed, but the methods presented here 

provide the framework for doing so. Finally, the individuals recruited were selected 

because they had been born in Hertfordshire, and continued to live there at the age of 

60–75 years. However, a previous study have demonstrated that the Hertfordshire 

populations studied have similar smoking characteristics and bone density compared 

with national figures [175], suggesting that selection bias is minimal. 

A larger study would be needed to determine the best model for various ages or 

ethnic groups but once such models exist, all future processing is fully automatic and 

could be done in real time or close to real time. Accordingly, the methods introduced 

in this study hold great potential to address clinical needs in the future.  
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5.2 Conclusions 

The objective of this research was to consider a broad range of parameters related to 

shape, density and texture of various regions of interest of the femur in order to 

improve fracture risk assessment. We have identified and assessed methodology that 

can be applied to derive further information from routinely collected DXA scan data. 

According to the results and discussion, the conclusion for this study are listed as 

follows:  

1. In a modest sample, texture features derived from Gabor filters in combination 

with total T-score better separates the fracture and control groups with an AUC 

more than 10% higher than the standard measures of aBMD or total T-score alone. 

This indicates that the texture-based fracture risk estimation method presented in 

this thesis has the potential to improve upon current standard clinical practice.  

2. Estimates of risk were more accurate when shape and texture were measured on 

the whole femoral neck in comparison with other feature combinations and other 

regions.  

3. This research acts as a proof of concept and could be applied to images of other 

bone types or other imaging modalities.  

4. Finally, with images at higher resolution, little, if any, improvement is expected in 

the contribution from AAM and ASM since these report gross features of the femur. 

However, greater resolution has the potential to capture much more texture 

information.  
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5.3 Future Work 

Although the results indicate that including texture information with total T-score 

improves risk assessment, the full potential impact of image analysis techniques on 

risk has not been addressed due to the quality of the images and small sample size (for 

each type of fracture). Accordingly, in future work we hope to acquire a database of 

full resolution DXA images reflecting a wide range of fracture types. Full resolution 

DXA images that allow us to understand how well the shape and detailed structure of 

the femoral neck predicts the likelihood of fracture of the proximal femur and also how 

well it predicts low energy fracture generally.  

 If sufficient numbers of images are available, K-fold cross validation will be used 

to determine an estimate of performance of the techniques on unseen data. All these 

methods proposed are standard in machine learning. 

 In addition, the relationship between changes over time and risk of fracture has 

received very little attention. If possible, we would like to conduct a temporal research 

to investigate if the risk of fracture deduced from DXA images is constant or changes 

over time. If constant, this would indicate substantial robustness of the DXA based 

risk assessment. If variable, then the changes over time may in themselves provide 

additional information regarding risk of fracture.  

 Finally, the population used in this study include elderly white subjects only and, 

thus, further studies using younger people or other ethnic groups can be included to 

predict fracture risk. Additionally, this study was conducted solely on proximal femur 

from DXA images, but the technique developed in this study can be applied to other 

bones, such as vertebra or acetabulum, and other medical imaging applications, such 

as breast cancer risk assessment using mammographic images. 
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