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Abstract

Experimental cognitive psychology has predominantly investigated the effects of psychological pro-
cesses on behaviour in individuals. This knowledge has advanced our understanding of how individ-
uals perceive, orient and attend to objects in their environment and how the environment can also
shape perception. Within these experimental paradigms social influences are deliberately reduced.
Individuals are typically studied in isolation in order to decrease measurement noise associated with
influences occurring outside the laboratory. Although this approach has provided the basis for under-
standing perception in individuals, it has limited applicability to social conditions that occur naturally
in everyday experiences. This limitation is directly related to the research question that is at the core
of this thesis: how do an individual’s perceptions and behaviours change under social situations? The
focus of this thesis is to investigate how people in our environment can shape our perceptions. This
thesis is comprised of several studies and published works that compare spatial performance under
individual and paired conditions.

Because of the nature ofmy research question, there is a large overlap between cognitive and social
psychology. The first three chapters in my thesis focus on bringing concepts from these two areas to-
gether. The first chapter reviews disordered perceptions in individuals with neurological damage. The
chapter discusses how an understanding of disordered perception informs current knowledge about
the neurological underpinnings of attention in healthy individuals. The second chapter examines per-
ceptions in healthy individuals with a specific focus on spatial attention and conditions that lead to
shifts in attention. The third review chapter highlights relevant knowledge from social psychology
that suggests social conditions can affect the spatial constructs discussed in the review chapters one
and two. The chapter also hypothesises about the influence of interpersonal proximity on shifts in
spatial attention.

The remaining chapters in my thesis contain experiments that I have conducted throughout the
course of my PhD. I developed a new spatial methodology that enabled two participants to complete
a spatial task in close proximity to each other. Core findings of these experiments demonstrate that
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interpersonal discomfort leads to a withdrawal of spatial attention away from the other person. I hy-
pothesised that a withdrawal of attention occurs in order to increase the perceived distance between
oneself and the other person, thereby making unwanted close interpersonal proximities more toler-
able. I also observed that participant pairs who were given separate tasks were able to conceptually
distance themselves from each other. I hypothesised that because participants were allowed to engage
in their own solo activity, social discomfort was decreased. This thesis also contains two new single-
participant methodologies that enabledme to directly compare with and extend existing literature on
attention in proximal/distal spaces.

This thesis adds several significant contributions to the field of cognitive psychology. Firstly, pub-
lished works in this thesis empirically demonstrate another person can influence shifts in spatial atten-
tion. This important observation opens up the possibility that close interpersonal proximities can also
affect other aspects of attention. Secondly, new methodologies were developed to study joint spatial
attention and could be easily employed in future research that seeks to build upon the studies dis-
seminated in this thesis. The final section of this thesis develops a new model of social attention by
synthesising all theoretical and experimental insights gathered in this thesis.
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Sometimॸ the questions are complicated and the answers

are simple.

Theodor Seuss Geisel (Dr Seuss)

1
Thesis Overview

The title of this thesis—‘The Social Space Around Us’, was inspired by a scientific publication

written by some of the most influential researchers in the area of cognitive neuroscience (Rizzolatti,

Fadiga, Fogassi, & Gallese, 1997). In their article, Rizzolatti and colleagues discussed the behavioural

and neurological factors underlying the spatial coding for actions. Moreover, the authors examined

how ‘the space around us’ provides the necessary visual and somatosensory stimulation for generating

a neurological spatial representation. It has become generally accepted in the cognitive neuroscience

community that this neurologically represented space around our bodies is a prerequisite for the ac-

tionability of objects.

As humans are highly social beings, when wemove and interact with our environment we are not
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only interacting with objects but with other people too. Numerous studies in social psychology have

shown that the space around us is just as important for social interactions as it is for actions. Hence,

the social space around us is the neurologically represented social area of space in close proximity to

our bodies, which we use to interact with other people in our environment.

The research question that is at the core of this thesis is: Can the social space around us impact on

spatial attention? Addressing this question requires synthesising the knowledge of body space from

two relatively disconnected areas: cognitive neuroscience and social psychology. This thesis consists

of twelve experiments designed to identify how space is represented and how other people in close

proximity can influence the representation of space.

1.1 Issues to be addressed

The interplay between social space and cognition is a relatively new and emerging area of research in

cognitive neuroscience, with many unanswered questions and challenges that need to be addressed.

In order to develop a comprehensive understanding of ‘social space’ knowledge from multiple disci-

plines needs to be integrated. Even though multiple disciplines may share a conceptual overlap there

are many methodological, experimental, theoretical and focal differences that make inter-discipline

integration challenging. For example, typical cognitive neurosciencemethodologies study individuals

in isolation which leads to a limited understanding of the cognitive and neurological mechanisms in

a social environment. On the other hand, social psychology focuses on addressing contextual influ-

ences on social behaviour which diminishes the cognitive and neurological involvement in these social

processes.

1.2 Contribution of the thesis

This thesis makes several key contributions that extend the current understanding of the allocation of

attention in social space.
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• Research frommultiple disciplines has been synthesised to create an extensive and unified rep-

resentation of social space.

• New andmodified methodologies were designed to address the research question: Can the so-

cial space around us impact on spatial attention? For example, well-known single-participant

paradigms such as the Landmark task were modified to create a joint version, and were utilised

to test spatial behaviours which have not been examined before in the attention literature. An-

other notable contribution was the development and deployment of a new three-dimensional

task which revealed important insights into biases in depth perception.

• This thesis also contributes novel research thatprovides original empirical and theoretical knowl-

edge to both cognitive and social psychology. Four peer-review publications have originated

from the research conducted throughout the course of my PhD.

• This thesis proposes a newmodel of social attention which draws upon an extensive literature

review and new insights which emerged from my experimental results.

1.3 Organisation of the thesis

This thesis consists of: three literature review chapters; five experimental chapters with a total of

twelve experiments, which are thematically organised; and the general discussion which ties together

all unique contributions.

1.3.1 Chapter 2

Important neurological concepts of spatial attention are introduced in the second chapter. In par-

ticular, the second chapter discusses how disordered perceptions of space inform the current under-

standing of the neurological mechanisms of spatial attention in healthy individuals. Themes that are
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explored in this chapter include: models of spatial attention, neuro-cognitive assessments of spatial at-

tention, the relationship between perception and action, different spatial dimensions and distractibil-

ity.

1.3.2 Chapter 3

The third chapter mirrors the themes covered in Chapter Two with emphasis on spatial attention

in healthy individuals. Attentional asymmetries in healthy individuals are discussed in depth. The

third chapter provides the foundation for subsequent experimental chapters that discuss and employ

cognitive concepts.

1.3.3 Chapter 4

The fourth chapter brings together relevant knowledge fromboth social and cognitive psychology that

is important for social space. The chapter discusses the potential impact of top-down social processing

on spatial attention and recounts the limited research that can make inferences about the effects of

interpersonal distance on spatial attention.

1.3.4 Chapter 5

The fifth chapter consists of four single-participant experiments designed to identify whether social

distractors can influence pseudoneglect. Each experiment employed a different spatial task to establish

a general understanding of how social distractors can influence pseudoneglect.

1.3.5 Chapter 6

The sixth chapter contains three experiments that have been published in Cognitive Neuroscience.

These experiments examined the impact of task interdependency between participant pairs on spatial

attention in a joint Landmark task.
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1.3.6 Chapter 7

The seventh chapter employs the same joint Landmark task utilised in Chapter Six, but with different

social demands. A cooperative and competitive joint Landmark task was developed for this chapter in

order to test whether positive and negative social demands affect spatial attention differently.

1.3.7 Chapter 8

The eighth chapter is a methodological chapter that consists of two single-participant experiments

bothofwhichhavebeenpublished. The first experimentof this chapter used anovel single-participant

radial Landmark task that was later used as a joint paradigm in Chapter 9. The empirical contribu-

tions of Chapter 8 primarily add to the current understanding of attentional asymmetries in perceived

depth.

1.3.8 Chapter 9

The ninth chapter adopts the single-participant radial Landmark task constructed in Chapter Eight

and modified the methodology to incorporate a second participant in a turn-based joint paradigm.

This chapter includes two experiments that examine individual differences in social discomfort on

spatial attention.

1.3.9 Chapter 10

The tenth and final chapter provides the concluding narrative that combines all the insights developed

in this thesis to create a model of social attention. This new proposed model of social attention has

been developed by combining knowledge from both cognitive neuroscience and social psychology, as

well as new theoretical insights explored in this thesis. Key contributions of this thesis are outlined in

this chapter and directions for future research are also proposed.
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When the brain ॹ whole, the unified consciousness of the

left and right hemispherॸ adds up to more than the indi-

vidual propertiॸ of the separate hemispherॸ.

Roger Wolcott Sperry, 1987

2
Clinical attentional asymmetries (Neglect)

Theaimofthis chapter is to discuss and develop an understanding of disordered perceptionswhich

inform current knowledge about the neurological underpinnings of spatial attention in healthy indi-

viduals.

2.1 Hemispatial neglect

The two halves of the brain are functionally asymmetric. Generally, the left hemisphere (LH) is con-

sidered to represent verbal functions, whereas the right hemisphere (RH) controls non-verbal (spatial)

functions. The left and the right halves of the brain, however, share a complex interconnectednetwork

that is essential to execute even the simplest of actions. Investigations into the neurological patholo-
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gies of cognition have provided unique insight into this complex network of connections in normal

functioning brains.

A particularly salient example of how functional asymmetries in the brain have been better under-

stood is through the various studies on patientswith hemispatial neglect. Neglect patients show severe

behavioural deficits in orienting, attending, perceiving and responding to objects in the contralesional

hemispace (Bartolomeo, 2014; Driver & Mattingley, 1998; Ferber & Karnath, 2001; Halligan, Fink,

Marshall, & Vallar, 2003; Halligan & Marshall, 1998; Loetscher, Nicholls, Brodtmann, Thomas, &

Brugger, 2012). Classically, these behavioural deficits were thought to occur because of parietal lobe

damage—especially in the right hemisphere (Brain, 1941; Vallar& Perani, 1986); however, subsequent

studies have shown that other cortical areas such as temporal (Karnath, 2001; Karnath, Ferber,&Him-

melbach, 2001) and even frontal (Vallar, 2001) damage can also result in neglect (see Bartolomeo, 2014;

Molenberghs, Sale,&Mattingley, 2012, for a review). More recent studies, that have access to advanced

neuroimaging equipment and techniques, have shown that neglect can also arise as a result of damage

along the subcortical networks (see Chica et al., 2012; De Schotten et al., 2011). A common finding

amongst neglect studies is that severe and persistent neglect occurs mainly in patients with right hemi-

sphere lesions (Mesulam, 1981, 1999). Consequently, patients with damage to the right hemisphere

have contralesional deficits in the left side of space that will interfere with their ability to successfully

carry out simple everyday tasks. These patients exhibit neglect behaviour in everyday tasks such as

neglecting people on the left, only grooming and dressing the right side of their body, only eating on

the right side of a plate and when navigating bumping into objects on the left.

There are three different subtypes of neglect-like symptoms; dependingon the extent of the lesion,

these symptoms can occur concomitantly (see Figure 2.1):

Sensory disrupধon Sensory disruption occurs when the primary visual cortex is damaged and often

leads to contralesional blindness (hemianopia).
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Sensory inaħenধon Unlike hemianopics, patients with sensory inattention can see objects on the left

side, but cannot direct attentional resources to them. Doricchi and Tomaiuolo (2003) pro-

posed that damage to the right parietal-frontal boundary, and the area between the rostral sec-

tion of the inferior parietal lobule and the inferior post-central gyrus, produces chronic spatial

neglect without concomitant hemianopia.

Sensorimotor impairments Patients that have lesions to the inferior parietal lobe not only present with

visual inattention, but also exhibit motor impairments contralateral to their lesion (Driver &

Mattingley, 1998; Heilman, Bowers, Coslett, Whelan, & Watson, 1985; Mattingley & Driver,

1997). These sensorimotor impairments produce an uncertainty or inability to direct actions

to the left side.

In some cases, patients with hemispatial neglect can have anosoagnosia where they show an un-

awareness or lack of concern for their neglect symptoms. Patients with anosoagnosia are less likely to

report attentional deficits after developing a brain lesion, which therefore makes hemispatial neglect

difficult to diagnose (Bartolomeo, 2014; Barrett et al., 2006).

Sensory inattention observed in hemispatial neglect patients is regarded as a higher-order pathol-

ogy. A. J. Harris (1999) succinctly describes left neglect as ‘a cognitive refusal to acknowledge percep-

tion of left-sided visual and somatosensory space’ (pg 1464). Neglect patients inattention to the con-

tralesional side occurs in the absence of visual field ormotor impairments (Driver &Mattingley, 1998;

Mennemeier et al., 2005; Brain, 1941) and can also occur for imagined stimuli (Ortigue, Megevand,

Perren, Landis, & Blanke, 2006; Bisiach & Luzzatti, 1978). Patients with spatial neglect are able to

pre-attentively process low level visual information (Vuilleumier & Schwartz, 2001; Halligan et al.,

2003; Driver & Mattingley, 1998), which suggests that the neglect brain does receive visual informa-

tion, but is unable to attend or direct visual attention to these objects (Driver & Mattingley, 1998;

Halligan et al., 2003; Kristjánsson, Vuilleumier, Malhotra, Husain, & Driver, 2005). This inability
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Figure 2.1: Illustraধon of the visual field differences and typical lesion regions for hemianopia and hemispaধal neglect.
Panel (a) represents the visual field of the leđ and right eyes in the intact brain. Panel (b) represents visual field loss
in paধents with hemianopia. Hemianopics are unable to see the leđ halves of each visual field as lesions in the visual
cortex cause deficits along the sensory pathways. Panel (c) shows an impairment in engaging aħenধonal resources to
the leđ side of space as observed in paধents with hemispaধal neglect.
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prevents neglect patients from using low level information to judge the location, distance or size of

objects on the neglected side.

2.2 Models of attention

There are variousmodels of attention, but for the purpose of this thesis only two relevant theories will

be discussed: activation-orienting and attentional networkmodels. Although the activation-orienting

and attentional networkmodels will be reviewed separately, the attention literature does not consider

them to be mutually exclusive.

Kinsbourne (1970) proposed the activation-orientingmodel to explain visual attentional asymme-

tries. Each hemisphere in the brain controls the contralateral hemispace and actions. For example, the

left hemisphere controls the right hemispace and actions by the right arm and the converse is true for

the right hemisphere (see Figure 2.2). Preparatory activation of one hemisphere gives an attentional

advantage to the contralateral hemispace, thereby resulting in superior performance in that hemis-

pace (Kinsbourne, 1970). If the right hemisphere acquires damage the left hemisphere will become

overactive leading to hyperattention in the right hemispace and hypoattention in the left hemispace

(Kerkhoff, 2001). According to this model, people with right hemisphere lesions will neglect the left

hemispace, and people with left hemisphere lesions will neglect the right hemispace. But, right ne-

glect following left hemisphere lesions are infrequent and less persistent than right hemisphere lesions

(Mesulam, 1981; Mark, 2003).

Subsequent to Kinsbourne’s activation-orienting model, Heilman (1995) and Mesulam (1999)

proposed a theoretical modification suggesting that the right hemisphere may be dominant for atten-

tion in both the left and right hemispaces, whereas the left hemisphere only controls the right hemis-

pace. Attentional asymmetries occur because of an imbalance of hemispheric activation, and themore

active hemisphere predisposes attention to be oriented to the contralateral hemispace (Reuter-Lorenz,

Kinsbourne, & Moscovitch, 1990). This hypothesis better explains how lesions to the right hemi-
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Figure 2.2: Illustraধon of how the leđ and right hemispheres control contralateral acধons.

sphere lead to left neglect, whereas lesions to the left hemisphere have a lower incidence rate and are

less severe. If the right hemisphere controls attention to both hemispaces, when a lesion occurs in the

left hemisphere the right hemisphere can compensate and direct attention to both hemispaces. But, if

the left hemisphere can only direct attention to the right hemispace, damage to the right hemisphere

cannot be compensated for by the left hemisphere (Halligan et al., 2003; Drain&Reuter-Lorenz, 1996;

Mesulam, 1981).

Since Kinsbourne proposed the activation-orienting theory, many studies have supported his hy-

pothesis showing that engaging in activities that preferentially activate one hemisphere results in shifts

of attention towards the contralateral hemispace. Neglect symptoms, for example, are ameliorated by

monocular patching the right eye, but exacerbated by left eye patching (Butter, 1992; Barrett, Crucian,

Beversdorf, & Heilman, 2001; Serfaty, Soroker, Glicksohn, Sepkuti, & Myslobodsky, 1995; Barrett &

Burkholder, 2006). Presumably, this occurs because left hemispace engagement reduces the imbal-

ance in hemispheric activity, whilst right hemispace engagement increases cerebral asymmetry. Simi-

lar patterns of hemispheric asymmetries are observed in neglect patients by left-right limb activation

(Frassinetti, Rossi, & Ladavas, 2001; Eskes, Butler, McDonald, Harrison, & Phillips, 2003) or lateral

cueing (Milner, Harvey, Roberts, & Forster, 1993; Vuilleumier, 2002).
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The parietal-frontal network in neglect patients has been shown to be hyper-excitable compared

to other stroke patients (Koch et al., 2008; Levine et al., 2006). This hyper-excitability in the intact

hemisphere is thought to be a compensatory reaction to brain injury (Bonnì, Mastropasqua, Bozzali,

Caltagirone, & Koch, 2013). Koch et al. (2008) applied this model of hemispheric overactivity in ne-

glect patients to investigate the usefulness of transcranial magnetic stimulation (TMS) for rehabilita-

tive purposes (see also Bonnì et al., 2013; Koch et al., 2012). Applying theta-burst stimulation over the

left posterior parietal cortex for several session over two weeks demonstrated a significant global im-

provement of visuospatial neglect (Bonnì et al., 2013; Koch et al., 2012). Bonnì et al. (2013) propose that

the theta burst stimulation over the left hemispheremay have counteracted the hemispheric imbalance

between the two hemispheres by decreasing the hyper-excitability of the left hemisphere and thereby

improving neglect symptoms. The authors also noticed an improvement in intrahemispheric connec-

tivity thus providing support for the next model of discussion—the attentional network model.

Recent research has identified the importance of neural attentional networks in the allocation of

spatial attention, as well as the role of subcortical damage to the severity and subtypes of hemispatial

neglect (Verdon, Schwartz, Lovblad,Hauert,&Vuilleumier, 2009;Doricchi, de Schotten, Tomaiuolo,

& Bartolomeo, 2008; Bartolomeo, De Schotten, & Doricchi, 2007). Growing evidence from lesion

mapping and neuroimaging studies has shown that lesions along the dorsal (Committeri et al., 2007;

Corbetta&Shulman, 2002) and the ventral visual stream (Grimsen,Hildebrandt,&Fahle, 2008; Cor-

betta&Shulman, 2011) can result in visual neglect. Thedorsal stream relays visual information starting

from the primary visual cortex and extending dorsally to the parietal lobule. The ventral stream relays

visual information also starting from the primary visual cortex and extending ventrally to the tempo-

ral lobule. Both of these subcortical visual streams play an important role in visual attention. Until

recent advances in neuroimaging, the impact of damage along these pathways has been studied some-

what indirectly. Advances in neuroimaging, such as diffusion tensor imaging (DTI), have allowed a

more direct examination of cortical damage to the intrahemispheric transfer of visual information.
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Diffusion Tensor Imaging shows that there are three white-matter tracts called the superior lon-

gitudinal fasciculus (SLF) I, II and III, that have been implicated in visual neglect (De Schotten et al.,

2011; Vuilleumier, 2013; Molenberghs et al., 2012; Doricchi et al., 2008). The SFL I connects the supe-

rior parietal cortex with superior frontal areas, thereby overlapping with the dorsal stream. The SLF

III connects the inferior parietal cortex with inferior frontal areas, thereby overlapping with the ven-

tral stream and the SLF II may possibly connect the two streams. Neglect patients that have damage

along the SLFII, which is responsible for intrahemispheric communication, have more severe spatial

neglect (Karnath, Rorden, & Ticini, 2009; De Schotten et al., 2011). Vuilleumier (2013) suggests that

the disrupted communicationwithin andbetween the hemispheresmay lead to an atypical integration

of visual information playing a major role in the incidence and manifestation of neglect.

Arousal also plays an important role in dynamic inter- and intrahemispheric interaction and is

a strong predictor in the incidence and persistence of visual neglect (Vuilleumier, 2013; Chica, Bar-

tolomeo, & Valero-Cabré, 2011; I. H. Robertson, Manly, Andrade, Baddeley, & Yiend, 1997). Arousal

is thought to be important in the orienting and distribution of attention andmodulated by the nora-

drenergic system (Coull, 1998; Clark, Geffen, & Geffen, 1989). Increased arousal allows for the faster

orienting and processing of spatial information, regardless of its location (Fernandez-Duque & Pos-

ner, 1997). Neglect patients with damage along right ventral areas exhibit impairments in arousal,

detection and reorienting of attention (Corbetta & Shulman, 2011, 2002). Corbetta and Shulman

(2011) proposed that a decrease in arousal leads to atypical interactions between the dorsal and ventral

streams, which results in an imbalance of dorsal stream activity. Furthermore, the authors suggest that

this imbalance in the dorsal attention network favours the left hemisphere driving attention and eye

movements to the right visual field.

Arousal is also important for the voluntary maintenance of alertness over time known as ‘sus-

tained attention’ (Sturm & Willmes, 2001). Deficits in sustained attention can also contribute to the

incidence and severity of neglect (I. H. Robertson et al., 1997). Manipulating arousal in neglect pa-
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tients has been shown to ameliorate neglect symptoms (I. H. Robertson et al., 1997; Malhotra, Par-

ton, Greenwood, & Husain, 2006). This shows the direct effect of arousal on spatial attention and

the importance of the dynamic communication between the ventral and dorsal attentional networks.

2.3 Assessments of hemispatial neglect

Hemispatial neglect can lead to a wide range of cognitive and behavioural deficits. As a result stan-

dardised tests such as the Behavioural Inattention Test (BIT) have to incorporate various tasks to

accurately assess these impairments (Hartman-Maeir & Katz, 1995). Commonly used tasks that as-

sess cognitive impairments in neglect patients are paper and pencil tests such as: cancellation tasks,

line bisection tasks, and copying or drawing tasks (Reuter-Lorenz & Posner, 1990; Morris, Mickel,

Brooks, Swavely, & Heilman, 1985; Bisiach, Ricci, Lualdi, & Colombo, 1998; Harvey, 2004; Halligan

et al., 2003; Loetscher et al., 2012; Hartman-Maeir & Katz, 1995; Gauthier, Dehaut, & Joanette, 1989;

Parton, Malhotra, & Husain, 2004).

Line bisecধon A line bisection is a classicmethodused to assess perceptual biases. When asked tobisect

the centre of a horizontal line, patients with spatial neglect place their bisections considerably

to the right. This bisection behaviour is thought to reflect an overattention to the right side of

the line (see Bartolomeo, 2014, for a review).

Cancellaধon task A cancellation task is a search-like task where patients are presented with an array

of small targets and distractors on paper and are instructed to cancel out one type of target

within the array. This task assesses patient’s ability to find and cancel targets in their neglected

hemispace, often targets on the left are overlooked whereas targets on the right are not (see

Figure 2.3).

Copying or drawing task The copying or drawing task is another common assessment task. Various

images have been used in this task, where a patient is asked to draw a copy of an image and
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(a) Bell’s cancellaধon reproduced from Sarri,
Greenwood, Kalra, and Driver (2009)

(b) Line cancellaধon task reproduced from
Bartolomeo (2014)

Figure 2.3: Neglect on two types of cancellaধon tasks. (a) Example of Bell’s cancellaধon task. Most of the bells that
were detected by the paধent were on the right of the array. All the bells on the leđ were omiħed.(b) Example of a line
cancellaধon task. Most of the lines on the right were cancelled and the lines on the leđ were untouched.

their graphical omissions and errors in replicating the image are assessed for neglect. A typical

example of a copy or drawing task is the clock drawing task. In this task, patients are shown

an image of a clock face and asked to redraw it. Patients with hemispatial neglect usually place

most of the numbers on the right and omit numbers on the left (see Figure 2.4).

Figure 2.4: Example of a neglect paধent drawing a clock face. The paধent was shown the clock image on the leđ and
instructed to redraw it. The right image shows the paধents aħempt to replicate the clock face. Most of the numbers
were placed on the right of the clock face and numbers on the leđ of the clock were omiħed. Image taken from Mark
(2003).

The BIT also comprises of various everyday behavioural tasks such as: dialling on a telephone,

reading amenu, coin and card sorting, telling and setting the time, map navigation, reading and copy-

ing sentences and picture scanning (Hartman-Maeir & Katz, 1995). Although, the line, cancellation,
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drawing and behavioural tasks can give an accurate indication of neglect symptomology, these assess-

ments cannot differentiate between the underlying causes that produce neglect (Loetscher et al., 2012).

2.4 Neglect in input and output modalities

Perception (input) and action (output) processes are very closely coupled. Successful visually guided

actions rely on the rapid and continuous online updating of sensory information. When one of these

processes breaks down, serious sensory and behavioural consequences transpire. Lesions to the right

parietal lobe cause left side neglect, resulting in marked right line bisections. While line bisection is a

valuable assessment tool, it has a limited capacity todifferentiate between input (attention) andoutput

(motor) neglect. Chronic bisections to the right can occur in neglect patients for the following reasons:

the left side of the line is underestimated (input deficit); unsuccessful attempts to direct actions to the

left side (output deficit) or a combination of these deficits (Loetscher et al., 2012).

Disentangling visually guided actions (output) from a corresponding target location (input), is a

challenge for neglect researchers. Various methodologies have been developed to try and differentiate

between input and output components of neglect (Reuter-Lorenz & Posner, 1990; Tegner & Levan-

der, 1991; Nico, 1996; Na et al., 1998; Bisiach, Geminiani, Berti, & Rusconi, 1990). Unfortunately,

there are major criticisms to each of these methodologies (see Loetscher et al., 2012; Harvey, 2004, for

a review). Loetscher et al. (2012) hypothesised that output neglect affects guided actions to the left, but

leaves perceptual faculties relatively intact. Under this assumption the authors instructed patients to

judge their own bisections. If patients bisected lines and then judged the accuracy of their bisections

then it is possible to distinguish between perceptual and motor neglect. To this end, Loetscher et al.

(2012) showed that patients with output neglect were able to correctly identify their misbisections,

whereas those with perceptual neglect could not. Differentiating between input and output subtypes

of neglect can be useful in identifying suitable rehabilitation techniques.
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2.5 Neglect across horizontal, vertical and radial axes

On horizontal line bisection, the left-right asymmetry is clear in neglect patients where the line bisec-

tion taskonly tests onedimension at a time. But, on the cancellation task—which can test performance

across a full array, many left neglect patients are particularly poor at cancelling out targets in the lower-

left quadrants (Morris et al., 1985;Halligan&Marshall, 1989;Mark&Heilman, 1998, 1997;Halligan&

Marshall, 1989; Mark & Heilman, 1997, 1998) or responding to salient cues in the lower-left (Làdavas,

Carletti, &Gori, 1994). This suggests that RH damage can also affect orienting along the vertical axis.

Previc (1990) proposed the role of separate neural networks for the functional specialisation of

the upper and lower visual fields along the vertical axis. There are two neural pathways—the dorsal

and ventral streams. Each stream specialises in carrying out different tasks that are typically performed

in the upper and lower hemispaces. Both pathways start in the primary visual cortex (V1). The dorsal

pathway extends dorsally to the parietal regions and the ventral pathway extends ventrally to the tem-

poral regions. Previc hypothesised that because searching behaviours usually occur in the upper visual

field, the ventral pathway has evolved to specialise in far vision and that the dorsal pathway has adapted

to specialise in near vision. Evidence fromneglect patients supports Previc’s hypothesis where patients

with damage to areas along the ventral circuitry show attentional deficits in far space (Shelton, Bowers,

&Heilman, 1990; Adair,Williamson, Jacobs, Na, &Heilman, 1995; Committeri et al., 2007), whereas

patients with damage to dorsal areas show chronic biases in near space (Mennemeier, Wertman, &

Heilman, 1992; Berti & Frassinetti, 2000).

Drain and Reuter-Lorenz (1996) postulated the importance of inter- and intra-hemispheric pro-

cesses in vertical orienting. Analogous to Kinsbourne’s hypothesis of inter-hemispheric processes for

lateral orienting, Drain and Reuter-Lorenz thought that damage to areas along the dorsal and ventral

circuitry would result in a deficient inhibition of the other circuit and an overactivity of the intact

pathway. Typically, patients with damage to parietal areas along the dorsal stream neglect lower space
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(Rapcsak, Cimino, &Heilman, 1988; Halligan&Marshall, 1995; Pitzalis, Spinelli, & Zoccolotti, 1997;

Bender & Teuber, 1948; Làdavas et al., 1994). Patients with lesions to temporal areas along the ven-

tral stream show neglect in upper space (Shelton et al., 1990; Mennemeier et al., 1992). More recent

neuroimaging studies show that neither the dorsal or ventral networks in isolation control attention

processes, but rather the dynamic and flexible interaction between these two networks allows for the

successful integration of top-down attention and bottom-up sensory information (De Schotten et al.,

2011; Chica et al., 2012; Vossel, Geng, & Fink, 2014).

In some cases of neglect, patients can show an unusual dissociation in proximal and distal spaces

along the radial axis (Shelton et al., 1990; Committeri et al., 2007; Cowey, Small,&Ellis, 1994). Williamson

et al. (2014) conducted a horizontal line bisection study with patients with unilateral LH or RH dam-

age. Patients in their study bisected horizontal lines presented at proximal and distal distances of

300mm and 1678mm. Patients with RH damage bisected lines similar to controls in proximal space,

but in distal space they bisected the lines farther to the right. In contrast, patients with LH damage

bisected lines similar to controls in distal space, but in proximal space they bisected the lines more

rightward. This study demonstrates the influence of the LH on proximal space and RH on distal

space. Heilman, Chatterjee, and Doty (1995) argued that visual activities that are performed closer to

the body such as reading, writing or tool use are carried out by the LH, but visual exploration occurs

away from the body and is performed by the RH. This explains why some patients with LH damage

neglect proximal (peripersonal) space and some patients with RH damage neglect distal (extraper-

sonal) space.

Visual attention is spatially and asymmetrically distributed along the horizontal, vertical and ra-

dial axes. The brain activates a combination of inter- and intra-hemispheric processes to distribute

attention along a single or multiple spatial axes. Neurological damage to areas along the attentional

network can have serious behavioural consequences for activities that require the allocation of atten-

tion along left-right, upper-lower and near-far dichotomies or a combination thereof.
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2.6 Spatial maps and neglect: personal, peripersonal and extrapersonal

spaces

The brain not only integrates visual andmotor information to carry out actions, it also has specialised

neural maps for coding reachable and non-reachable space (Rizzolatti, Riggio, & Sheliga, 1994; Berti

& Frassinetti, 2000; Goodale & Milner, 1992). Brain (1941) was the first to propose distinct neural

links for reaching and walking (non-reachable) distances. He found that in some cases of right hemi-

sphere damage patients had neglect in reachable space, whereas in another case there was neglect be-

yond reachable space. Subsequently, many other researchers have found similar cases of neglect and

have extended this research. Based on neuropsychological and behavioural evidence, it is now widely

accepted that the brain has specialised neural maps for three main areas around one’s body: personal,

peripersonal and extrapersonal.

Personal space is the area occupied by and immediately around the body (Vaishnavi, Calhoun,

& Chatterjee, 2001; Committeri et al., 2007; Kennedy, Gläscher, Tyszka, & Adolphs, 2009). Patients

with right inferior parietal damage frequently exhibit personal neglect, particularly in the supramagi-

nal and post-central gyri (see Committeri et al., 2007). This type of neglect is when patients are unable

to attend to half of their personal space so that they only groom or dress the ipsilesional half of their

body. Despite being essential to attend to one’s own body, personal space also has a vital protective

function. When potentially threatening objects invade one’s personal space the body will automat-

ically engage reflexive and defensive reactions to prevent serious bodily harm. The amygdala plays

a crucial role in employing the fight-or-flight response to rapidly process sensory information about

potential dangers and to respond to these threats (Graziano & Cooke, 2006). Even though patients

with neglectmay have undamaged amygdalae, inattention to contralesional spacemeans theywill also

neglect incoming threats in personal space. Consequently, neglect patients will not be able to protect

themselves from threatening objects in contralesional space. Although personal space has an impor-
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tant protective function, there is evidence to suggest that threat assessment occurs beyond personal

space before it reaches this defensive barrier (Graziano & Cooke, 2006; Cléry, Guipponi, Wardak, &

Hamed, 2015).

Peripersonal space is often described as reachable space (Brain, 1941; Rizzolatti et al., 1994; Vaish-

navi et al., 2001; Cléry et al., 2015). Based on neglect studies, Brain (1941) was one of the first researchers

to suggest that there are different areas in the brain for reachable and unreachable space. Seminal

neglect studies have shown that peripersonal space can expand to incorporate tools too. Berti and

Frassinetti (2000) showed in a case study that when they gave a neglect patient a laser pointer to bisect

a line she displayed a rightward bias in near, but not in far space. But, when they gave her a long stick

to bisect the line in far space she exhibited neglect again. Berti & Fransenetti’s patient had lesions in

the RH, thereby giving rise to neglect in peripesonal space, however, when they gave her a long stick

she could now reach objects in far space. The stick had changed her boundary of what is considered

reachable. This example demonstrates that the brain continually updates and relays visual informa-

tion to top-down areas such as the prefrontal cortex and the lateral intraparietal regions (Baluch& Itti,

2011). These areas can lead to a contraction or expansion of peripersonal space under the influence of

contextual information.

Extrapersonal space is the area outside of arm’s reach (Varnava, Dervinis, & Chambers, n.d.). Pa-

tients that have had damage to areas along the ventral network such as the temporal regions or the

middle frontal gyrus demonstrate neglect symptoms in far space (Shelton et al., 1990). Previc pos-

tulated that far space is important for search behaviours. Other activities, for example, navigating

through an environment, relies on inter-hemispheric activity between the dorsal and ventral pathways.

When navigating, neglect patients tend to bump into objects on the left side of their environment

(I. H. Robertson & Halligan, 1999). De Schotten et al. (2011) proposed that this inter-hemispheric

communication occurs in the middle superior longitudinal fasciculus tract known for goal-directed

attention. Although the dorsal areas are largely responsible for identifying the location of objects and
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the ventral areas are important for object recognition and search behaviours, many researchers have ar-

gued that executing visuomotor actions in three-dimensional space requires effective intra- and inter-

hemispheric communication from both pathways (Goodale &Milner, 1992; De Schotten et al., 2011).

2.7 Effect of distractors on neglect

So far, I have discussed how damage to various areas along the attentional network can impair in-

terconnected visual maps in the brain, and result in various subtypes and manifestations of neglect

across different axes. Although damage to these attentional areas leads to an inability of stimuli on the

contralesional side to reach awareness, undamaged attentional areas can still unconsciously process ne-

glected information. There is increasing behavioural and neurophysiological evidence suggesting that

the properties of stimuli, such as shape (McGlinchey-Berroth, Milberg, Verfaellie, Alexander, & Kil-

duff, 1993) , colour (Kristjánsson et al., 2005) and emotional valence (Halsband, Gruhn, & Ettlinger,

1985; Vuilleumier, 2002; Vuilleumier & Schwartz, 2001), can still be pre-attentively processed in the

left hemispace despite these stimuli failing to reach awareness.

On line bisection measures, patients with severe spatial neglect can be influenced by configural

illusions such as the Judd andMuller-Lyer illusions (Ro&Rafal, 1996;Mattingley, Bradshaw,&Brad-

shaw, 1995) and even basic shapes can impact on bisection performance (Corbetta & Shulman, 2002).

Furthermore, neglect patient’s bisections are also sensitive to lateral cues presented at the ends of the

line, where left cues decrease rightward shifts (Riddoch & Humphreys, 1983; Milner, Brechmann, &

Pagliarini, 1992; Bonato, Priftis, Marenzi, & Zorzi, 2008). Right parietal lesions, observed in neglect

patients, leave the ventral pathway intact. Driver and Mattingley (1998) argue that the intact ventral

stream results in residual processing for object recognition in neglect patients.

The inferior parietal cortex and its interconnected cortical and subcortical areas have been impli-

cated in the orienting of spatial attention to relevant stimuli (Halligan et al., 2003; Mesulam, 1999;

Posner & Petersen, 1990). The interference from distractors when orienting attention have also been
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shown to engage the cortical areas surrounding the inferior parietal cortex (Marois, Leung, & Gore,

2000). There is a general consensus that there are two distinct types of orienting attention: exogenous

and endogenous (Posner, 1980; Theeuwes, 1991). Exogenous orienting is the automatic, rapid, reflex-

ive attraction of attention to some basic attributes of stimuli. This type of attention orients without

voluntary control and is particularly important for orienting attention to threatening stimuli. In con-

trast, endogenous orienting is slower, voluntary and purposeful attention. Endogenous orienting is

necessary for guided actions, processing the abstract qualities of stimuli and extracting meaning from

these qualities.

2.8 Concluding remarks

Perceptual asymmetries observed in neglect patients occur as a result of a higher-order deficit (Driver

&Mattingley, 1998;Halligan et al., 2003; Kristjánsson et al., 2005). Cerebral damage to these areas lead

to a hemispheric imbalance between the two hemispheres. Accordingly, this leaves the intact hemi-

sphere overactive thereby producing chronic ipsilesional attentional asymmetries. Moreover, patho-

logical hemispheric imbalances can also give rise to extreme biases in vertical and radial dimensions.

Although these attentional asymmetries in neglect patients are extreme they share similarities with the

smaller and less noticeable asymmetries observed in non-clinical populations. Lesions to attentional

areas appear to exacerbate the behavioural tendencies observed in the intact brain, therefore providing

important insight into the engagement ofmechanisms that underlie the orienting of attention (Drain

& Reuter-Lorenz, 1996). The next chapter focuses on the functional and attentional asymmetries in

the intact brain and the insights researchers have gleaned from lesion studies that can provide a better

understanding of the perceptual asymmetries in non-clinical populations.
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Our brain ॹ mapping the world. Often that map ॹ

distorted, but it’s a map with constant immediate sensory

input.

Edward Osborne Wilson, 1998

3
Non-clinical visual asymmetries

(Pseudoneglect)

Inordertoestablisha complete and comprehensivepicture on attentional asymmetries inhealthy

individuals, this chapter mirrors topics outlined in the previous chapter on attentional neglect. These

topics are core to subsequent chapters and will be referred to throughout the content of this thesis.
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3.1 Visual asymmetries

Attentional asymmetries are not unique to patients with brain damage, but small reliable attentional

biases are also observed in people without neurological damage. Healthy participants demonstrate an

overestimation across three dimensions in the horizontal, vertical and radial axes. These attentional

asymmetries cannot be explained by low-level visual processing as they still persist under visual de-

privation (Bowers & Heilman, 1980; Chewning, Adair, Heilman, & Heilman, 1998) and also occur

for imagined stimuli (Darling, Logie, & Della Sala, 2012; Loftus, Nicholls, Mattingley, & Bradshaw,

2008; McGeorge, Beschin, Colnaghi, Rusconi, & Della Sala, 2007). Biases in orienting attention are

thought to occur because of an imbalance in hemispheric activity (Foxe, McCourt, & Javitt, 2003; Le,

Stojanoski, Khan, Keough, & Niemeier, 2015; Loftus & Nicholls, 2012; Reuter-Lorenz et al., 1990;

Siman-Tov et al., 2007) and their subcortical connections (Chica et al., 2011; Corbetta & Shulman,

2011; De Schotten et al., 2011). Although these visual biases can be exacerbated by motoric influences

(Leonards, Stone, & Mohr, 2013; Vossel, Eschenbeck, Weiss, & Fink, 2010), they are predominantly

perceptual in nature as they still occur for purely perceptual tasks (McCourt & Olafson, 1997; Milner

et al., 1992; Nicholls et al., 2012).

3.2 Models of attention

Neuroimaging studies show preferential right hemisphere (RH) activation in the fronto-parietal net-

work during visuospatial tasks ( Çiçek,Deouell,&Knight, 2009; Fink,Marshall,Weiss, Toni,&Zilles,

2002; Foxe et al., 2003; Le et al., 2015; Shulman et al., 2010). These data are consistentwithneglect stud-

ies, which demonstrate the importance of the RH in allocating visuospatial attention (Barrett, Bevers-

dorf, Crucian, & Heilman, 1998; Doricchi & Tomaiuolo, 2003; Driver & Mattingley, 1998; Heilman

& Van Den Abell, 1980; Molenberghs et al., 2012). There are various models of attention that debate

the underpinnings of attentional control; however, only the models that have directly contributed to
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the contemporary understanding of attention will be discussed in this chapter.

In Kinsbourne’s (1970, 1972) activation-orienting hypothesis, he proposed that asymmetries in

processing visual input are as a direct result of the specialisation of each hemisphere. To support

this hypothesis, Kinsbourne referred to language studies showing that verbal information is better

reported from the right ear than the left (Kimura, 1961; Satz, 1968). He argued that language tasks

show a right-sided superiority, whereas non-verbal spatial tasks show the opposite pattern—a left-

sided superiority (Braine, 1968; Bryden & Rainey, 1963; Kimura, 1966; Kinsbourne, 1970). Based on

the evidence that each hemisphere controls that contralateral hemisphere (Brain, 1941; Kinsbourne,

1972; Munk, 1890), Kinsbourne suggested that the right hemisphere is dominant for non-verbal spa-

tial tasks.

In support of the activation-orientingmodel, a large body of literature has demonstrated that the

right hemisphere shows greater activation during spatial tasks ( Çiçek et al., 2009; De Schotten et al.,

2011; Foxe et al., 2003; Le et al., 2015; Loftus &Nicholls, 2012; Longo, Trippier, Vagnoni, & Lourenco,

2015; Loughnane, Shanley, Lalor, & O’Connell, 2015; Shulman et al., 2010; Nicholls, Bradshaw, &

Mattingley, 1999). Furthermore, recent studies show neuroimaging evidence that left visual field su-

periority on spatial tasks is associatedwith greater right hemisphere activation (Siman-Tov et al., 2007).

Notably, greater right hemisphere activation does not only lead to left visual field superiority, but also

contralateral left visual field overattention ( Çiçek et al., 2009; Foxe et al., 2003; Jewell & McCourt,

2000; Loftus & Nicholls, 2012; Longo et al., 2015; McCourt, 2001). This overattention produces an

overestimation in the length, size and distance of objects in the left visual field (Brian Krupp, Robin-

son, & Elias, 2010; Jewell & McCourt, 2000; Roth, Lora, & Heilman, 2002; Suavansri, Falchook,

Williamson, & Heilman, 2012; Szpak, Loetscher, Bastian, Thomas, & Nicholls, 2015).

Building upon the activation-orienting model Kinsbourne also proposed the ‘opponent-process’

model, where the left and righthemispheres are kept inbalanceby inter-hemispheric inhibition (Kinsbourne,

1982). Thismodel hypothesised that the strength of activation in each hemisphere determines the level
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of attention allocated to the contralateral hemispace. Heilman and Valenstein (1979) and Mesulam

(1999) adapted Kinsbourne’s model based on clinical observations with neglect patients. They ob-

served that left hemisphere damage led to no ormild spatial neglect, whereas right hemisphere damage

caused the most severe forms of neglect. They hypothesised that whilst the left hemisphere directs at-

tention to the contralateral right visual field, the right hemisphere is extraordinary as it has the ability

to attend to both the left and right visual fields.

The attentional network model is largely based on neuroimaging data that have identified func-

tional and anatomical roles in orienting spatial attention. This model argues for two attention net-

works, the dorsal and ventral networks, which continually interact with each other during the alloca-

tionof spatial attention. Thedorsal network starts in the occipital lobe, runs dorsally through the pari-

etal lobe to the frontal lobe and connects to the frontal eye field (Corbetta & Shulman, 2011; Duecker

& Sack, 2014). This network is responsible for orienting attention and the top-down processing of

sensory information (Corbetta & Shulman, 2011; Shulman et al., 2010; Vossel et al., 2014). The ven-

tral network originates in the occipital lobe and runs ventrally through the lower regions of the cortex

through areas connecting the parietal and frontal lobes, the temporal parietal junction and the ventral

frontal cortex (Duecker& Sack, 2014). The ventral network is responsible for reorienting attention to

unexpected or salient stimuli (Chica et al., 2011, 2012; Driver & Mattingley, 1998; Vossel et al., 2014).

Neuroimaging data shows that the ventral network is right lateralised, which may explain left visual

field superiority (Corbetta & Shulman, 2011; De Schotten et al., 2011).

A review by Duecker and Sack (2014) introduced a hybrid model of attentional control that hy-

pothesised two distinct sources of hemispheric asymmetry. This model is inspired by theories from

Kinsbourne (1970), Heilman and Valenstein (1979), and Corbetta and Shulman (2011). They hypoth-

esised that the left and right parietal areas in the dorsal network compete for attentional control via

hemispheric inhibition. Because the ventral networkover the fronto-parietal regions is right lateralised

(De Schotten et al., 2011), an imbalance in intra-hemispheric communication over this region leads to

26



an indirect effect on the dorsal fronto-parietal network. The dorsal fronto-parietal network is right

hemisphere dominant and is able to direct attention to both hemifields. These two distinct hemi-

spheric asymmetries over the dorsal fronto-parietal networkmay explain the subtle biases observed in

healthy participants when orienting attention to space (see Figure 3.1).

Figure 3.1: An illustraধon of the hybrid model of aħenধonal control which has been adapted from Duecker and Sack
(2014) and has been inspired by the three followingmodels: acধvaধon-orienধng, opponent-process and the aħenধonal
network models. Duecker and Sack (2014) proposed two separate sources of hemispheric asymmetries within the
dorsal fronto-parietal network. The purple lines illustrate visual informaধon relayed to the parietal cortex where top-
down modulaধon is exerted within each hemisphere. The green lines represent inter-hemispheric compeধধon where
aħenধonal control is exercised via hemispheric inhibiধon. The red lines demonstrate that the right hemisphere receives
visual informaধon from both hemispheres and is able to aħend to both hemispaces, whereas the leđ can only aħend to
the right hemispace. The aqua lines show the ventral fronto-parietal network where visual informaধon is also relayed
to the TPJ (temporal parietal juncধon), VFC (ventral frontal cortex) and to the FEF (frontal eye field).

3.3 Spatial tasks assessing pseudoneglect

In the previous chapter, various cognitive impairments of hemispatial neglect and the clinical assess-

ments commonly used to measure spatial impairments have been discussed. In this subsection, I will

27



examine the spatial tasks used to measure subtle attentional biases resulting from asymmetrical hemi-

spheric activation in normal participants. These tasks include the line bisection task, Landmark task

and Greyscales task, all of which have been used in this thesis to measure shifts in attention. The non-

clinical version of the line bisection task is identical to the clinical version created by Bisiach, Capitani,

Colombo, and Spinnler (1976) to measure attentional deficits. Usually the line bisection task consists

of a long line centred on a blank page and is approximately 120–200mm in length. In this task, a series

of solid black lines are presented to participants, and they are asked to bisect the line with a pencil

where they think the centre is. Because of functional asymmetries participants will mark the centre of

the line to the left of true centre (see Figure 3.2).

Figure 3.2: An example of a line bisecধon task. A line is presented on a blank sheet of paper and parধcipants are asked
to mark the centre of the line (red dashed line). Parধcipants typically mark the perceived centre as being leđ of the true
centre. The dark solid verধcal line represents the true centre (not shown to parধcipants).

The Landmark task is a pre-bisected variation of the line bisection task that was developed by

Milner et al. (1993) to limit motor biases that may exist in the line bisection task. Milner et al. (1993)

aimed to develop a task that only measured perceptual biases. Since the Landmark task was created,

several variations of Landmark stimuli and task instruction have been used in the attention literature
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(Fink et al., 2002; Varnava & Halligan, 2009). Milner and colleagues’ version of the Landmark task

consisted of a solid black line with a transector shifted from the midpoint at various locations along

the line. Participants were asked to judge on which side of the transector the line segment is shorter.

Other instructional variations require participants to judge which side is longer (Nicholls et al., 2012;

Vossel et al., 2010), or whether the two line segments on either side of the transector are equal (Fink

et al., 2002; Toraldo, Fiori, & Vanzan, 2010). McCourt and Olafson (1997) designed a well-known

computerised version of the pre-bisected lines that have been frequently used to measure attentional

asymmetries in healthy participants (see Figure 3.3).

Figure 3.3: An example of a pre-bisected line designed by McCourt and Olafson (1997). In this example, the transector
has been shiđed to the right of the true centre.

Because there are many different variations of the Landmark task, the effect of strategy on line

bisection is an important methodological question. Fink et al. (2002) showed that common neural

areas are activated when participants make judgements about either line length or transector position.

Although slight differences in activation occur for each task strategy, no differences in bisection error

rates were observed for the two judgement types. Varnava and Halligan (2009) asked participants

to describe their bisection strategies and identified 3 strategies: comparing line segments, judging the
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centre of mass (midpoint) and using external reference points. Importantly, none of these strategies

predicted line bisection performance suggesting that the use of any single strategy does not account

for functional asymmetries.

TheGreyscales task is anotherperceptual task that has beenused tomeasurepseudoneglect (Learmonth,

Gallagher, Gibson, Thut, & Harvey, 2015; Nicholls et al., 1999; Nicholls, Mattingley, Berberovic,

Smith, & Bradshaw, 2004). This task consists of two parallel bars each with a gradient in luminos-

ity starting from black on the one side and gradually increasing in brightness to white on the other

side (see Figure 3.4). TheGreyscales are presented to participants as mirror-reversed luminescent pairs

and participants are asked to indicate which of the two bars is darker. About 68% of the time partici-

pants will perceive the bar with the black gradient starting on the left as the darker of the two stimuli

(Nicholls et al., 1999). Moreover, when the instruction is reversed andparticipants are asked to indicate

which bar is lighter, participants will again choose the relevant feature on the left side of the stimulus.

This suggests that the spatial mechanisms responsible for length judgements are also specialised for

other spatial judgments relating to numerosity and brightness.

Figure 3.4: An example of the Greyscales sধmuli. Parধcipants are instructed to indicate which bar they think looks
darker. Typically parধcipants will perceive the relevant feature on the leđ as being darker i.e in this example parধcipants
will more likely choose the boħom bar as being darker overall.
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Although healthy participants typically display a leftward asymmetry on all three of these tasks,

there is minimal evidence demonstrating significant inter-task correlations (see Learmonth et al., 2015,

for a review). A recent paper that employed all three tasks found, at best, aweak trend between the line

bisection andLandmark tasks. At first glance this lack of inter-task correlation is concerning as all tasks

are supposed to measure pseudoneglect, however, Learmonth et al. (2015) suggest that different task

demands may lead to slight changes in how pseudoneglect is represented. Learmonth et al. (2015) also

discuss the possibility that pseudoneglect may be a multi-faceted phenomenon. The authors argued

that the direction and extent of the bias is strongly task-dependent, but that the performance on each

of these tasks still share partially overlapping neural mechanisms. Learmonth et al. (2015) propose

that their data is consistent with Kinsbourne’s opponent-process model where the level of activation

within the left and right hemispheres determines the extent of the bias in the spatial task.

3.4 Pseudoneglect in input and output modalities

In order to successfully carry out actions within the world, the brain relies on a rapid and reliable in-

tegration of information from both sensory (input) and motor (output) modalities. The previous

chapter on neglect outlined this closely coupled relationship and the deficits that ensue when one of

these processes breaks down. Akin to studies on neglect, the pseudoneglect literature has also had

difficulties in differentiating the unique contributions of each of these two components. Due to the

differences in task demands on the various spatial tasks, one particular question that has been of inter-

est to attention researchers is, to what extent is pseudoneglect perceptual-attentional and/or motor-

intentional?

Although line bisection is a reliablemeasure of attentional biases in both clinical and healthy pop-

ulations, there is a known motor component to the task (Jewell & McCourt, 2000; Leonards et al.,

2013; Vossel et al., 2010). As such, biases on this task are not solely attentional in nature, but can also

be motor-intentional (Cavézian, Valadao, Hurwitz, Saoud, & Danckert, 2012; Hurwitz, Valadao, &
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Danckert, 2011; N. A. Thomas & Elias, 2012; Vossel et al., 2010). It has been suggested that the motor

component of the line bisection task, yields greater leftward biases than the Landmark task (Jewell &

McCourt, 2000; Leonards et al., 2013; Vossel et al., 2010). To avoid confusing motor and perceptual

biases, Milner et al. (1993) developed the Landmark task, which consists of pre-bisected lines and re-

lies more heavily on perception by using verbal responses (Bisiach et al., 1998) or simple key presses

to minimise motor involvement (McCourt & Jewell, 1999; Nicholls et al., 2012). Performance differ-

ences across diverse attentional and motoric task demands between the various spatial tasks further

highlights the possibility of a multi-faceted pseudoneglect (Learmonth et al., 2015).

3.5 Asymmetries across horizontal, vertical and radial axes

Our perceptions and actions occur within the detailed three-dimensional environment we live in, and

as a result the brain has adapted to process sensory information along three spatial axes: horizontal,

vertical and radial. Accordingly, distinct functional and behavioural asymmetries arise across all three

axes (De Schotten et al., 2011; Fink, Marshall, Weiss, & Zilles, 2001; Foxe et al., 2003; Heilman et al.,

1995; Jewell & McCourt, 2000; Nicholls et al., 2004; Previc, 1990; Szpak, Loetscher, Bastian, et al.,

2015; Weiss et al., 2000).

Horizontally orientated spatial stimuli, such as in Figures 3.2, 3.3 and 3.4 are able to measure

pseudoneglect—an overrepresentation of the left side of these stimuli. This overrepresentation leads

to perceptual biases where participants tend to think the left side of these stimuli are larger or darker

than they objectively are. Models of attention suggest that left-sided biases occur because of right

hemisphere dominance for spatial tasks (Duecker & Sack, 2014; Foxe et al., 2003; Kinsbourne, 1970;

Siman-Tov et al., 2007) and/or an imbalance between subcortical communications (Chica et al., 2012;

De Schotten et al., 2011). These biases are also observed in real world spatial tasks, such as walking

through doorways; goal-kicking or golf putting (Nicholls, Loetscher, & Rademacher, 2010; Nicholls,

Loftus, Mayer, & Mattingley, 2007; Roberts & Turnbull, 2010).
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When the same spatial stimuli (Figures 3.2, 3.3 and 3.4) are rotated and orientated vertically, an

overrepresentation of the top portion of the stimuli is observed. In a vertical orientation, the upper

portion is perceived larger or darker than it objectively is (Fink et al., 2001; Nicholls et al., 2004, 2012;

Suavansri et al., 2012). Surprisingly, there is no evidence to support that leftward and upward biases

are related to one another (Churches, Loetscher, Thomas, & Nicholls, 2015; Heber, Siebertz, Wolter,

Kuhlen, & Fimm, 2010; Nicholls et al., 2004). Researchers have suggested that different mechanisms

are engaged when processing vertical stimuli compared to horizontal (Drain & Reuter-Lorenz, 1996;

Nicholls et al., 2004; Previc, 1990). Visual asymmetries along the vertical axis have been explained

in the attention literature by Previc’s evolutionary model. Previc (1990) hypothesised that everyday

spatial activities, such as grasping or searching, have shaped the visual system to evolve relative to space

inwhich these activities occur. For example, the ventral pathway has evolved to specialise for searching

behaviours that typically occur in the upper visual field and in extrapersonal space, whereas motor

activities have influenced the dorsal pathway to specialise in activities occurring in the lower visual field

and near the body. Visual biases in the upper and lower hemispaces are thought to reflect functional

asymmetries in the ventral and dorsal visual pathways that occur due to their respective specialisations.

When the line bisection and Greyscales tasks are presented so that the stimuli radiate away from

the participant’s midline, they bias their attention towards the distal (i.e., furthest) end of the line

(Barrett, Crosson, Crucian, & Heilman, 2002; Chewning et al., 1998; Geldmacher & Heilman, 1994;

Graff-Radford, Crucian, & Heilman, 2006; Jeong, Drago, & Heilman, 2006; Nicholls et al., 2004;

Roth et al., 2002). Based on neglect case studies, Shelton et al. (1990) argued for modality-specific at-

tentional biases where attention is preferentially biased away from the body for visual exploration, but

distributed near the body for tactile exploration. Support for Shelton et al.’s hypothesis comes from

a tactile radial line bisection study that shows a proximal bias, suggesting that modality mediates the

direction of radial bisections (Chewning et al., 1998). The functional cerebral asymmetry model can

explain this modality-based shift (Heilman et al., 1995). The left hemisphere is specialised for proximal
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tasks performed involving local attention, such as reading and writing. In contrast, the right hemi-

sphere is specialised for distal tasks involving global attention, such as face recognition and spatial

navigation (Barrett et al., 1998; Heilman et al., 1995; L. C. Robertson, Lamb, & Knight, 1988).

Retinotopic influences can also affect the spatial orientation in which a stimulus is perceived.

For example, radial lines that are presented below eye level project onto the retina as vertical lines

(Suavansri et al., 2012). Along a vertical orientation objects would be perceived as up-down rather

than distal-proximal. Identifying potential retinotopic influences is important, as the neurological

mechanisms for radial and vertical are dissociative, where the former relies on cerebral specialisation

(Heilman et al., 1995) and latter is associated with dorsal-ventral stream specialisation (Previc, 1990).

3.6 Spatial maps and pseudoneglect: personal, peripersonal and extraper-

sonal spaces

From a body spatial reference frame, there are three distinct areas around the body that are differen-

tially represented in the brain: personal, peripersonal and extrapersonal (Caggiano, Fogassi, Rizzolatti,

Thier,&Casile, 2009; Cléry et al., 2015; Gross&Graziano, 1995; Previc, 1998;Weiss et al., 2000). These

neurological maps are pivotal for the most basic everyday functions of the human body—protection

and sustenance. Although these behavioural functions may sound simple, they require a collection of

complex sensorimotor calculations (Graziano & Cooke, 2006). Remarkably, these advanced sensori-

motor calculations enable a person to walk around their environment without bumping into objects,

keep their distance from potential dangers and reach for nourishment. The ability to distinguish dis-

tance from one’s body to any object in one’s environment, requires an integration of both rich per-

ceptual maps and a wide range of spatially guided motoric functions. This sensorimotor integration

is essential to perform these basic behaviours of navigation, defense and nourishment.

Personal space is the region anchored to thebody’s surface and is occupiedby thebody (Committeri

et al., 2007; Graziano & Cooke, 2006; Vaishnavi et al., 2001). This space is particularly important in

34



engaging appropriate defensive behaviours to threatening objects. Personal space requires attention

to the body that is multimodal so that tactile, auditory and visual threats are detected and appropri-

ately responded to. Essentially, Graziano and Cooke (2006) describe defense of the body’s surface as a

sensorimotor problemwhere the solution lies within rapid sensory integration to achieve flexible and

spatially guided defensive behaviours. Primate studies have implicated several cortical and subcorti-

cal areas that work together to achieve appropriate defensive reactions to threatening stimuli, such as

the ventral intraparietal, precentral gyrus, putamen, posterior parietal, superior colliculus, spinal cord,

amygdala and hypothalamus (Graziano & Cooke, 2006; Gross & Graziano, 1995).

Peripersonal space is the area surrounding the body that is directly actionable, particularly by the

arms and hands (Cléry et al., 2015; Longo & Lourenco, 2007). Higher level processes enable humans

to determine what is considered within arm’s reach. This function requires attention to low-level

visual cues, such as size, length and depth, in order to determine the distance from one’s body to an

object. From this visual information, a person is able to determine what is near/reachable and what is

far/unreachable. This suggests that there are specific top-down neural networks for interpreting these

low-level cues that allowonline updating of visually guided actions in peripersonal space. As a result of

this function, peripersonal space has been shown to be a dynamic and plastic boundary that contracts

or expands under the influence of contextual information (Berti & Frassinetti, 2000; Cléry et al., 2015;

Lourenco&Longo, 2009; Lourenco, Longo, & Pathman, 2011; Teneggi, Canzoneri, Di Pellegrino, &

Serino, 2013). Although peripersonal space is considered to be reachable space, it is not limited to arm’s

reach. Using a tool has been shown to expand peripersonal space to incorporate the tool (Cardinali

et al., 2009; Farnè & Làdavas, 2000; Iriki, Tanaka, & Iwamura, 1996). Cardinali et al. (2009) showed

that after using a tool to grab an object, the length of a participant’s arm changed so that their armwas

perceived to be longer than before they used the tool. The authors suggest that using a tool altered the

body schema, which had been updated to incorporate the tool. Several other studies have also shown

that using a tool alters one’s perception of the size of objects (Gamberini, Seraglia, & Priftis, 2008;
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Longo & Lourenco, 2006).

Extrapersonal space is the area of space that is beyond arm’s reach (Brain, 1941; Cléry et al., 2015;

Committeri et al., 2007; Heber et al., 2010). A study by Longo and Lourenco (2006) asked healthy

participants to complete a horizontal line bisection task across varying distances that transitioned from

near space to far space. Participant’s bisected these lines using a stick or a laser pointer. Longo and

Lourenco (2006) found that when participant’s bisected the lines in reachable space with a stick, there

was a leftward bias (pseudoneglect) across all distances. But, when participants used a laser pointer to

bisect the lines there was a gradual shift in pseudoneglect from left to right as the lines transitioned

from reachable (near) to unreachable (far). Although near space has been shown to activated areas

along the right parieto-frontal network, these areas are involved to a lesser effect in far space (Bremmer,

Schlack, Kaminiarz, & Hoffmann, 2013; Cléry et al., 2015; Durand et al., 2007). In accordance with

Kinsbourne’s model of attention, a decrease in right hemisphere activation would thereby decrease

pseudoneglect as the hemispheric activity would be more functionally balanced.

3.7 Effect of distractors on pseudoneglect

Acore theme in this thesis is howattention is influencedby external stimuli or events occurring outside

of a task, namely the effects of other people on attention. Because the research on the effects of other

people and pseudoneglect are limited, I thought it would be necessary to include a brief subsection

showing how cues and distractors influence attention. Furthermore, this subsection is directly related

to the next chapter that investigated the effects of social distractors on attention.

Cues are task-relevant stimuli that require voluntary top-down processing and have been shown

to attract attention in the visual field (Bultitude & Aimola-Davies, 2006; Jewell & McCourt, 2000;

Mulckhuyse&Theeuwes, 2010). Cues on the left have been shown to increase pseudoneglect and cues

on the right have been shown to decrease pseudoneglect (Bultitude&Aimola-Davies, 2006;Milner et

al., 1992). According to the activation-orienting hypothesis, cues on the left increases right hemisphere
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activation, and cues on the rightwill increase left hemisphere activation. Increased contralateral activa-

tion from right cues will also lead to greater functional balance between the left and right hemispheres

(Kinsbourne, 1972, 1982).

Distractors have been shown to effect attention differently. A distractor is a salient task-irrelevant

stimulus or event that does not necessitate an action, and has the ability to automatically occupy at-

tention outside of conscious control (Lavie, 2005). Distractors recruit bottom-up exogenous atten-

tion, where the level of influence from the distractor depends on attentional load (Lavie, 2005). A

review by Mulckhuyse and Theeuwes (2010) on unconscious attentional orienting, propose that ex-

ogenous orienting towards a task-irrelevant stimulus is typically followed by inhibition. The effect

of task-irrelevant distractors on pseudoneglect is varied, where some researchers show attention shifts

contralateral to the distractor (Toba, Cavanagh, & Bartolomeo, 2011) and others show attention shift-

ing towards the distractor (N. A. Thomas, Castine, Loetscher, & Nicholls, 2015). Chow, Gozli, and

Pratt (2014) suggest that load capacity has a strong effect on attentional orienting.

An eye-tracking study by N. A. Thomas et al. (2015) investigated the influence of distractors and

cues on attentional orienting on a line bisection task. They presented circular task-irrelevant distrac-

tors/cues in four different hemispaces (upper-left, upper-right, lower-left, lower-right) whilst partic-

ipants judged line length. In the distractor condition participants rarely fixated on the distractors,

however, they exhibited a strong attentional bias towards these distractors. In the cue condition the

authors instructed participants to attend to cues (task-relevant), but did not find a relationship be-

tween cue fixation and the strength of the attentional biases. The authors suggested that the effects of

covert (distractor condition) and overt (cue condition) orienting on pseudoneglect are also consistent

with the load theory of attention. The load theory of attention proposes that all stimuli are processed

automatically until attentional resources run out (see Lavie, 2005). In high load tasks, such as the

overt cueing paradigm, attentional resources are engaged in processing only task-relevant information

leaving no resources for processing task-irrelevant information. In low load tasks, like the covert dis-
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tractor paradigm, any spare attentional resources are automatically engaged to process task-irrelevant

distractors.

3.8 Concluding remarks

This review demonstrates that subtle, yet consistent attentional asymmetries are observed along the

horizontal, vertical and radial axes. While cues, distractors or motor influences can exacerbate these

asymmetries, they do not drive pseudoneglect. Rather these attentional biases reflect functional asym-

metries within the brainwhen orienting attention in a three-dimensional space. The remainder of this

thesis focuses on how another person can affects attentional orienting during line bisection (Chapter

Five); visual search (Chapter Five); Landmark (Chapter Five, Six, Seven and Nine); and Greyscales

tasks (Chapter Five). Although previous research has shown that another person can produce facil-

itation or interference effects during stimulus-response compatibility paradigms, these tasks do not

show how attentional orienting is affected. The next chapter (Chapter Four) reviews literature from

both social psychology and cognitive psychology to determine how social influences fit into concepts

from cognitive neuroscience and crucially, how social influences can affect spatial attention.
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When it comॸ to exploring the mind in the frame-

work of cognitive neuroscience, the maximal yield of data

comॸ from integrating what a person experiencॸ—the first

person—with what the measurements show—the third

person.

Daniel Goleman, 2004

4
The social space around us: a review of

interpersonal spatial attention

While the previous two chapters reviewed concepts andmodels of spatial attention, this chapter

will review the literature on social space andhow this space relates to the attentional concepts discussed

previously. Because social space is relatively new to cognitive psychology, relevant literature fromboth

social and cognitive psychology will be incorporated in this chapter. Moreover, I will discuss the lim-

ited research that has investigated the effects of interpersonal proximity on spatial attention and draw

together conceptual knowledge that is core to this thesis.
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4.1 Introduction

Humans are highly social beings that are continually connecting, coordinating and interacting with

other people in their environment. While it is possible to ‘put yourself in someone else shoes’, even

from a distance, most social interactions are only possible because of the close proximity to others.

Because of this social prerequisite, several sociocognitive reviews have remarked on the irony of study-

ing social interactions using the ‘minimalist’ experimental approach where individuals are studied in

isolation (Becchio, Sartori, & Castiello, 2010; Ochsner & Lieberman, 2001). Ochsner and Lieberman

(2001) even went as far as to described social psychology and cognitive neuroscience as ‘strangers pass-

ing on the street’. One particular example, where such inter-disciplinary dissociation is particularly

apparent is by the disconnectedness in which body space is described in these literatures. The primary

aim of my review is to bring knowledge of body space from these two literatures together, in order to

understand how interpersonal proximity can influence spatial perception.

Around the same timeboth social psychology and cognitive neuroscience each conceptualised rep-

resentations of body space that are important for interacting with one’s environment. Social psychol-

ogy called this space ‘personal space’ and cognitive neuroscience conceptualised ‘peripersonal space’.

Social psychology research on personal space boomed in the 60’s through to 80’s Aiello (1987). During

the 60’s, Hall (1966) developed his theory on personal space giving a name to the imaginary bubble

around our bodies that we feel is ‘my space’ and that is an essential component in both positive and

negative social interactions. In this space, people can choose to allow others to permeate their sub-

jective boundary or choose to avoid social advancements (Evans & Howard, 1973; Felipe & Sommer,

1966; Hall, 1966; Hayduk, 1981). Furthermore, unwanted social intrusions into ‘my space’ will lead to

feelings of discomfort (Aiello, Derisi, Epstein, & Karlin, 1977; McBride, King, & James, 1965).

In the early 80’s influential cognitive neuroscientists, such asRizzolatti and colleagues, wrote a rev-

olutionary paper on the distinction between near and far spaces in primates (Rizzolatti, Scandolara,
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Matelli,&Gentilucci, 1981). LaterRizzolatti and colleagueswent on todevelop their theory of periper-

sonal (near) space inhumans, an invisible regionof space that is considerednear enough to thebody for

objects to be reachable and that is neurologically represented within the brain (Rizzolatti et al., 1997).

With these two overlapping psychological constructs of the space surrounding our bodies, social psy-

chology went on to debate sociability and cognitive psychology went on to discuss actionability.

Besides an overlap in the definition of ‘the space around us’ (Rizzolatti et al., 1997), recent research

has shown that social psychology’s preferred social distances and cognitive neuroscience’s peripersonal

space are highly related to one another (Brozzoli, Gentile, Bergouignan,&Ehrsson, 2013; Fini, Costan-

tini, & Committeri, 2014; Iachini, Coello, Frassinetti, & Ruggiero, 2014; Iachini, Ruggiero, Ruotolo,

di Cola, & Senese, 2015; Teneggi et al., 2013). These progressive papers suggest that higher-order social

processing can impact on the perception of low-level sensory input. This conceptual overlap from so-

cial psychology and cognitive neurosciencewill be discussed in the following subsections, in particular,

reference to common perceptual and neural mechanisms that are engaged for judging the distance of

objects and the distance between oneself and others. This review aims to bring together knowledge

from both social and cognitive psychology to demonstrate that the reachable space surrounding our

bodies is not only important for actions but also social interactions.

4.2 Behavioural and physiological responses to interpersonal distance

One particular salient example, that is familiar tomost and suitably demonstrates the behavioural and

physiological effects of interpersonal distance, is the ‘commuter experience’. After work, a personmay

embark on to a train. If it is during peak hour, it is likely that they will share their personal space with

several other people. This is an uncomfortable experience most people try to avoid. Some people

may choose to distance themselves as far away from other people as possible (Evans & Wener, 2007;

Felipe & Sommer, 1966; Hirsch & Thompson, 2011). Others may choose to distract themselves by

reading a book, listening tomusic or even playing with their smartphone (Hirsch&Thompson, 2011;
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Thompson et al., 2012). Some people may even choose to work late to avoid peak-hour altogether.

Whatever the choice, one thing is certain, the close proximity of strangers is an uneasy experience that

affects one’s choices on what to do or where to sit (Evans & Wener, 2007; Hirsch & Thompson, 2011;

Kim, Kwon, Wu, & Sohn, 2014; Tirachini, Hensher, & Rose, 2013).

Hall (1966) conducted many field observations where he witnessed both positive and negative

reactions to close interpersonal proximity. As a result, he developed his theory on personal space as

an imaginary bubble around our body that people seek to maintain between themselves and others.

Since Hall developed his theory on personal space many social psychologists went on to measure the

size of this imaginary bubble (see Aiello, 1987, for a review). The stop-approach methodology was

developed to test personal space more rigorously in the laboratory thanHall’s field observations. The

stop-approachmethod requires a participant towalk towards a confederate and to stopwhen they feel

they are at a comfortable conversational distance (Hayduk, 1981; Kennedy et al., 2009; Rawls, Trego,

McGaffey, & Rawls, 1972) (see Figure 4.1). Recent measures estimate that the average preferred social

distance is about 600mm (Kennedy et al., 2009; Lloyd, Coates, Knopp, Oram,&Rowbotham, 2009;

Tajadura-Jiménez, Pantelidou, Rebacz, Västfjäll, & Tsakiris, 2011). Intriguingly, various recent studies

have shown that this social comfort distance is highly related to the bounds of reachable (peripersonal)

space (Brozzoli et al., 2013; Iachini et al., 2014, 2015; Teneggi et al., 2013). Perhaps the English saying to

‘keep someone at arm’s length’ is not as abstract as it seems, butmay actually have a neurological basis.

Analogous to peripersonal space, personal space also seems to function as a safety region (Cléry

et al., 2015; Graziano & Cooke, 2006). Personal space has been likened to an invisible yet permeable

boundary with which one can choose who to allow or disallow access (Evans & Howard, 1973; Fe-

lipe & Sommer, 1966; Hall, 1966; Hayduk, 1981). For example, studies have shown that people have

closer conversational distances with friends than strangers (Hall, 1966; Ickes, Patterson, Rajecki, &

Tanford, 1982; Willis, 1966). Besides acting as a gateway for conversations, other behaviours suggest

that personal space may act as a safety buffer between strangers. Generally, because the close prox-
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(a) The confederate is approaching the parধci-
pant.

(b) The parধcipant has told the confederate to
stop at a comfortable distance.

Figure 4.1: Illustraধon of the stop-approach task.

imity to a stranger is an uncomfortable experience most people try to avoid it. Studies looking at

seating behaviours show that when choosing where to sit in a public space, such as a library, people

seat themselves as far away from others as possible (Patterson, Mullens, & Romano, 1971). Similarly,

commuters on public transport would rather opt to stand than sit between two strangers (Evans &

Wener, 2007; Hirsch &Thompson, 2011). Avoidant behaviours are even observed when walking past

strangers, where people tend to deviate their walking path so as to give themselves and others greater

space (Efran & Cheyne, 1973; Soper & Karasik, 1977). These are a few examples that demonstrate the

behaviours people try tomodify in order to avoid the close proximity of strangers. This raises an inter-

esting question, if this safety margin is invisible then how does one determine when someone invades

it?

Personal space invasions trigger physiological reactions such as increased stress levels measured by

cortisol, skin conductance or EEG arousal (Aiello et al., 1977; Evans & Wener, 2007; McBride et al.,
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1965; Perry, Nichiporuk, & Knight, 2015). Perhaps increased arousal is a physiological cue that indi-

cates to the observer when someone enters one’s personal space. Systematic increases in physiological

arousal have been shown to accompany closer interpersonal proximities (Aiello et al., 1977; McBride

et al., 1965). Physiological responses to anxiety are mediated by the central nervous system and effer-

ent input from brain structures such as the hypothalamus and amygdala. If a threat is perceived the

amygdala sends a distress signal to the hypothalamus, which activates the sympathetic nervous system

evoking an appropriate fight-or-flight response. The amygdala in particular has been implicated in

personal space regulation (Graziano & Cooke, 2006; Kennedy et al., 2009). Kaitz, Bar-Haim, Lehrer,

and Grossman (2004) suggested that personal space regulation plays an important role in shaping

comfortable and appropriate social encounters. Kennedy et al. (2009) investigated personal space reg-

ulation in awomanwith bilateral amygdala damage. When asked to approach the experimenter to the

point at which she felt uncomfortable, they found that her preferred chin-to-chin distance was sub-

stantially smaller than controls. When a confederate stood very close to her she rated the encounter as

comfortable, whereas the confederate found it unpleasant. This lesion study demonstrates the role of

the amygdala in shaping appropriate social encounters.

Sometimes personal space invasions cannot be avoided, in this case, people have been shown to

reduce feelings of discomfort through many different compensatory behaviours (Aiello, 1987; Felipe

& Sommer, 1966; Hall, 1966; Hirsch & Thompson, 2011; Patterson et al., 1971). Even in the 60’s

Hall recognised the potential influence modern technology, such as the telephone, can have on so-

cial distance. The telephone made it possible to indirectly bring others closer regardless of how far

they may be (Hall, 1966). Although in the 21st century, we now have mobile phones that can shorten

social distances, the use of new technologies, such as smartphone capabilities, also make it possible

to keep others at a distance (Bull, 2005; Hirsch & Thompson, 2011; Sommer, 2002). Research on

crowding on public transport shows that people retreat into their own private space by engaging in

personal activities such as reading, listening tomusic or playingwith smartphones (Hirsch&Thomp-
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son, 2011). These technologies have been shown to reduce feelings of social discomfort and allow

others to approach us more closely (Tajadura-Jiménez et al., 2011). One working hypothesis is that

feeling more in control of one’s personal space makes these intrusions more tolerable (Duke & Now-

icki, 1972; Heckel & Hiers, 1977; Tajadura-Jiménez et al., 2011; Hirsch & Thompson, 2011). Using

mobile phones as a means to reduce the discomfort of crowding may explain its prevalence on pub-

lic transport (Thompson et al., 2012). It has also been suggested that music may reduce the size of

one’s personal space allowing others to approach more closely (Tajadura-Jiménez et al., 2011) —this is

explored further in the next section on the plasticity of the space around us.

4.3 Effectsof interpersonaldistanceontheplasticityofperipersonalspace

From a neurocognitive perspective, peripersonal space is the reachable space surrounding the body

(Cléry et al., 2015; Rizzolatti et al., 1997). This region of space is important for interacting with objects

in one’s environment. Peripersonal space has predominantly been studied in terms of the actionability

of objects. It is thought that the body functions as a perceptual ruler in which low perceptual cues are

interpreted in terms of their distance from the body (Cléry et al., 2015; Proffitt, 2013). Depending

on whether these objects are reachable or unreachable, distinct neural maps in the brain activate that

subserve an appropriate interaction (Gallivan, Cavina-Pratesi, & Culham, 2009; Weiss et al., 2000).

Under different situations, peripersonal space has been shown to contract or expand. For exam-

ple, claustrophobic fear has been shown to contract space (Lourenco et al., 2011), whereas tool use has

been shown to expand space (Berti& Frassinetti, 2000; Cardinali et al., 2009; Farnè&Làdavas, 2000).

To demonstrate how peripersonal space changes under such conditions and the underlying neurolog-

ical mechanisms, consider the example of tool use. Tools are important for interacting with one’s

environment. Studies have shown that when a person is given a rake, peripersonal space elongates to

incorporate this tool (Berti & Frassinetti, 2000; Farnè & Làdavas, 2000) (see Figure 4.2). Presumably

this occurs because when an object is unreachable and also unactionable, the use of a tool can bring
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(a)Without a tool, the wooden cube on the
table is unreachable and unacধonable.

(b)With a tool the cube is reachable and acধon-
able.

Figure 4.2: An illustraধon of the expansion of peripersonal space with tool use. In panel (b) peripersonal space has
expanded to incorporate the rake and the area of what is reachable in order to interact with the cube.

this object into near space and therefore make it actionable (Berti & Frassinetti, 2000).

Neuroimaging studies have shown that distinct areas in the brain are activated for near (reachable)

and far (unreachable) spaces (Gallivan et al., 2009;Weiss et al., 2000). An fMRI study byGallivan et al.

(2009) investigated the role of the superior parieto-occipital cortex in peripersonal and extrapersonal

space. They examined brain imaging data whilst participants either actively reached for an object or

passively viewed near (reachable) and far (unreachable) objects. These data showed that the superior

parieto-occipital cortex was activated for both active reachable and passive reachable, but not for pas-

sive unreachable objects. These data suggest that objects do not have to be acted upon in order to be

represented in the brain, but rather the distance of objects may automatically be encoded with respect

to their distance from the body.

When we move around and interact with the world we are not only interacting with objects but

with other people too (Fini, Brass, & Committeri, 2015; Iachini et al., 2014). Interestingly, soon after

Rizzolatti and colleagues developed the construct of reachable space they further went on to describe

the basis of social cognition located in themirror neuron system (Gallese, Keysers,&Rizzolatti, 2004).

Themirror neuron system is a remarkable neural network that engages areas in themotor systemwhen

an observed action is performed by another person (Fadiga, Fogassi, Pavesi, & Rizzolatti, 1995; Rizzo-
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latti & Craighero, 2004). These motor areas are not only reserved for performing one’s own action,

but are also activated when observing an action being performed by another. This suggests that when

observing an action, neural areas in the observer are activated as if the observer was executing the same

action they were observing (Fadiga et al., 1995; Ishida, Nakajima, Inase, & Murata, 2010; Rizzolatti &

Fabbri-Destro, 2008). Neuroimaging support for a shared spatial reference frame in humans comes

from a study by Brozzoli et al. (2013). They presented a moving object near a participant’s own hand

or near another person’s hand. They found common regions in the ventral premotor and parietal cor-

tices, which activated regardless of whether the object was located near the self or the other person’s

hand. In addition, single cell recording studies with primates show that mirror neurons differentially

encode actions observed inperipersonal and extrapersonal space (Caggiano et al., 2009). Although this

suggests that peripersonal space plays an important role in sociality, one may ask, what is the benefit

of mapping out the peripersonal spaces of both the self and other?

Analogous to the tool use example previously described, peripersonal space has been shown to

adjust under different social contexts by appropriately shrinking or expanding in response to social in-

teractions (Heed, Habets, Sebanz, &Knoblich, 2010; Maister, Cardini, Zamariola, Serino, &Tsakiris,

2015; Teneggi et al., 2013). A study by Teneggi et al. (2013) measured participant’s peripersonal bound-

aries with irrelevant approaching or receding auditory stimuli and responses to a tactile stimulus.

Once peripersonal space had been measured, participants were seated in front of another person or a

mannequin and again participant’s peripersonal space was measured. They found that participant’s

peripersonal space shrank when they faced another person in near space, but not for the mannequin.

Furthermore, when participants engaged in a cooperative economic game peripersonal space bound-

aries expanded to incorporate the other person. This research suggests that Hall’s idea of personal

space and the neurocognitive concept of peripersonal space share many similarities when it comes to

interacting in a social environment. Modulating the size of peripersonal space through social interac-

tions is a prime example of how top-down social processing can influence the perception of sensory
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input. Given these data, it is reasonably plausible that social proximity can also impact on spatial

attention.

4.4 Effects of interpersonal distance on spatial attention

Because of the ‘minimalist’ approach in cognitive neuroscience, where individuals are studied in isola-

tion, few studies in this area can make inferences about the effects of interpersonal distance on spatial

attention. An interpersonal spatial phenomenon that has recently been observed, which illustrates

differences between studying spatial attention in individuals versus pairs, is the Simon effect and the

social Simon effect, respectively.

In a single-participant paradigm, a typical Simon effect emerges when task-irrelevant spatial prop-

erties of a stimulus influence the reaction times of a response (Simon & Rudell, 1967). For example,

imagine a participant is instructed to respond as quickly as possible to green circles with a left button

and blue circles with a right button. The order of the coloured circles are randomised and presented

to the left and right of a central fixation on the computer screen. Although the participant is only

instructed to respond to the coloured circles, left button presses are faster when they correspond to

stimuli on the left of the screen compared towhen they are on the right, and vice versa for right button

presses. The referential-coding hypothesis suggests that when the brain processes visual information,

at the response selection stage the response is coded in terms of a reference frame of left or right. There-

fore if the stimulus and the selected response spatially correspond, performance is facilitated, whereas

if they do not corresponded performance is inhibited (Hommel, 1993).

In a social Simon task, a similar stimulus-response effect emerges when two participants are in-

structed to each carry out one half of the two-choice colour responses. For example, if two partici-

pants are sitting next to each other and the participant on the left side has one button to respond to

green circles only and the other participant on the right has one button to respond to blue circles only.

The order and position of the coloured circles are randomised and participants are only instructed to

48



respond to their assigned colour as quickly as possible. Each participant’s response is automatically

coded onto the task-irrelevant spatial position of the stimulus (Sebanz, Knoblich, & Prinz, 2003).

That is, the left participant will respond faster to green circles appearing on the left compared to the

right, and in contrast the right participant will respond faster to blue circles on the right compared to

the left. This stimulus-response effect suggests that participants both perform as though one partic-

ipant is acting left and the other acting right (Sebanz, Bekkering, & Knoblich, 2006). Moreover, the

social Simon effect is an automatic task-irrelevant behaviour that does not add to the efficiency of this

task. Perhaps this automatic social behaviour is necessary for coordinating actions with other people

(Knoblich, Butterfill, & Sebanz, 2011; Sartori, Bucchioni,&Castiello, 2013). Importantly, the social Si-

mon effect does not occur outside of peripersonal space (Guagnano, Rusconi, &Umiltà, 2010), which

indicates proximity is important for interacting with other people on shared tasks.

Interpersonal proximity has also been shown to affect crossmodal integration of visual and tac-

tile information (Heed et al., 2010). In a typical single-participant crossmodal integration task, visual

distractors can interfere with the response to tactile stimulation—this is called the crossmodal congru-

ency effect. In this case, participants will respond faster to tactile stimulation if the visual distractors

are congruent and slower if they are incongruent. Heed et al. (2010) demonstrated that if another

person is introduced into the task and performs the same task in peripersonal space, the crossmodal

congruency effect is reduced. If, however, the other person is not in peripersonal but in extraper-

sonal space instead, the crossmodal congruency effect reappears. This suggests that top-down social

processing can modulate the integration of visual-tactile information close to the body.

Based on the literature reviewed thus far, there appears to be a close link between the spatial rep-

resentation of one’s body, multisensory information and social processing. Recent papers have sug-

gested that when two people shared sensory experiences there is a remapping of space around the

other’s body (Maister et al., 2015; Teneggi et al., 2013). Teneggi et al. (2013) suggests that such shared

experiencesmay be important for coordinating actions in a cooperative environment. Moreover, they
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demonstrated that peripersonal space of the self and other merged in a cooperative task. Although

shared sensory experiences may be neurologically represented and important for establishing a ‘com-

mon perceptual ground’ in which cooperation can occur (Sebanz et al., 2006), there are additional

‘private’ neural areas reserved for self-relevant information only (De Vignemont, 2014; Maister et al.,

2015).

Up to this point, the effects of shared experiences on spatial attention have been reviewed, how-

ever, not all social events are shared or positive. Hall (1966) discussed in great length the psychological

effects of negative social encounters such as crowding or personal space invasions. Perhaps these neg-

ative social experiences have shaped the need for a ‘private’ representation of the self. There is mini-

mal research, however, that has explored the effects of personal space invasions on spatial attention.

An early study by Terry and Lower (1979) hypothesised a withdrawal of attention away from an un-

comfortable personal space invasion. In this study, the experimenter sat next to participants in close

proximity and administered an array of horizontal figures. The attention task required participants to

choose which figure first attracted their attention. The results showed that participants consistently

chose figures distal to the experimenter. They hypothesised that participants withdrew their attention

away from the experimenter in order to reduce their feelings of social discomfort during a personal

space invasion. These findings were recently supported in a study by Szpak, Loetscher, Churches, et

al. (2015), who found that increased physiological arousal induced by close interpersonal proximity

was related to increased attentional withdrawal (see Figure 4.3). Because participants were unable to

move away from the source of social discomfort, the authors hypothesised that shifting one’s attention

away may act to reduce discomfort by increasing their perceived distance between themselves and the

other. This research will be explored in more detail in Chapter Nine.

A common compensatory reaction to dealingwith personal space invasions in a crowded environ-

ment, is to subjectively establish a ‘privatised’ area where one can engage in solo activities (Hirsch &

Thompson, 2011). Szpak, Nicholls, Thomas, Laham, and Loetscher (2016) investigated whether there
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(a) Side view of the joint line condiধon where
parধcipants stood across from each other in
close proximity and completed a line bisecধon
task.

(b) Top-down view of the experimental setup.

Figure 4.3: An illustraধon of the experimental setup used in Szpak, Loetscher, Churches, et al. (2015).

are any benefits of engaging in a solo- versus same-task paradigmon attentional withdrawalwhilst par-

ticipants completed a spatial task in close proximity to each other (see Chapter Six for further details).

They found that when participants were given the same task an attentional withdrawal emerged. But

when participants were given different tasks on the same shared stimuli, attentional withdrawal was

reduced. These results indicate that when participants are able to conceptually differentiate them-

selves from the other in a solo task, even when participants were sharing a space, social discomfort was

reduced. This is consistent with research in social psychology that suggests feeling more independent

and in control can contribute to feelingmore comfortable sitting close to strangers (Duke&Nowicki,

1972; Heckel & Hiers, 1977).

While self-other integrationmay be important for engaging in joint activities, there are also advan-

tages for maintaining distinct social boundaries that ‘keep others at arm’s length’. Perhaps investigat-

ing the social triggers of the contraction/expansion of peripersonal space and the effects these triggers

may have on perception, will be an exciting new challenge for future researchers.
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4.5 Concluding remarks

The social space around us is an extraordinary neurologically basedmechanism that plays a key role in

shaping social interactions. An examination of a large body of research has revealed that personal and

peripersonal space share many similarities, including the ability to contract or expand under different

situations.

Positive social experiences, such as joint activities, can expand personal space. The expansion of

one’s personal space may create a shared space in which joint activities can occur. Spatial tasks, such as

the social Simon task, demonstrate that in a shared space the action potentialities of both the self and

other are neurologically represented.

Negative social encounters, such as personal space invasions, may engage the need for a more ex-

plicit differentiation between oneself and the other. When one’s personal space is invaded by another

person, physiological cues prompt a contraction of personal space. This contraction of spacemay help

to create a privatised space inwhich one canwithdraw further into one’s space, and therebymore easily

differentiate between oneself and others. The current research on this hypothesis is limited.

This review integrates knowledge of personal and peripersonal space in order to identify the im-

pact of interpersonal proximity on spatial attention. Because this is a relatively new area of research,

many questions remain to be investigated. Uncovering themechanisms that underlie the relationship

between personal and peripersonal space during close social interactions may pose an interesting chal-

lenge to future researchers. Shifting experimental research away from isolated individuals will advance

researcher’s one step closer to identifying this link in social space.

Thenext chapterwill examine how social presence can shift spatial attentionby employing various

spatial tasks thatmeasure attentional orienting. Subsequent chapters in this thesis examine attentional

withdrawal under different task demands and reflect on the neural mechanisms of social space.

52



Any occurrence requiring undivided attention will be

accompanied by a compelling distraction.

Robert Bloch

5
Social distractibility

The primary theme of this thesis is to investigate how other people in one’s environment can shift

attention. A study by Garza, Eslinger, and Barrett (2008) was one of the first studies to demonstrate

that a social distractor can influence shifts in attention—pseudoneglect. The authors showed that

pseudoneglect increased by a left social distractor and decreased by a right social distractor. Most stud-

ies that measure the effects of external stimuli on pseudoneglect, examine individuals in isolation.

Chapter Five aims to measure the effects of social distractors on pseudoneglect under different task

demands. Four experiments were conducted to determine the underlying attentional mechanisms

involved in processing social distractors.
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5.1 Introduction

Everyday environments are so rich with visual information that it would be impossible to achieve

any goals without an appropriate selection mechanism directing our attention to potentially relevant

information. But, not all information that attracts our attention is relevant. For instance, a distractor

is a salient object or event that automatically attracts attention but is irrelevant to the task at hand

(Lavie, 2005; Mulckhuyse & Theeuwes, 2010; N. A. Thomas et al., 2015). By drawing attention away

from the primary task the distractor occupies important attentional resources that could be used for

processing task-relevant information (Lavie, 2005).

When the neurological mechanisms involved in filtering out distractors is deficient, devastating

impairments on attention can follow. For example, Barrett, Schwartz, Crucian, Kim, and Heilman

(2000) published a case study of a woman who had a left thalamic infarction. This patient reported

that when she drove a car she would frequently deviate towards people and objects on the right hand

side of the road. During neurocognitive testing she did not show any signs of attentional neglect

as measured by line bisection and cancellation tasks in near space. Barrett and colleagues decided to

explore her symptoms of distractibility further by employing a line bisection task whilst the experi-

menter stood on the left and right sides of the line. The authors showed that their patient’s attention

strongly deviated towards the right experimenter-distractor. While the case study by Barrett and col-

leagues cannot determine whether the patient’s bias was perceptual-attentional or motor-intentional,

their study nevertheless demonstrates that attention can deviate towards a social distractor on a line

bisection task. Barrett and colleagues proposed that the damage to the areas of thalamus that project

extensively to the dorsolateral frontal cortex may explain their patient’s tendency to bias towards dis-

tractors. Other lesion studies support this hypothesis showing increased distractibility in patientswith

dorsolateral frontal lesions, which suggests that the dorsolateral frontal cortex is crucial for gating dis-

tracting information (Chao & Knight, 1995; Woods & Knight, 1986).
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In a follow up study with healthy participants, Garza et al. (2008) wanted to determine whether

a social distractor influenced perceptual or motor performance. They argued that if a social distrac-

tor engaged bottom-up visual systems then perceptual-attentional performance would be affected; in

contrast if a social distractor engaged top-down motor systems then motor-intentional performance

would be affected. In order to distinguish between these two systems, Garza and colleagues used a

reverse-feedback line bisection paradigm in near and far space. The author’s experimental setup in-

cluded a monitor positioned in either near or far space with a specialised screen on the floor in front

of participants. Garza and colleagues experimental procedure required participants to point a laser to

the specialised screen, which either relayed normal or reversed visual feedback to the monitor in front

of them. Three experimental conditions were evaluated wherein the experimenter acted as a distrac-

tor: (1) on the left, (2) right, or (3) was absent. If a social distractor affected perceptual-attentional

systems then feedback-dependent errors would occur, but if motor-intentional (aiming) systems were

affected then feedback-independent errorswould be observed. Garza et al. (2008) only found evidence

for feedback-dependent errors suggesting that perceptual-attention was drawn towards the social dis-

tractors. Accordingly, left social distractors increased pseudoneglect, but right distractors decreased it.

These results are consistentwithnumerouspseudoneglect studies showing that a cue attracts attention

towards it (Bultitude & Aimola-Davies, 2006; Jewell & McCourt, 2000; Sosa, Clarke, & McCourt,

2011).

The idea that other people can influence individual performance on a task, is one of the oldest

concepts in social psychology (Aiello & Douthitt, 2001; Triplett, 1898). Up until the 70’s, the effects

of social presence on cognitive processes, such as attention, had not investigated. In the 70’s, however,

Baron (1978) developed a cognitive theory called the distraction-conflict hypothesis which proposed

that another person can have a distracting effect on an individual’s attention, thus individual perfor-

mance is facilitated on simple tasks and impaired on complex tasks. Facilitation/impairment occurs

because the presence of another person can attract attention away from the task and the individual is
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unable to focus entirely on the task at hand. In order to clarify why increasing the amount of distrac-

tors progressively impairs performance, Baron adapted the distraction-conflict hypothesis to include

‘cognitive overload’ (Baron, 1986). He proposed that cognitive overload from social distractors in the

environment leads to a narrowing of focused attention, which results in a facilitation for simple tasks

and impairment for complex tasks. Cognitive overload on simple tasks enables participants to direct

their attention to relevant stimuli and filter out task-irrelevant information. Conversely, on complex

tasks cognitive overload leads to decreased performance because participants neglect task-relevant in-

formation.

Although Barrett et al. (2000) and Garza et al. (2008) may be the first studies to demonstrate

the influence of social distractors on attentional orienting, they used relatively complex stimuli with

multiple factors i.e visual feedback (normal, reversed), distance (near, far), start position (left, right),

distractor (left, right, none), and sex (male, female). The experiments presented in this chapter sought

to examine the effects of social distractors on attention by using a much simpler methodology. More-

over, the aim the current experiments was to determine whether a social distractor is processed in the

same way as a non-social distractor or whether a social distractor is processed differently. I attempted

to achieve this aim by seating the social distractor on the lateral sides of the participant so that the so-

cial distractor was outside of focal attention. This study used this basic paradigm with four different

spatial tasks to investigate the effect of social distractors on pseudoneglect.

5.2 Experiment 1: social distractor on a Landmark task

5.2.1 Introduction

Garza et al. (2008) suggested that a social distractor affects perceptual attention rather than motoric

performance on a line bisection task. I sought to test this hypothesis by measuring lateral shifts in

spatial attention with a perceptual Landmark task in social-present and social-absent conditions. The
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Landmark task requires a forced two-choice discrimination and does not rely on motor acuity like a

line bisection task does. Experiment 1 aimed to discern the ‘purely’ perceptual influence of a social

distractor on pseudoneglect that is independent from motor biases.

In Garza and colleagues study, the social distractor was positioned to the immediate left and right

sides of the line trials. One potential oversight with this experimental setup is that social distractors

facing participants would have been subjected to gaze cues, and it is well known that gaze cues can shift

attention (Bayliss, di Pellegrino, & Tipper, 2004; Bonato et al., 2008; Ricciardelli, Bricolo, Aglioti, &

Chelazzi, 2002). Because Experiment 1 is concerned about the effects of social distractors presence on

attention, gaze cues were eliminated by positioning the social distractor next to the participant.

My first experiment investigated whether pseudoneglect is affected by a social distractor sitting

to the left or right side of the participant. I predicted that a social distractor may attract attention

towards itself in accordance with the studies of Garza et al. (2008) and Barrett et al. (2000), and other

non-social cueing studies (Bultitude&Aimola-Davies, 2006;Milner et al., 1992). If attention is drawn

towards the social distractor then a left distractor will increase pseudoneglect and a right distractor

would decrease pseudoneglect.

5.2.2 Method

Subjects

Twenty-two (m = 6; f = 16) university students participated in the experiment in exchange for $10.

Ages ranged between 18–61 years of age (M = 22.86; SD = 9.13). All participants were right-handed

(Oldfield, 1971) and had normal or normal-to-corrected vision acuity. The experimenter was female.

Participants gave informed consent prior to the start of the experiment, andwere unaware of the exact

purpose of the study.
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Apparatus

Stimuli were presented to participants on an LCD screen (550 mm diagonally). E-prime software 2.0

controlled stimulus presentations and ran the experiment. A serial response box model 200A PST

was placed horizontally in front of participants and recorded participant’s responses. A chin rest was

used to ensure that participant’s heads were kept in the same position throughout the experiment.

Stimuli

Stimuli were based on horizontal lines used by McCourt and Olafson (1997). Lines were 180mm in

length and 5mm in height and subtended a visual angle (VA) of 16.7°in length and 0.48°in height.

Each line consisted of two black and white diagonally opposite bars on a grey background. Lines were

bisected to the left or the right of the true centre by 1, 2, and 3 mm. While the vertical position of the

lines on the screen was kept constant (vertical centre), the horizontal position was jittered 9mm (VA=

0.86°) to the left or 9mm to the right or in the true centre of the screen. These jittered lines prevented

subjects from using strategies, such as using an external marker on or around the page, to assist their

decision. Factorial combination of bisection shift (−3,−2,−1,+1,+2,+3 mm), jittering position (9

mm left, 0 mm, 9 mm right) and polarity (upper left portion black, upper left portion white) resulted

in 36 stimuli. Each stimulus was presented twice resulting in a total of 72 randomised trials.

Procedure

Participants completed the Landmark task in three different blocks: (1) with the experimenter sitting

to their left, (2) alone (experimenter outside the testing room), or (3) with the experimenter sitting

to their right (see Figure 5.1). The distance from the participant to the screen was 600 mm and the

experimenter was positioned at demarcated locations 450 mm to the left and right from the screen

centre. The order in which the blocks were administered was balanced between-subjects.
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(a) Experimenter present. (b) Experimenter absent.

Figure 5.1: An illustraধon of the experimental setup used in Experiment 1. Parধcipants completed a Landmark task
where the experimenter sat to the leđ, to the right or was absent.

Each trial started with a blank grey screen for 500 ms, followed by a pre-bisected line stimulus

for 2000 ms in which participants had to respond. On each trial, participants indicated whether the

left or right sides of the line appeared longer. If participants thought the left side of the line looked

longer they were instructed to press the leftmost button on the response box, if they thought the right

side looked longer they pressed the rightmost button. During experimenter-absent blocks, the experi-

menter started a stopwatch and walked out of the testing room. During experimenter-present blocks,

the experimenter sat next to participants and then started a stopwatch. Once a block had been com-

pleted, the experimenter stopped the stopwatch and handed participants the Edinburgh handedness

questionnaire (Oldfield, 1971) after the first block, and a filler task with incomplete sentences after the

second block.

5.2.3 Results

In order to calculate the subjective centre in which a participant perceived both the left and right sides

of the line to be of equal length, a point of subjectively equality (PSE) was calculated for each indi-

vidual’s responses in each of the three seating conditions (experimenter-left, experimenter-right and

experimenter-absent). This was done by fitting a cumulative Gaussian distribution to the propor-
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tion of left-side-longer responses for all transection points ranging from -3 to +3 mm. Negative values

represent a leftward bias and positive values represent a rightward bias. Goodness of fit between the

cumulative curve and the proportion of left-side-responses was measured using R2 and ranged from

.882 to .996 with a mean of .976.

One-sample t-tests showed pseudoneglect for the experimenter-left (M = −.499 mm, SD =

.765) [t(21) = 3.058, p = .006, Cohen’s d = 1.335], experimenter-absent (M = −.486 mm, SD =

.814) [t(21) = 2.799, p = .011, Cohen’s d = 1.222] and experimenter-right (M = −.458 mm, SD =

.908) [t(21) = 2.364, p = .028, Cohen’s d = 1.032] seating conditions.

To testwhether a left distractor increasedpseudogneglect and a right distractor decreasedpseudone-

glect participant’s PSEs were submitted to a repeated measures ANOVA with seating position (left,

alone, right) aswithin-subjects factors. Themain effect for seatingpositionwasnot significant [F(2, 42) =

.063, p = .939, partial η2 = .003] suggesting that the experimenter-present conditions did not influ-

ence pseudoneglect (see Figure 5.2).

Figure 5.2: Bar graph showing the point of subjecধve equality for three social condiধons. The x-axis displays the leđ
distractor, no distractor and right distractor condiধons. The y-axis the point of subjecধve equality (PSE) where negaধve
values represent a leđward shiđ and posiধve values represent a rightward shiđ of the perceived midpoint. Standard
error bars are included.
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5.2.4 Discussion

This experiment tested whether a social distractor can influence pseudoneglect on a perceptual Land-

mark task. I predicted that attention may be drawn towards the social distractor. Furthermore, I pre-

dicted that a left distractorwill increase pseudoneglect and a right distractorwould decrease pseudone-

glect. Contrary to these predictions, I did not observe any differences between social-present and

social-absent conditions, nor did I measure any differences in pseudoneglect. Based on this null find-

ing it is difficult to draw valid conclusions. There are some key differences between this experiment

and Garza et al.’s (2008) study that may have impacted on the results.

In Garza et al.’s (2008) study participants used a laser to bisect lines through a normal or reversed

feedback paradigm. Participants underwent three experimental conditionswith the experimenter (so-

cial distractor) to the left or the right of the computer monitor, or was absent. Garza and colleagues

only found evidence for feedback-dependent errors, which the authors concluded represents a percep-

tual bias only and that attention was drawn towards the social distractor. Taking into account these

conclusions, the current study sought to test the social distractor effect using a perceptual Landmark

task that does not rely heavily on fine motor skills like Garza et al.’s (2008) laser paradigm. Results

showed that Experiment 1 favoured the null hypothesis. Although both tasks measure perceptual

biases, the line bisection and Landmark tasks have different task demands which may lead to slight

changes in how pseudoneglect is represented (Learmonth et al., 2015). It is possible that the percep-

tual effect is too weak to be observable in the Landmark task. Alternatively, the presence of the exper-

iment in participants responding space could have nulled out any perceptual effects. For example, if

the presence of the experimenter drew attention towards their side but participants felt less inclined

to respond by making motor movements into the experimenter’s space then this may have led to null

findings. But, it is difficult to draw conclusions from null findings especially if perceptual and motor

biases have not been clearly separated.
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Another key difference between the study byGarza et al. (2008) and the present experiment is the

position of the social distractor. In Garza and colleague’s study, the experimenter stood next to the

left and right sides of the line stimuli and as a result may have introduced gaze cues. Gaze cues have

been known to influence attentional orienting (Bayliss et al., 2004; Langton, Watt, & Bruce, 2000;

Pfeiffer et al., 2012). In order to eliminate gaze cueing in the current experiment the social distractor

was positioned next to the participant. Because Experiment 1 did not demonstrate a social distractor

effect, one could argue that the social distractor used in this experiment was perhaps not as salient as

the social distractor with gaze cues used in Garza et al.’s (2008) study.

In Garza et al.’s (2008) study, the authors observed attention shifting towards the social distrac-

tors. In my experiment I used a similar paradigm and was not able to replicate these findings. Instead

Experiment 1 produced null findings. In principle no valid conclusions can be drawn from null find-

ings, however, it is important to acknowledge that there were some minor differences in these two

experiments that could have led to different results. These differences are the type of spatial line task

employed and the salience of the social distractor. Accordingly, the next experiments aimed to sys-

tematically explore how these differences may have impacted on the results.

5.3 Experiment 2: social distractor on a line bisection task

5.3.1 Introduction

The previous study did not observe effects of social distractibility on pseudoneglect in a Landmark

task. Although it is difficult to determine what led to non-significant data, there were two main dif-

ferences in the previous experiment: the task and the position of the distractor. At this point, it is

unclear why either of these two differences would impact on the social distractor effect. In an effort

to systematically explore these differences, one variable was change at a time starting with the spatial

task.
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To explore whether the spatial task was important for measuring the social distractor effect, a line

bisection task analogous toGarza et al.’s (2008) studywas chosen for this experiment. If a line bisection

task is sensitive to measuring the social distractor effect then I should observe a cueing effect similar

to Garza and colleagues study. Importantly, the social distractor was kept in the same position as

Experiment 1. Keeping the distractor next to the participant would also help to identify if the position

of the distractor made a difference on the social effect.

Changing the task in this manner may lead to a few possible outcomes. If the line bisection task is

sensitive for measuring the social distractor effect then it should not matter where the social distractor

is positioned, and a cueing effect should be observed in Experiment 2. If, however, the social effect is

contingent on the distractor being positioned in front of the participant then no social effects should

be observed in the current experiment.

5.3.2 Method

Subjects

Twenty-five (m = 7; f = 18) university students participated in the experiment in exchange for

$10. Ages ranged between 19–42 years of age (M = 23.36) and every participants was right-handed

(Oldfield, 1971). All participants have normal or normal-to-corrected vision acuity, which is necessary

for this study. The experimenter that carried out this study was female. Participants gave informed

consent prior to the start of the experiment, and were unaware of the exact purpose of the study. One

participant’s (f) data was excluded from this experiment as they struggled to complete this task.

Stimuli

Stimuli were based on those used by McCourt and Olafson (1997) and consisted of horizontal lines

of two different lengths 180mm and 220mm. While the vertical position of the lines on the page was

kept constant (vertical centre), the horizontal position was jittered 5 mm to the left or 5 mm to the
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(a) Experimenter absent. (b) Experimenter present.

Figure 5.3: An illustraধon of the experimental setup used in Experiment 2. Parধcipants completed a line bisecধon task
where the experimenter sat to the leđ, to the right or was absent. In the alone condiধon, parধcipants completed the
line bisecধon and turned the pages upside down in front of them. In the social condiধons, parধcipants turned the pages
upside down to the side of the experimenter.

right. These ‘jittered’ lines prevented subjects from using strategies, such as using an external marker

on or around the page, to assist their decision. Factorial combination of length (long, short), jittering

position (5 mm left, 5 mm right) and response hand (left, right) resulted in 32 stimuli.

Procedure

The experiment consisted of 96 trials, 32 trials in each block, where half of the trials were completed

with the left and the other half with the right hand. Trials were presented to each participant in a

randomised order. Similar to Experiment 1, the seating position of the experimenter was manipulated

between blocks, where the participants made line bisections: (1) with the experimenter sitting to their

left, (2) alonewhere the experimenter was outside the testing roomor (3) with the experimenter sitting

to their right (see Figure 5.3). The order in which the blocks were administered was balanced between

subjects.

Each block began with the experimenter handing participants their lines, and giving instructions

onwhichhand touse andwhere they should turn thepages once a trial is completed. During experimenter-

absent blocks, the experimenter started a stopwatch and walked out the room. During experimenter-

present blocks, the experimenter sat next to participants then started a stopwatch. The participant and
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experimenter sat in demarcated locations so that the distance from themidsagittal plane of the partici-

pant to themidsagittal plane of experimenterwas approximately 450mm. When the experimenterwas

present, participants were instructed to use their free-hand (non-bisecting hand) to turn completed

pages over to the experimenter’s side, where completed trials lay face-down in front of the experi-

menter. When the experimenter was absent, participants were instructed to turn over the completed

pages in front of them. Once bisections were completed for one hand, the experimenter stopped

the stopwatch, handed participants a new set of lines for their other hand and then started the stop-

watch again. Between the twoblocks participantswere given theEdinburghhandedness questionnaire

(Oldfield, 1971) and a filler task with incomplete sentences.

5.3.3 Results

For each participant, lines were measured (in mm) and deviations from the veridical midpoint were

calculated.

Variability These shifts fromthemidpointwereused todetermine the standarddeviations of each

individual for each seating condition. Standard deviations were calculated to identify if motor perfor-

mance was more variable in certain blocks due to hand dexterity or social effects. One participant’s

data was excluded from further analysis, as the variability in his data was 2 standard deviation above

the mean cut-off. Excluding his data did not impact on the significance of the following ANOVA.

A 3 × 2 ANOVA was submitted with seating position (left, alone and right), and response hand (left

hand and right hand) as within-subjects factors. When submitted to an ANOVA, variability for the

left (M = 3.062, SD = .652), baseline (M = 2.845, SD = .643) and right (M = 2.948, SD = .748)

seating conditions were not significantly different [F(2, 44) = 1.503, p = .234, partial η2 = .064],

nor was response hand [F(1, 22) = .142, p = .710, partial η2 = .006], nor was the interaction be-

tween seating condition and response hand [F(2, 44) = .093, p = .912, partial η2 = .004].
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Shifts from the line midpoint Deviation scores from the true midpoint (in mm) were sub-

mitted to a 3 × 2 ANOVA with seating position (left, alone & right), and response hand (left &

right) as within-subjects factors. There was a main effect for seating position [F(2, 44) = 4.499,

p = .017, partial η2 = .170], response hand [F(1, 22) = 4.467, p = .046, partial η2 = .169], and

a significant interaction between seating position and response hand [F(2, 44) = 9.882, p < .001,

partial η2 = .310] (see Figure 5.4). Post-hoc comparisons were made using Bonferroni adjusted t-

tests (significant p < .05). Comparisons between the no-distractor-left-response-hand condition

was significantly more leftward than the no-distractor-right-response-hand condition [t(22) =3.131,

p < .05]. Performance differences between the left and right response hands in the baseline (no

distractor) condition was expected because of motor biases that have been shown before on a line

bisection task. The left-distractor-left-response-hand condition shifted attention significantly right-

ward compared to the no-distractor-left-response-hand condition [t(22) =3.597, p < .05]. More-

over, the left-distractor-left-response-hand condition was significantly more rightward than the right-

distractor-left-response-hand condition [t(22) =3.181, p < .05]. None of the other Bonferroni ad-

justed comparisons fell within the significance level of p < .05.

Difference scores In order to examine this relationship more closely between the seating con-

dition and response hand, difference scores were calculated. A 2×2 ANOVA was submitted with

difference scores for the seating conditions. There was no main effect for the difference scores for

left and right seating conditions [F(1, 22) = .054, p = .819, partial η2 = .002], but there was a

main effect for response hand [F(1, 22) = 6.254, p = .020, partial η2 = .221] and the interaction

was also significant [F(1, 22) = 14.765, p = .001, partial η2 = .402] (see Figure 5.5). Bonferroni

adjusted comparisons showed that only the left-distractor-left-response-hand condition shifted signif-

icantly away from the social distractor compared to the left-distractor-right-response-hand condition

[t(22) = 5.200, p < .01]. One sample t-tests showed that the left-distractor-left-response-hand con-
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Figure 5.4: Bar graph showing the interacধon between social condiধon and response hand. The x-axis displays the
three social condiধons: leđ-distractor, no distractor and right-distractor. The y-axis displays the point of subjecধve
equality (PSE) where negaধve values represent a leđward shiđ and posiধve values represent a rightwards shiđ. The
coloured bars show the leđ and right response hands. Standard error bars are included in the graph.

dition (M = −1.667, SD = 2.225) [t(22) = 3.597, p = .002, Cohen’s d = 1.534] and (M = −.915,

SD = 2.104) [t(22) = 2.094, p = .048, Cohen’s d = .893] right-distractor-right-hand conditions

shifted away from the social distractor and were significantly different from zero (no bias).

5.3.4 Discussion

The aim of this experiment was to investigate whether a social distractor sitting next to participants

could attract attention in a similarmanner to the study ofGarza et al. (2008). AlthoughGarza and col-

league’s study positioned the social distractor in front of participants, the current experiment sought

to examine the effects of a social distractor that was not in participant’s direct line of sight. The cur-

rent experiment did not replicate the social effects found inGarza et al.’s (2008) study where attention

was drawn towards the social distractor (attentional attraction). Instead, I observed attentionmoving

away from the social distractor (attentional withdrawal).

67



Figure 5.5: Bar graph showing the differences between the leđ and right distractor condiধons for each response hand.
The difference scores represent the social condiধons subtracted from the baseline (no distractor). The x-axis displays
the two condiধons where the experimenter was present: leđ distractor and right distractor. The y-axis displays the
difference scores where posiধve values represent aħenধon moving towards the social distractor and negaধve values
represent aħenধon moving away from the social distractor. Standard error bars are shown.
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The attentional withdrawal that we observed in this experiment was opposite to the predicted

pattern. However, my hypothesis was guided by limited attention literature. An attentional attrac-

tion was predicted because Garza et al. (2008) found this pattern in a line bisection task when the

experimenter stood on the left and right sides of the line stimulus. Garza et al.’s (2008) findings are

consistent with line bisection literature which has examined the effects of distractors and has shown

that attentionmoves towards the side of the distractor-target (Bultitude&Aimola-Davies, 2006;Mil-

ner et al., 1992) even when there are few visual fixations on the distractor (see eye-tracking study by:

N. A. Thomas et al., 2015). The results of the current experiment are intriguing as the two main find-

ings suggest that a social distractor may be processed differently to a typical distractor. Firstly, a strong

social effect is observed when the social distractor is not directly in front of participants. And sec-

ondly, an attentional withdrawal effect was observed, where attention is moving away from the social

distractor—which is opposite to typical distractor effects.

An old paper published as amethodological note byTerry and Lower (1979) found a similar effect

of perceptual withdrawal to Experiment 2. Terry and Lower (1979) explored the effects of a personal

space invasion on attention with an array task. In the authors’ study, the experimenter sat laterally to

participants and an array of figures was presented to participants. WhenTerry andLower (1979) asked

participants to point out the figure that first attracted their attention, the authors consistently found

that participants pointed to figures distal to the experimenter. Interestingly, this distal bias strength-

ened as the distance between the participant and the experimenter decreased. Terry and Lower (1979)

hypothesised that participants withdrew their attention away from the experimenter to reduce the

uneasiness of the personal space invasion. Terry and Lower’s observations may explain the findings

of the current experiment. Because the social-distractor was positioned within the participant’s per-

sonal space, the attentionalwithdrawal observed in the current experimentmay relate to social research

showing that sitting in close proximity to a stranger can induce feelings of discomfort (see Aiello, 1987,

for a review).
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An alternative explanation is that the close proximity of the social distractor may have acted as a

‘social barrier’ that impacted on themobility of the response hand. This explanationmay account for

the social condition and response hand interaction found in the current experiment. A recent study

by Nicholls et al. (2014) investigated the effects of close objects, such as a barrier, on line bisection

performance. The authors positioned the barrier to the left and right sides of the participant and did

not find that a close barrier impacted on line bisection performance. Nicholls et al. (2014) barrier study

had a very similar set-up to the current experiment, except the barrierwas even closer to the participant

(260mm from the centre of the screen to the barrier) than the social distractor inmy experiment. The

authors did not find an effect of barrier on pseudoneglect in the line bisection task. Based on these data

fromNicholls et al. (2014) study, there is little or no evidence to suggest that a ‘social barrier’ may have

impacted on line bisection performance. Furthermore, I did not observe any effects to suggest that a

social distractor influenced the motor variability in the line bisection task. Taking all these findings

into account it is unlikely that the social distractor affected the mobility of a participant’s response

hand.

While it is tempting todrawconclusions fromthe significant data observed in this experiment, this

data pattern is contrary to the predicted hypothesis. Because the findings of the current experiment

are unusual, I plan to follow-up this study by replicating these findings with a different spatial task.

Perhaps following this study up with a spatial task that does not rely on motor performance may give

insight into how social distractors are processed.

5.4 Experiment 3: social distractor on a Greyscales task

5.4.1 Introduction

In Experiment 2 there was an effect of social distractors on pseudoneglect, where attention withdrew

away from the social distractor. The primary aim of the current experiment is to replicate these effects

70



using another spatial task that is also sensitive in measuring pseudoneglect and relies less on motoric

performance. Studies in the attention literature have reported that the line bisection task has a known

motor component that increases pseudoneglect (Milner et al., 1992; Jewell & McCourt, 2000). If

the current study employs another spatial task that does not rely on motor performance, such as the

Greyscales task, then attentional effects that are unique to social distractibility may be discernible.

The Greyscales task is a well-used task that reliably measures pseudoneglect. Furthermore, this

task has also been used to measure cueing effects on pseudoneglect. Similar to Landmark and line bi-

section tasks, cueing effects on Greyscale stimuli also produce attentional attraction towards the dis-

tractor (Nicholls & Roberts, 2002). Importantly, the Greyscales task requires participant’s to choose

of two options that are orthogonal to the attentional bias and do not require a left or right response.

Rather the Greyscales require participant’s to choose a proximal or distal stimulus from a stimulus

pair.

Learmonth et al. (2015) argue that pseudoneglect is multi-faceted and that the Greyscales task

induces different task demands to the perceptual Landmark task. Despite both the Landmark and

Greyscales tasks using a forced two-choice response paradigm that limits motor involvement, the dif-

ferent task demands in the Greyscales task may be sensitive enough to capture perceptual effects that

the Landmark task could not. Moreover, a replication of the effect observed in Experiment 2 (line

bisection task) may give insight into the mechanisms behind social attentional withdrawal.

5.4.2 Method

Subjects

Twenty-two (m = 8; f = 14) university students participated in the experiment in exchange for $10.

Ages ranged between 18–45 years of age (M = 23.62, SD = 6.98) and every participants was right-

handed (Oldfield, 1971). All participants had normal or normal-to-corrected vision acuity, which is
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necessary for this study. Participants gave informed consent prior to the start of the experiment, and

were unaware of the exact purpose of the study.

Stimuli

Stimuli were based on those used byNicholls et al. (1999) which consist of 40 unique horizontal pairs,

where the horizontal and radial midlines of the stimulus pairs are aligned with the centre of the page.

Within stimulus pair, the centre of the distal stimulus was placed 25mm above themiddle of the page,

and the centre of the proximal stimulus was placed 25 mm below the middle of the page. The stimuli

consist of two different lengths: 115 mm (long) and 95 mm (short), and two different orientations:

distal stimulus dark on the right andproximal stimulus dark on the left, anddistal stimulus dark on the

left and proximal stimulus dark on the right. Distal and proximal stimuli within a pair were arranged

to be left-right reversals and equiluminant to one another (refer to Figure 3.4).

Procedure

The experiment consisted of 120 trials, 40 trials in each block, where half of the trials were completed

with the left and the other half with the right hand. Trials were presented to each participant in a

randomised order.

The procedure for this experiment was kept identical to Experiment 2. The only difference were

the task instructions, which required participants to select the darkest bar in each stimulus pair. Par-

ticipants responded by drawing a circle around the stimulus bar they perceived as darker.

5.4.3 Results

Participants’ responses of luminance judgements were recorded according to which direction (left or

right) the darkest region was facing. These data were transformed into a response bias for each partici-

pant by subtracting leftward responses from total trials and dividing by total trials thenmultiplying by
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100 to get scores between -100 to +100. Negative scores reflect a leftward bias whereas positive scores

reflect a rightward bias.

To determine whether the seating position of the experimenter influenced participant’s perfor-

mance, responsebias scoreswere submitted to a 3x2ANOVAwith seatingposition (left, alone&right),

and response hand (left & right) as within-subjects factors. There was no main effect for seating po-

sition F(2, 42) = 1.321, p = .278, partial η2 = .059, but there was a significant shift towards the

response hand F(1, 21) = 6.700, p = .017, partial η2 = .242, and no significant interaction between

seating position and response hand F(2, 42) = .231, p = .795, partial η2 = .011 (see Figure 5.6).

Figure 5.6: Bar graph showing no effect of social distractors in the Greyscales task. The x-axis displays the three social
condiধons: leđ-distractor, no distractor and right-distractor. The y-axis displays the response bias where negaধve
values represent as leđward shiđ and posiধve values represent a rightward shiđ. The coloured bars show the leđ (blue)
and right (yellow) response hands. Standard error bars are included.

Therewas also no effect for the 2×2ANOVAusing difference scores for the side of social distractor

[F(1, 21) = .027, p = .871, partial η2 = .001], response hand [F(1, 21) = .397, p = .535, partial η2 =

.012] and no interaction [F(1, 21) = .030, p = .865, partial η2 = .001].
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5.4.4 Discussion

The aim of this experimentwas to replicate the attentional withdrawal observed in Experiment 2. The

Greyscales task was chosen for this experiment because it uses a two-choice forced response paradigm

to measure pseudoneglect. Perhaps most importantly, responses are orthogonal to the distractor side

which was necessary for this study as the line bisection task has a knownmotor component (McCourt

&Olafson, 1997;Milner et al., 1992). It was predicted that attention could either be drawn towards the

social distractor, similar to cueing paradigms or away from the social distractor similar to the results

found in Experiment 2. Neither of these predictions were observed, as the data favoured the null

hypothesis.

Experiments 1, 2 and 3 have tried to replicate the effects found by (Garza et al., 2008), but with

a social distractor placed next to the participant. Experiments 1 and 3 did not yield significant data.

Experiment 2 showed a different pattern of results where attention was shifted in the opposite direc-

tion of the social distractor. It was hypothesised that the social distractor, in close proximity to the

participant, may have induced social discomfort that lead to attention being shifted in the opposite

direction. Support for this hypothesis comes from a methodological note, where the experimenter

gave participants an array and asked them to choose which figure first attracted their attention. Par-

ticipants consistently reported figures distal to the experimenter. It is therefore possible that both

Experiment 2 and Terry and Lower’s (1979) experiment found an attentional withdrawal because par-

ticipants wanted to increase the perceived distances between themselves and the experimenter.

All of these experiments have tried to measure the influence of social distractors on spatial atten-

tion by using the experimenter as a social distractor. It is possible that the role of the experimenter as

a ‘passive-observer’ may have led to a series of inconsistent findings. Recent studies that have investi-

gated the effects of other people on spatial attention in stimulus-response paradigms, have included

participant pairs or a confederate (Atmaca, Sebanz, Prinz, & Knoblich, 2008; Hommel, Colzato, &

74



van den Wildenberg, 2009; Iani, Anelli, Nicoletti, Arcuri, & Rubichi, 2011; Sebanz et al., 2003; Tsai,

Kuo, Hung, & Tzeng, 2008). In these studies the social-distractor was also engaged in the task. It is

plausible that a social-distractor that engages in the task is more salient compared to an experimenter

that acts in a passive role. Experiment 4 explored this possibility further by recruiting a confederate

that engaged in the task alongside the participant.

5.5 Experiment 4: social distractor on a visual search task

5.5.1 Introduction

The theme of this chapter is to investigate the effects of social distractors on pseudoneglect. In pre-

ceding experiments, I employed three of the most commonly used spatial tasks in the pseudoneglect

literature and only found a significant effect using the line bisection task. Although data from these

experiments suggests that social distractors may be processed differently to typical spatial distractors,

these data have been seemingly inconsistent across three experiments.

A more consistent finding in the social psychology literature is that social presence can facili-

tate/impair performance tasks thatmeasure cognitive load and response conflict (Baron, 1978; Ferraro,

Iani, Mariani, Milanese, & Rubichi, 2011; Huguet, Galvaing, Monteil, & Dumas, 1999; Klauer, Her-

fordt, &Voss, 2008). These studies argue for the distraction-conflict hypothesis that suggests another

person can attract important attentional resources away from the task so that the participant is unable

to focus their full attention on task-relevant information. Baron (1986) proposed that simple and com-

plex tasks may lead to facilitated or impaired performance depending on cognitive load. Simple tasks

allow participants to direct their attention to task relevant information and filter out task-irrelevant

information. In contrast, complex tasks results in decreased performance because participants neglect

task-relevant information.

Perhaps a better understanding of how other people can influence spatial attention can be devel-
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oped if both cognitive load and shifts in attention are taken into consideration. A visual search task is

capable of measuring both facilitation/interference effects and hemispheric asymmetries. Array-like

tasks, such as the Bells task, are frequently used to measure visual asymmetries in neglect patients (see

Chapter Two for details). Furthermore, simple feature search tasks are executedmore efficiently by the

right hemisphere in healthy participants (Poynter & Roberts, 2012). Employing an array task would

also be more similar to Terry and Lower’s (1979) experiment in which they found a distal bias from

the social distractor.

For Experiment 4, a visual search task was employedwith a confederate on the left or right sides of

the participant or with the confederate absent. A confederate was used in this task because preceding

experiments in this chapter used the experimenter as a social distractor and found inconsistent results.

It was hypothesised that inconsistent results across experiments were due to the experimenter not

engaging in the task and participants perceiving the experimenter as an observer. If the experimenter

is perceived as a ‘passive-observer’ rather than an ‘active-participant’, then according to the cognitive

load theory participants may have viewed the experimenter as task-irrelevant. If the experimenter is

perceived as task-irrelevant, than participants may have filtered out this information and inherently

reduced the impact of the social distractor on their task performance. It was hypothesised that if the

confederate engaged in the task with the participant then the confederate would be perceived as an

‘active-participant’ and also task-relevant. Furthermore, if the confederate was perceived as more task-

relevant than the experimenter in the previous experiments, then it was predicted that the confederate

will elicit a social attention effect.

The search task used in this experiment consisted of a rectangle array where participants searched

for a target (inverted triangle) amongst distractors (upright triangles). Participants completed three

blocks: with the confederate on the left, on the right or was absent. It was hypothesised that if the con-

federate produces a cueing effect then facilitation would occur and targets that are on the same side as

the confederate would yield faster responses. But, if the confederate produced attentional withdrawal
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like in Terry and Lower’s (1979) experiment, then it was hypothesised that impaired performance

would be reflected by slower responses to targets on the same side as the confederate. Both facilita-

tion and impairment have been observed in the social psychology literature with spatial-compatibility

paradigms (Atmaca et al., 2008; Baron, 1986; Hommel et al., 2009; Klauer et al., 2008; Knoblich et al.,

2011).

5.5.2 Method

Participants

Twenty-two (m = 5; f = 17) university students participated in the experiment in exchange for $15.

Ages ranged between 18–29 years of age (M = 22.73; SD = 3.55). All participants were right-handed

(Oldfield, 1971) and had normal or normal-to-corrected visual acuity. Participants gave informed con-

sent prior to the start of the experiment, and were unaware of the exact purpose of the study.

Apparatus

The apparatus was identical to Experiment 1.

Stimuli

The visual search stimuli consisted of 60 equilateral triangles randomly placed in a 250×65mm array.

Triangleswere 8mmoneach side and spaced 5mmapart. Therewere twovariations of the array: target-

present and target-absent. In target-present trials, one of the triangles along the array was randomly

selected and inverted (see Figure 5.7). Of all the target-present trials, the inverted triangle appeared

once along each location in the array. In target-absent trials, the inverted triangle did not appear.
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Figure 5.7: An example of the visual search task array. The target (i.e. upside-down triangle) is in the third column on
the leđ side of the array.

Procedure

Aconfederatewas recruited to fulfil the role of a second participant. While the participantwas located

centrally to the screen, the confederate sat either to the left or right sides of the participant. Each

participant completed three blocks of trials. Seating position wasmanipulated between blocks so that

the participants responded to the array while sitting directly in front of the display either: (1) with the

confederate sitting to their left, (2) alone (baseline) or (3) with the confederate sitting to their right

(see Figure 5.7). Chin-rests were provided in each of the three seating positions to maintain the exact

distance between participants and confederate, and to control for distance to the screen. Participants

were seated 600 mm directly in front of the screen with a visual angle of 2.8°degrees. The centre of

the confederate’s chinrest was positioned 450mm to the left and right of the centre of the participant’s

chinrest, and viewed the centre of the screen at an angle of 37°degrees. The order in which the blocks

were administered was balanced between participants.

Each block consisted of 144 trials in total, where 120 trials were target-present and 24 trials were

target-absent. Trials were presented in a randomised order for each participant. Every trial began with

a blank white screen for 500ms, followed by the stimulus presentation for 4000ms or until both par-

ticipant and confederate responded. For each trial, the participants and confederate indicatedwhether
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the target was present or absent in the array. Two response boxes were placed horizontally—one in

front of the participant and another in front of the confederate, and were positioned parallel to their

midsagittal planes. Participants responded by pressing keysmarked yes or no to indicate whether they

saw a target (inverted triangle) or did not see a target (no inverted triangle). If a participant failed to

respond within a 4000 ms time period, the trial was rejected and repeated at a later stage in the block.

In addition, an errormessage was displayed prompting the participants to respondmore quickly. The

lateral position of the response buttons was counterbalanced between participants, as half of the par-

ticipants had the yes button on the left and the no button on the right, and the other remaining par-

ticipants had the yes button on the right and the no button on the left. To prevent participants from

copying or being distracted from the hand movements of the confederate, the hands of both the par-

ticipant and confederate were covered using black cloth. Prior to commencing the experimental trials,

participants completed six practice trials.

The experimenter started the stimuli presentation software for eachblock and left the testing room

for the duration of that condition. A small camera positioned in the room was used to ensure that

participants focused on the task and did not talk. Participants were instructed to signal to the camera

when they completed all trials within a condition. During the baseline condition, the confederate left

the room. Between the first and second blocks the participant and confederate filled out the Edin-

burghHandedness questionnaire (Oldfield, 1971), and between the second and third blocks they both

completed a filler task with incomplete sentences.

5.5.3 Results

Errors. Three participants had errors that were two standard deviations below the mean for one

of the three conditions and were excluded from further analysis leaving n = 19. Errors for the left

(M = 7.588, SD = 17.170), right (M = 5.351, SD = 15.169) and alone (M = 6.667, SD = 16.599)

conditions were submitted to a repeatedmeasures 3 (left, right and no confederate condition)× 2 (left
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& right target) ANOVA. Main effects for social condition [F(2, 36) = 1.043, p = .363, partial η2 =

.055], target [F(1, 18) = .526, p = .478, partial η2 = .028], and interaction [F(2, 36) = 1.470,

p = .243, partial η2 = .075] were not significant.

Reactiontimes. All trials* were submitted to a 3× 2ANOVAwith social condition (left, right and

no confederate condition) and target side (left & right) as within-subjects factors. There was no main

effects of social condition [F(2, 36) = .115, p = .892, partial η2 = .006], nor target side [F(1, 18) =

2.781, p = .113, partial η2 = .134], but there was a significant interaction [F(2, 36) = 4.951, p = .013,

partial η2 = .266]. When this same factorial analysis was run for correct responses only the main

effect for social condition [F(2, 36) = .201, p = .819, partial η2 = .011] was not significant, target

side [F(1, 18) = 4.924, p = .040, partial η2 = .215] was weakly significant, and the interaction

[F(2, 36) = 2.113, p = .136, partial η2 = .105] was no longer significant. None of the Bonferroni

adjusted post-hoc comparisons were significant [t(18) < .495, p > .05].

Inverse efficiency. As a result of the data significance changing depending on whether the re-

action times for all trials or correct trials were used, an inverse efficiency score was calculated that in-

corporated both accuracy and reaction time data. Inverse efficiency is calculated by dividing mean

reaction times by the percentage of accuracy. Inverse efficiency has been used successfully by many

researchers (Nicholls, Loveless, Thomas, Loetscher, & Churches, 2015; Rach, Diederich, & Colonius,

2011; Shore, Barnes, & Spence, 2006). I reran the 3 × 2 ANOVA with inverse efficiency scores and

found a significant interaction with social condition and target side [F(2, 36) = 3.549, p = .039,

partial η2 = .165]. There were no main effects for social condition [F(2, 36) = .034, p = .996,

partial η2 = .002] and target side [F(1, 18) = 2.901, p = .106, partial η2 = .139].

*This included reaction times for both correct and incorrect trials.

80



Figure 5.8: Graph demonstraধng an interacধon between social condiধon (leđ, right and no confederate) and target
side (leđ & right) for mean inverse efficiency scores. Lower values suggest greater efficiency and higher values suggest
lesser efficiency. Standard error bars are shown.

5.5.4 Discussion

The aim of this social visual search task was to investigate whether a confederate is perceived as a dis-

tractor. I hypothesised that the presence of a confederate would facilitate/impair performance so that

participants would respond faster/slower to targets that are congruent with the side of the confeder-

ate. Results showed that there was an interaction between the social condition and target side, but I

did not observe a consistent pattern showing that the targets congruent with the position of the con-

federate were faster/slower. Instead the data showed variable patterns and a weak interaction between

social condition and target side. Because the interaction is weak and different to the predicted direc-

tion, it is difficult to determine the meaning behind this interaction. Moreover, these data provided

little clarity on the underlying mechanisms of processing social distractors.

This study sought to replicate a similar effect to Experiment 2where the side of the social distractor

impacted on pseudoneglect. A visual search task was chosen to measure this effect for two main rea-

sons: search tasks have been previously used tomeasure visual asymmetries (Poynter&Roberts, 2012)

and a search task is similar to Terry and Lower (1979) study where they found attentional withdrawal
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on an array task. Examining the data showed a mixed pattern of results where an interaction between

social condition and target was significant, but only when both correct and incorrect responses were

included. When only correct trials were examined this interaction disappeared. As a result of this

outcome, inverse efficiency scores were calculated that included both accuracy and reaction times as a

measure of performance. With inverse efficiency scores the interaction between social condition and

side of the target was significant. But, this interaction did not reflect the predicted hypotheses. Inverse

efficiency scores showed that in the social conditions efficiency for the left targets increased and right

targets decreased, whereas in the no confederate block efficiency was the same for both targets. Based

on this data it is unclear why this pattern of results would occur. It is possible that the task sharing

between participants was too weak to influence the outcome of the experiment. Although both the

participants and the confederate were instructed to respondwithin 2 seconds for each trial, coordinat-

ing one’s responses in this manner may not have allowed for a high level of task sharing. A turn-based

paradigmmight have increased the level of interdependency betweenparticipants and yielded stronger

effects.  

5.6 General discussion

A series of four experimentswere conducted to determine if a social distractor affects task performance

in a similar or different way to a typical distractor. Two out the four experiments showed atypical ef-

fects that are not supported by well-established findings on cues and distractors. These atypical effects

may suggest that social distractors are processed differently, however, the data to support this hypoth-

esis is underwhelming.

The basis for the research in this chapter comes from a plethora of studies that show social distrac-

tors can affect attention (Sebanz et al., 2003; Atmaca, Sebanz, & Knoblich, 2011; Atmaca et al., 2008;

Huguet et al., 1999; Klauer et al., 2008; Heed et al., 2010). These studies primarily focused on spatial

compatibility effects and load processing, however, two studies by Barrett et al. (2000) and Garza et
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al. (2008) showed that social distractors can also affect orienting of attention. Barrett et al. (2000) and

Garza et al. (2008) showed that in a clinical and non-clinical sample attention was drawn towards the

social distractor. Moreover, Garza showed that with a left social distractor pseudoneglect increased

and with a right social distractor pseudoneglect decreased. This finding is consistent with attentional

cueing studies that demonstrate a similar pattern of results (Bultitude&Aimola-Davies, 2006;Milner

et al., 1992). Garza and colleagues suggested that this effect was perceptual in nature, as this distractor

effect was dependent on visual feedback. This hypothesis was tested with a perceptual Landmark task

in Experiment 1. This study was unsuccessful as the data was in favour of the null hypothesis.

Similar to the original methodology used by Garza et al. (2008), Experiment 2 employed a line bi-

section task to determine if positioning the social distractor next to the participant in Experiment 1 led

to the non-significant results. Experiment 2 showed an attentional withdrawal away from the social

distractor, which suggests that the social distractor does not have to be in front of the participant for

an effect to be observed. Although the effect of attentional withdrawal is intriguing, it is opposite to

the effect observed in both Barrett and Garza’s studies. A study that is consistent with Experiment 2 is

a methodological study by Terry and Lower (1979). In Terry and Lower’s study, the experimenter sat

laterally to participants and handed participant’s an array of figures. Participants were asked to point

out the figure that first attracted their attention. The authors found that participants consistently

pointed to figures distal to the experimenter. Importantly, this distal bias strengthened as the distance

between the participant and the experimenter decreased. Terry and Lower (1979) hypothesised that

participants withdrew their attention away from the experimenter to reduce the uneasiness of a per-

sonal space invasion. This hypothesis is interesting because it implies that participant’s may have tried

to decrease their social discomfort by increasing the perceived distance between themselves and the

experimenter. It may have been informative to include a non-social distractor condition in the exper-

iment to serve as a comparison with the social distractor condition. If a non-social distractor such as a

mannequinwas included, then it would have been possible to determine if the attentional withdrawal
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effect is unique to social distractors. Time constraints precluded the incorporation of additional con-

ditions into themethodology of Experiment 2. Adding non-social distractor conditionsmay be useful

for future experiments that aim to differentiate between social distractors and non-social distractors.

Experiment 3 sought to replicate this attentional withdrawal effect using a Greyscales task. It was

argued that because Experiment 2 found an interaction between social condition and response hand,

that attentional withdrawal could be a result of amotor bias. For example, participants may be less in-

clined to deviate their armmovements towards the experimenter side to ensure they would not bump

into the experimenter. Although Nicholls et al. (2014) did not find an effect of a close barrier on line

bisection performance, I decided to be conservative and selected the Greyscales task for Experiment 3.

TheGreyscales is a perceptual task that requires forced-choice discrimination between two alternatives

and does not rely on motor accuracy to carry out the task. In addition, the Greyscales task was also

orthogonal to the left-right social distractor and did not require gross armmovements towards the side

of the experimenter. Experiment 3 did not replicate the attentional withdrawal effect in Experiment

2 and did not show any cueing effects similar to Garza et al. (2008). It was hypothesised that perhaps

Experiments 1 to 3 displayed inconsistent results because the experimenter was a ‘passive-observer’ and

wasnot apart of the task. This hypothesis stemmed fromanobservationof social spatial-compatibility

studies where a confederate or another participant usually engaged in the task with the participant.

Experiment 4 attempted to find an effect of social distractor on pseudoneglect by including a

confederate who actively engaged in the task with the participant. I hypothesised that if the exper-

imenter was perceived as a ‘passive-observer’ then participants may have regarded the experimenter

as task-irrelevant. In order to make the social distractor more relevant to the search task, Experiment

4 included a confederate that responded to the stimuli alongside the participant. Results from Ex-

periment 4 showed an interaction between the social condition and target side, but did not conform

to the predicted hypothesis. The predicted hypothesis for Experiment 4 is that participants would

response faster to targets that correspond with the position of the confederate. That is, participants
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would respond faster to left targets when the confederate is sitting on their left, conversely when the

confederate is sitting on their right side participants would respond faster to right targets. The results

for this experiment were difficult to interpret for numerous reasons. Firstly, reaction time data pro-

duced different effects depending on whether correct trials or all trials (both correct and incorrect)

were analysed. Due to this peculiar characteristic in the data I decided to analyse both reaction times

and accuracy simultaneously through an inverse efficiency measure. Secondly, the inverse efficiency

interaction showed that in the confederate absent condition there was no effect of target side, how-

ever, when the confederate was present participants were generally faster to respond to left targets and

slower to respond to right ones. This interaction was not predicted and it is unclear why this pat-

tern of results would occur. Despite the participants and confederate being instructed to coordinated

their responses within a 2 second time period for each trial, it is possible that the level of task sharing

in this experiment was not strong enough to influence the outcome of the results. Alternative social

paradigms that increase the salience of the relationship between co-actors may yield stronger effects.

For example, turn-based or collaborative experimental paradigms that increase the interdependency

between co-actors could produce clearer results.

5.7 Concluding remarks

Four experimentswere conducted todeterminehowa social distractor influences pseudoneglect. Based

on the combined research from four experiments there is some evidence to suggest that social distrac-

tors behave differently from typical distractors. Furthermore, there is also weak evidence to suggest

that social distractors can influence pseudoneglect. Although these data are far from conclusive, it

would be interesting to see how manipulating different task demands between two acting partici-

pants would impact on attention. For example, joint spatial-compatibility paradigms frequently in-

clude turn-based responding to increase the salience of the co-actor (Atmaca et al., 2008; Böckler,

Knoblich, & Sebanz, 2012; Knoblich et al., 2011; Sebanz et al., 2006, 2003). Incorporating a similar
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response paradigm in a Landmark task could demonstrate whether increasing co-actor saliency can

influence pseudoneglect.
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No man ॹ an island,

Entire of itself,

Every man ॹ a piece of the continent,

A part of the main...

John Donne, 1624

6
No man is an island: task interdependency

in a joint Landmark study

Precedingexperiments inChapterFiveprovidedweak evidence for social influences onpseudone-

glect. Chapter Six seeks to investigate task interdependency in a joint Landmark task. The first two

experiments in this chapter were collected at Honours level in 2011, however, these data have been

re-analysed, extended and published in Cognitive Neuroscience, as part of my PhD in 2015 (Szpak,

Nicholls, et al., 2016). Chapter Six is very different from my Honours thesis and has only developed

into its current form as a result of subsequent experiments which are presented in this thesis, an ap-
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praisal of new literature and two years of careful deliberation during the course of my PhD.

6.1 Publication Abstract

While it is generally acknowledged that another person’s presence can influence howwe behavewithin

our environment, our understanding of the mechanisms underlying this influence is limited. Three

experiments investigated the effect of social presence on the lateral distribution of spatial attention.

Shifts in spatial attentionweremeasured using line bisection, while participants sat in each other’s per-

sonal space. An attentional withdrawal was observed, whereby attention moved away from the other

person when the same task was using turn-taking (Experiment 5) and independent responding (Ex-

periment 6) paradigms. When participant pairs engaged in different tasks (Experiment 7), attentional

withdrawal was no longer observed. Our results strongly suggest that the influence of interpersonal

proximity on attentionmerits greater consideration than it has received from researchers investigating

social effects on cognition.

6.2 Introduction

Humans do not exist in isolation. We are constantly connecting, coordinating, and reciprocatingwith

others in our environment. Recent technological advancements, such as mobile phones, personal

computers and iPads, make it possible to draw others into our personal space regardless of physical

distance (Wellman, 2001). Yet, within experimental psychology research, social influences are inten-

tionally kept to a minimum. Although this approach has been the benchmark for studying how the

mind works, it has important limitations. In particular, experimental psychology has largely ignored

the influence that the presence of another person has on how we perceive and behave (Frith, 2012;

Knoblich et al., 2011).

The relative proximity of other people has an important impact on our body. When using pub-

lic transport, commuters show elevated stress levels when positioned near other passengers (Evans &
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Wener, 2007), as manifested by increased physiological arousal and galvanic skin responses (Aiello et

al., 1977; McBride et al., 1965). These physiological changes are accompanied by varying levels of dis-

comfort (Aiello et al., 1977; Hayduk, 1981, 1983), ranging frommild to extreme, depending on proxim-

ity to others and the size of one’s personal space (Hayduk, 1981). In addition, interpersonal proximity

affects cognition. Using a classroom setting, Paulus, Annis, and Seta (1976) found that performance

on a maze task was reduced when in close proximity to students. Similar results were reported by

Nagar and Pandey (1987), who found that interpersonal proximity led to deteriorated performance

on complex tasks—but not simple tasks.

When confrontedwith the uneasiness of personal space invasion on public transport, commuters

typically distract themselves by reading, playing with smartphones, or listening to headphones. These

behaviours likely reflect strategies that let commuters retreat into privatised personal space, allow-

ing them to feel more psychologically comfortable in situations where personal invasion might occur

(Hall, 1966; Hirsch & Thompson, 2011). For example, listening to music reduces the size of personal

space, thereby allowing social intrusions at close distances to be better tolerated (Tajadura-Jiménez

et al., 2011). Therefore, the social influence of another person could be reduced if participants use a

strategy that lets them to focus on a unique aspect of a task, allowing them to retreat into personal

space.

We aimed to identify how the presence of another person influences spatial attention andwhether

this effect can be modulated by interdependency. To address these aims, line bisection was employed

to measure the influence of social information on the lateral distribution of spatial attention.

Line bisection tasks are sensitive to lateral cues (Bultitude & Aimola-Davies, 2006; Sosa et al.,

2011), and have been used extensively within clinical (Bonato et al., 2008; Loetscher et al., 2012) and

non-clinical (Jewell & McCourt, 2000) settings. When judging the relative length of two line seg-

ments, individuals tested in isolation typically perceive the left segment to be longer than it actually is

(Benwell, Harvey, & Thut, 2014). There are many variants of the line bisection task (see Jewell &Mc-
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Court, 2000, for a review), but they all show a tendency to overestimate the left side of the line (Fink et

al., 2002; Varnava&Halligan, 2009). This has been referred to as pseudoneglect (Bowers&Heilman,

1980), and is thought to reflect dominant right hemisphere activation for spatial attention (Foxe et al.,

2003). Using this basic experimental paradigm, participants judged line length on pre-bisected lines

alone, or while someone was sitting to their left or right.

The effect of interpersonal proximity on attentional orienting can result in two opposing effects:

attentional attraction or attentional withdrawal. There is tangible evidence to support either hypoth-

esis. Evidence from single participant line bisection studies suggests that lateral cues usually attract and

bias attention towards their location (Bultitude & Aimola-Davies, 2006; Milner et al., 1992; Nicholls

&Roberts, 2002; Sosa et al., 2011). If a similar cueing effect is observed in the current experiment then

line segments ipsilateral to the location of the other person will be perceived as being longer.

Alternatively, interpersonal proximity research suggests that attention may withdraw from the

other person. Terry and Lower (1979) sat laterally, in close proximity to participants and showed them

an array of horizontally arranged figures. When asked to indicate the figure that first attracted their at-

tention, participants consistently chose figures distal to the experimenter. Intriguingly, this distal bias

increased as the distance between the participant and the experimenter decreased. Terry and Lower

(1979) suggest that participants withdrew their attention from the experimenter to reduce the uneasi-

ness of the personal space invasion. Further support of this finding comes from Szpak, Loetscher,

Churches, et al. (2015), who found that social discomfort that lead to increased physiological anxiety

also increased attentional withdrawal. If the attentional withdrawal hypothesis is correct, line seg-

ments contralateral to the other person will be perceived as longer.

6.3 Experiment 5: turn-based Landmark task

This experiment investigated whether spatial attention is affected when two participants share a task

when sitting beside one another. Lateral shifts in spatial attention were measured using line bisec-
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tion (McCourt, 2001). A high level of interdependency between participants was induced by forcing

participants to respond using a turn-taking paradigm. After viewing the pre-bisected line, one par-

ticipant indicated their response, while the other participant withheld their response. The second

participant responded after the first had lodged their response. This joint turn-taking design ensured

that responses had to be coordinated between the two participants.

6.3.1 Method

Participants

Twelve pairs (N = 24) of unacquainted first-year psychology students (15 females) participated in ex-

change for course credit. Within the pairs, participant sex was not controlled (i.e. pairs could be same

or mixed sex). Ages ranged between 18–50 years (M = 22.58, SD = 6.95) and all participants were

right-handed (Oldfield, 1971). One participant was omitted from analyses, because she did not have

corrected-to-normal vision. The Flinders University Social and Behavioural Research Ethics Commit-

tee granted ethical approval.

Apparatus

Stimulus presentations were displayed on a LCD screen (550mm diagonally). E-prime 2.0 software

(Psychology Software Tools, Pittsburgh, PA) presented stimuli and ran the experiment. A model

200A PST Serial Response Box recorded responses. A chin rest maintained participant head position

and closed-circuit audio-visual surveillance was used to monitor participants.

Stimuli

Stimuli consisted of horizontal lines with a length of 180mm and height of 5mm that subtended a

visual angle of 16.7° in length and 0.48° in height (McCourt, 2001; McCourt & Jewell, 1999). Each

line was composed of two black and two white bars, arranged in diagonally opposite pairs on a grey
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(a) Central-parধcipant responds first.

(b) Lateral-parধcipant responds first.

Figure 6.1: Sequence of a line bisecধon trial: blank screen 500ms, a pre-bisected line trial of 2000ms, and two response
screens each presented for 2000ms.

background. Lineswere bisected to the left or the right of true centre by 1, 2, or 3mm. Althoughvertical

line location was kept constant in the centre of the screen, horizontal position was jittered 9mm to

either the left or right to prevent the use of extrinsic markers (McCourt & Jewell, 1999). The factorial

combination of bisection shift (−3,−2,−1,+1,+2,+3), jitter (left, centre, right) and polarity (upper

left part black, upper left part white) resulted in 36 unique stimuli. Each stimulus was presented twice

times, for a total of 72 trials.

Response screens containednon-directional cues to indicate turn-taking betweenparticipants (see

Figure 6.1). These cues consisted of three horizontally arranged circles (diameter=18mm which sub-

tended 1.7° in visual angle), presented in the lower portion of the screen, 10mm apart from one an-

other. When the outer two circles were green, the lateral-participant responded first and when the

central circle was green, the central-participant responded first.
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(a) Lateral-parধcipant on the leđ of
the central-parধcipant.

(b) Central-parধcipant alone for the
baseline condiধon.

(c) Lateral-parধcipant on the right of
the central-parধcipant.

Figure 6.2: An illustraধon of the experimental setup. The central-parধcipant is illustrated with dark hair

Procedure

Within eachpair, oneparticipantwas randomlydesignated the central-participant,while the otherwas

the lateral-participant. Halfway through the experiment, these roles were swapped. Seating position

was manipulated across three blocks of trials so that the central-participant completed line bisection

while sitting directly in front of the display: (1) with the lateral-participant sitting to their left, (2) alone

with the lateral-participant outside of the room(baseline), and (3)with the lateral-participant sitting to

their right (see Figure 6.2). The central-participantwas seated 600mmdirectly in front the screen. The

lateral-participantwas positioned 450mmto the left or right of centre and viewed the screen at an angle

of 37°. The order in which the blocks were administered was counterbalanced amongst participants.

Each participant completed five blocks of trials: three as the central-participant and two as the lateral-

participant.

Each trial began with a blank grey screen for 500ms, followed by presentation of the pre-bisected

line for 2000ms. Two consecutive response screens (i.e. one for each participant) then appeared, for

2000ms each. On each trial, participants indicated whether the left or the right side of the line ap-

peared to be longer. Participants used the leftmost response key to indicate the left side was longer
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and the rightmost response key to choose the right side. Response keys were placed horizontally in

front of participants and parallel with the midsagittal plane. If either participant failed to respond

within the 2000ms time window, the trial was rejected and repeated at a later stage. In addition, an

errormessage was displayed prompting participants to respondmore quickly. To prevent participants

from copying or being distracted by the hand movements of one another, the hands of both partici-

pants were covered using black cloth. Participants completed four practice trials prior to commencing

the experiment.

The experimenter started the stimuli presentation software for eachblock and left the testing room

for the duration of the condition. A camera was used to ensure that participants remained focused on

the task and did not speak to one another. During the baseline condition, the lateral-participant left

the room and completed the Edinburgh Handedness Inventory (Oldfield, 1971).

6.3.2 Results and discussion

Only data from the central-participant conditions were analysed, as the lateral conditions produced

visual eccentricities known to cause asymmetrical effects (Chokron&Imbert, 1993;McCourt, Garling-

house, & Slater, 2000). The point of subjective equality (PSE) was calculated for each of the seating

conditions (left, baseline, right) by fitting a cumulative Gaussian distribution to the proportion of

left-side-longer responses for all bisections ranging from−3 to+3. When the proportion of left-side-

longer responses reached0.5 (50%), correspondingwith anegative bisection (left segment shorter/right

segment longer) on the cumulative distribution, it was considered a leftward bias because the left side

was reported to be longer, when, in fact, the right side was objectively longer. The PSE indicates the

subjective centre (inmm)where an individual perceives the left and right sides of the line to be of equal

length. Using a 2SD cut off, 3 participants with wide psychometric functions were considered outliers

on the basis of themedian absolute deviation rule for outlier detection (Benwell et al., 2014; Leys, Ley,

Klein, Bernard, & Licata, 2013), leaving 20 participants.
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One-sample t-tests indicated that the PSE for the left (M = −.57, SD = 1.05; .05° or .32% of

the line) [t(19) = 2.45, p = .02, Cohen’s d = 1.123], baseline (M = −.62, SD = .903; .06° or

.34% of the line) [t(19) = 3.06, p < .01, Cohen’s d = 1.41] and right (M = −1.01, SD = .82; .10°

or .56% of the line) [t(19) = 5.47, p < .01, Cohen’s d = 2.51] seating conditions was significantly

biased towards the left. Leftward biases (i.e. pseudoneglect) are a signature finding on line bisection

tasks and indicate a small imbalance in attentional orienting favouring the left side (Jewell&McCourt,

2000). The replication of this bias was important in validating the use of line bisection in the current

paradigm.

The PSE data contains two key pieces of information: the direction of attentional bias (left or

right) and the direction inwhich attentionmoves in relation to the other person. For the left, baseline,

and right seating conditions, a negative PSE is a leftward bias and a positive PSE is a rightward bias.

Importantly, the significance of these negative and positive PSEs differs for the left and right seating

conditions. In the left seating condition, a PSE greater than the baseline PSE represents a withdrawal

of attention and a PSE smaller than the baseline represents an attentional attraction. The converse

is true for the right seating condition, where a smaller PSE reflects a withdrawal of attention, and a

greater PSE reflects an attraction. To allow for directional consistency, PSE scores were transformed

to create social influence scores, which were defined as follows:

social influenceleft =

 −|PSEbaseline − PSEleft|, if PSEbaseline < PSEleft

|PSEbaseline − PSEleft|, otherwise,

and

social influenceright =

 −|PSEbaseline − PSEright|, if PSEbaseline > PSEright

|PSEbaseline − PSEright|, otherwise,

This ensured that attentional withdrawal was always represented as a negative score and atten-

tional attraction was represented as a positive score (see Figure 6.3). A paired-samples t-test compared
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social influenceleft and social influenceright scores to establish whether attentional biases differed be-

tween the left and right seating conditions [t(19) = 1.86, p = .08, Cohen’s d = .88]. As there were

no reliable differences between the left and right conditions, an overall social influence score was com-

puted as follows:

overall social influence =
social influenceleft + social influenceright

2
.

Social influence scoreswere submitted to a one-sample t-test, allowing for social attractionorwith-

drawal to be tested directly. The social influence score (M = −.22, SD = .43) was significantly dif-

ferent from zero [t(19) = 2.26, p = .036, Cohen’s d = 1.04] indicating a significant withdrawal of

attention from the other person (see Figure 6.4).

The data demonstrate that a person sitting next to you does not attract attention in the same

way as common attentional cues (Bultitude & Aimola-Davies, 2006; Milner et al., 1992). Instead,

the results show a much more interesting cueing effect, where attention is moved away from the

lateral-participant. Attentional withdrawal may relate to social research showing that sitting close to

a stranger induces discomfort (see Aiello, 1987, for review) and that people try to increase the distance

between themselves and others to reduce this discomfort (Evans&Wener, 2007; Patterson et al., 1971).

In the current experiment, participants were not able to physically move away from the ‘stranger’. A

compensatory reaction could be to shift attention away in order to increase their perceived distance

from the other person.

6.4 Experiment 6: independent responding in a joint Landmark task

The interdependency brought about by the turn-taking paradigm used in Experiment 5 required a

high level of attention towards the actions and intentions of others (Ruys&Aarts, 2010; Sebanz et al.,

2006; Tomasello & Carpenter, 2007). This high level of interdependency was possibly a key factor in
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(a) Aħenধon has moved rightward (away from the person siষng on the leđ, i.e., withdrawal) PSEbaseline
subtract PSEleđ will lead to a negaধve value

(b) Aħenধon has moved rightward (away from the person siষng on the leđ, i.e., withdrawal) PSEbaseline
subtract PSEleđ will lead to a negaধve value

(c) Aħenধon has moved leđward (away from the person siষng to the right, i.e., withdrawal) and PSEbaseline
subtract PSEright will lead to a posiধve value.

(d) Aħenধon has moved leđward (away from the person siষng to the right, i.e., withdrawal) and PSEbaseline
subtract PSEright will lead to a posiধve value.

Figure 6.3: An illustraধon showing all scenarios of aħenধonal withdrawal for both the leđ and right seaধng condiধons
(relaধve to the baseline). Negaধve PSEs reflect a leđward bias, whereas posiধve PSEs show a rightward bias. Impor-
tantly, the significance of these PSE values in relaধon to the baseline is different for the leđ and right seaধng condiধons.
To reduce the possibility of staধsধcal errors it is necessary to derive a social influence score that takes into account
both the direcধon of the aħenধonal bias and the direcধon in which aħenধon moves in relaধon to the other person.
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Figure 6.4: Social influence scores for Experiments 5, 6 and 7 with standard error bars. Negaধve values on the y-axis
indicate aħenধon moving away and posiধve values on the y-axis indicate aħenধon moving towards.

the emergence of attentional withdrawal. This possibility was investigated here by reducing the de-

pendency between participants. Participants in Experiment 6 responded independently and therefore

did not need to coordinate their actions. If interdependency between participants was the central fac-

tor in the emergence of attentional withdrawal, this effect should not be observed when turn-taking

is eliminated. If an attentional withdrawal effect is observed, then interdependency can be excluded

as a driving factor.

6.4.1 Method

Participants

Twelve pairs (N = 24) of unacquainted first-year psychology students (17 females) participated in

exchange for course credit. Ages ranged between 17–34 years (M = 21.83, SD = 5.74) and all par-

ticipants were right-handed (Oldfield, 1971). One participant was omitted from analyses, as he did

not have corrected-to-normal vision. The Flinders University Social and Behavioural Research Ethics
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Committee granted ethical approval.

Apparatus, Stimuli and Procedure

The apparatus and stimuli were identical to Experiment 5. The procedure was similar to Experiment

5; however the turn-taking response paradigm was removed. Each trial began with a blank screen

for 500ms, followed by the pre-bisected line for 2000ms. A blank screen then appeared and both

participants had 2000ms to indicate their response.

6.4.2 Results and discussion

Three participantswithwide psychometric functionswere considered outliers and fromomitted from

further analyses. One-sample t-tests indicated that PSE values for the left (M = −.60, SD = .69; .06°

or .33% of the line) [t(19) = 3.89, p < .01, Cohen’s d = 1.79], baseline (M = −.66, SD = 1.01; .06°

or .37% of the line) [t(19) = 2.90, p < .01, Cohen’s d = 1.41], and right (M = −.84, SD = .79; .08°

or .47% of the line) [t(19) = 4.73, p < .01, Cohen’s d = 2.17] seating conditions were significantly

biased to the left.

Social influence scores were calculated for PSE data. A one-sample t-test was used to identify

whether an attentional attraction or withdrawal effect occurred. Social influence scores (M = −.12,

SD = .22) demonstrated attentional withdrawal [t(19) = 2.41, p = .026, Cohen’s d = 1.11]. A

paired-samples t-test was also conducted using the social influenceleft and social influenceright scores to

establishwhether attentional biases differed between the left and right seating conditions [t(19) = .48,

p = .64, Cohen’s d = .22].

Experiment 6 replicated the attentional withdrawal effect found in Experiment 5. Reducing the

level of dependency between participants did not make attentional withdrawal disappear. That is,

when the turn-taking paradigm was eliminated, the allocation of attention continued to move away

from the other person. This suggests that task interdependency is not driving the attentional with-

99



drawal effect.

6.5 Experiment 7: joint Landmark with different tasks

Attentional withdrawal was shown in Experiments 5 and 6, which is consistent with previous research

showing that during personal space invasion an attempt to increase the distance between oneself and

others occurs (Evans & Wener, 2007; Felipe & Sommer, 1966; Patterson et al., 1971). Compensatory

strategies are developed, which allowpeople to retreat into privatised space and feelmore comfortable,

when physical distance cannot be increased (Hall, 1966; Hirsch & Thompson, 2011). Based on this

idea, Experiment 7 investigated whether the social influence of another person could be reduced if

participants were given a strategy that allowed them to focus on one aspect of the task that was unique

to them. Researchers have shown that when people are able to focus on distinct aspects of a task, they

start to feel more independent and in control of the situation because their perceived discomfort is

also reduced (Duke & Mullens, 1973; Heckel & Hiers, 1977).

The effect of task was investigated by giving each participant within the dyad a different task. If

attentional withdrawal emerges when participants are performing different tasks, it suggests task shar-

ing does not underlie the spatial attention shifts associated social unease. If the social effect is weakened

or disappears, it implies that conceptually distancing oneself from another person (i.e. by performing

a different task) could help to reduce the social discomfort elicited by the presence of others, thereby

making situations more tolerable.

6.5.1 Method

Participants

Eleven pairs (N = 22) of unacquainted students (17 females) participated in exchange for $30 (AUD).

Ages ranged between 18–34 (M = 21.59, SD = 3.75) and all participants were right-handed (Oldfield,
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1971) and had normal or corrected-to-normal vision. The Flinders University Social and Behavioural

Research Ethics Committee granted ethical approval.

Apparatus, stimuli and procedure

The apparatus and stimuli were identical to Experiment 5. A slight procedural change was made as

the central- and lateral-participants completed different tasks. The turn-taking paradigm from Exper-

iment 5 was reintroduced, with the central-participant again performing the standard line bisection

task. Crucially, the task and instructions for the central-participant remained unchanged from Ex-

periment 5. The lateral-participant completed a memory task where they remembered the relative

position of the black and white bars (i.e. the polarity) within the line stimulus. Participants pressed

a ‘yes’ button if the polarity of the previous line was the same as the current line, and a ‘no’ button if

the polarity was different.

Instructionswere given in the presence of both individuals—thus, bothwere aware of the task be-

ing carried out by the other person and also knew theywould complete the other task halfway through

the experiment. After both taskswere explained, instructions onhow to respondusing the turn-taking

paradigm were given.

6.5.2 Results and discussion

Two participants with wide psychometric functions were considered outliers and omitted from fur-

ther analyses. One-sample t-tests indicated that the PSE for the left (M = −.52, SD = .91; .05° or

.29% of the line) [t(19) = 2.57, p = .02, Cohen’s d = 1.18], baseline (M = −.65, SD = .89; .06° or

.36% of the line) [t(19) = 3.27, p < .01, Cohen’s = 1.50], and right (M = −.66, SD = .81; .06° or

.37%) [t(19) = 3.64, p < .01, Cohen’s d = 1.67] seating conditions were significantly biased to the

left.

Social influence scoreswere calculated for PSE data and subjected to a one-sample t-test to identify
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whether an attentional attraction or withdrawal effect occurred. Social influence scores (M = −.07,

SD = .32) did not differ from zero [t(19) = .93, p = .36, Cohen’s d = .43]. A paired-samples

t-test was also conducted using the social influenceleft and social influenceright scores to establish

whether attentional biases differed between the left and right seating conditions [t(19) = .54, p = .59,

Cohen’s d = .26]. As a final comparison, overall social influence scores for Experiments 5, 6, and7were

submitted to an ANOVA [F(2, 57) = 1.04, p = .36, partial η2 = .04], which illustrated that they

were not significantly different from each other.

In contrast toExperiments 5 and6, attentionalwithdrawalwasnot observed. Performingdifferent

tasks might have allowed participants to develop coping strategies, wherein they could conceptually

distance themselves from the other person. Similar coping strategies have been observed on public

transport. Commuters typically lose themselves in reading, playing with smartphones, or listening to

music. Such situational withdrawal can be viewed, at least to some extent, as a coping mechanism to

reduce the discomfort induced by over-crowded trains and buses (Hall, 1966). This is supported by

research showing that listening to music over headphones shrinks the distance at which people start

to feel uncomfortable by approaching strangers (Tajadura-Jiménez et al., 2011).

6.6 General discussion

Our experiments investigated the influence of social presence on the lateral distribution of spatial at-

tention. Shifts in spatial attention were measured using a standard line bisection task. All three ex-

periments were fundamentally similar, with only subtle changes to task instructions and response

dynamics. This manipulation allowed us to determine how the interdependency between two people

is related to the distribution of spatial attention in a shared space.

An interesting pattern of results emerged as social presence influenced spatial attention onlywhen

both participants were performing the exact same task. In this instance, an attentional withdrawal

effect was observed, with attentionmoving away from the lateral-participant. When interdependency
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was high, but separate tasks were carried out, the social effect was reduced/disappeared. Importantly,

the replication of the results in Experiments 5 and 6 demonstrates that the observed withdrawal effect

is reliable.

Manipulating interdependency in thismanner shares some similarities to social stimulus-response

(S-R) compatibility paradigms (see Social Flanker and Social Simon task Atmaca et al., 2011; Sebanz et

al., 2003). In these social S-R studies impaired task performance reflects a conflict between the simulta-

neous representation of self and other. But, the ‘social’ nature of these paradigms has beenquestioned.

For example, Dolk, Hommel, Prinz, and Liepelt (2013, 2014) demonstrated that it is possible tomimic

a social S-R effect in a go/no-go paradigmwithout another person. Although the current tasks did not

involve S-R mapping, effects of attentional withdrawal when participant pairs perform the same task

were still observed. Our data show that social cues behave differently to common attentional cues;

however, further research that directly assesses S-R mapping is needed to determine the relationship

between social withdrawal and social S-R effects.

The pattern of results is not consistent with common visual cueing paradigms. When presented

in conjunction with line bisection, visual cues usually direct attention toward the cued location (see

Jewell & McCourt, 2000; Sosa et al., 2011, for a review). The current findings demonstrate that social

cues function differently, leading attention to be directed away from ‘strangers’. Interestingly, this is

consistent with the social discomfort hypothesis (Aiello et al., 1977; McBride et al., 1965; Patterson et

al., 1971).

The social discomfort hypothesis posits that stress-related responses are experienced when others

invade our personal space. A common reaction to this discomfort is to physically move away. We

required two strangers to sit in close proximity (450mm) and prevented the use of coping strategies,

such as physically moving away, blocking, or creating barriers. The ability to create a privatised per-

sonal space was therefore inhibited. We suggest central-participants shifted their attention away from

lateral-participants to increase the perceived distance between them, making the experimental situa-
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tion more tolerable. This is consistent with Terry and Lower (1979), who proposed that perceptual

withdrawal (e.g., moving attention away), provides an alternative compensatory reaction to having

one’s personal space invaded.

Importantly, the lack of attentional withdrawal in Experiment 7 can be explained by the social

discomfort hypothesॹ. When participants were able to conceptually differentiate themselves from one

another, no attentional withdrawal emerged. Feelings of independence and control lead individuals

to be more comfortable sitting close to strangers, than when they feel dependent on others (Duke

& Nowicki, 1972; Heckel & Hiers, 1977). Consequently, a decrease/elimination of attentional with-

drawal would be expected in such situations.

The joint line bisection task we developed could be applied to a number of interesting research

questions. In particular, this taskmight be beneficial in re-examiningwhatAiello (1987) refers to as the

‘dead-ends’ in a review of the interpersonal proximity literature. For example, researchers disagree on

howmales and females make use of space in social situations. There is also evidence of a link between

interpersonal proximity and personality (Colzato, de Bruijn, & Hommel, 2012; Duke & Nowicki,

1972). Joint line bisection could be used tomeasure spatial attention, whilst taking sex and personality

traits into account, to clarify existing ambiguous findings in this literature, and also to further our

understanding of how individual differences influence interpersonal proximity and spatial attention.

6.7 Concluding remarks

Three experiments were carried out in Chapter Six to identify whether social proximity can influence

lateral shifts in spatial attention. Participant pairs were positioned next to each other in close prox-

imity whilst they completed a Landmark task. Interdependency between pairs was manipulated to

ascertain whether participant’s relationship within the Landmark task influenced spatial attention.

Attentional withdrawal was observed when pairs completed the same task in a turn-taking (Experi-

ment 5) and independent responding (Experiment 6) paradigms. But, when participant pairs were
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given different tasks (Experiment 7) attentional withdrawal was reduced/disappeared. Importantly,

Experiments 5 and 6 replicated the attentional withdrawal effect observed in the previous chapter sug-

gesting that attentional withdrawal is a reliable effect that exists under certain social conditions. It was

hypothesised that participants shifted their attention away to increase the perceived distance between

themselves and the other person in order to compensate for feelings of social discomfort. Chapter

Seven will examine the influence of cooperation and competition on attentional withdrawal.
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When we survey our livॸ and endeavors we soon observe

that almost the whole of our actions and desirॸ are bound

up with the existence of other human beings.

Albert Einstein, 1949

7
Competition and Cooperation

The previous chapter examined the effects of close interpersonal proximity on spatial attention.

Attentional withdrawal emerged showing that attentionmoved away from the other person, but only

when participant pairs were engaged in the same task. When participants were given a different task

from their experimental partner, attentional withdrawal was no longer observable. Results from the

previous chapter suggest that the level of attentional withdrawal may depend on the relationship be-

tween participants. Hence, it is plausible that manipulating the relationship between participants, so

that participant pairs are either cooperating or competing with one another, may give insight into the

social processes involved in attention withdrawal.
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7.1 Introduction

Personal space is an important region of space surrounding the body, where one can choose to allow

or disallow others access (Evans & Howard, 1973; Felipe & Sommer, 1966; Hall, 1966; Hayduk, 1981).

Personal space plays an important role in both positive (Knoblich et al., 2011; Manera, Becchio, Cav-

allo, Sartori, & Castiello, 2011) and negative (Aiello et al., 1977; McBride et al., 1965; Tirachini et al.,

2013) social interactions. Crowding is often described as a negative social interaction that most people

try to avoid (Evans & Wener, 2007; Hayduk, 1981; Hirsch & Thompson, 2011), whereas cooperation

between people is a positive social interaction that is essential for the survival of both the individual

and species (Adolphs, 2003a). Both these examples of positive and negative social interactions demon-

strate remarkably different effects on personal space when they occur in close interpersonal proximity.

Peripersonal space has been shown to contract or expand under different social situations (Heed

et al., 2010; Maister et al., 2015; Teneggi et al., 2013). Negative personal encounters have been shown

to contract peripersonal space (Maister et al., 2015; Szpak, Loetscher, Churches, et al., 2015; Szpak,

Nicholls, et al., 2016), whereas positive social experiences expand peripersonal space (Heed et al., 2010;

Teneggi et al., 2013). A study by Teneggi et al. (2013) measured the size of participant’s peripersonal

space before and after an economic game. The authors recruited two groups of participants, one group

played a competitive economic game and the other group played a cooperative economic game. They

found that peripersonal spaces of both participantswere distinguishable during the competitive game,

but merged when participants played the cooperative game. Merging peripersonal space boundaries

during a cooperative task may provide the common perceptual space necessary to coordinate actions

when working together to achieve a mutual goal (Knoblich et al., 2011; Sartori et al., 2013; Sebanz et

al., 2006).

Given that the competitive/cooperative relationship between participants could play an impor-

tant role in the attentional withdrawal effect observed in the previous chapter, the present experiment
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explicitly manipulated levels of cooperation. The present experiment was similar to Experiment 1 in

the previous chapter, except that pairs were randomly assigned to two different relationship groups.

Half of the participant dyads were required to cooperate in order to achieve a common goal, whereas

the other dyads competed against each other. A social withdrawal effect was predicted for the pairs in

the competitive group, but a reduced/no effect for the pairs in the cooperative group. This prediction

is in line with previous research showing that participants prefer to distance themselves from another

person in situations in which they feel stressed, tense and in competition—compared to situations

that are friendly and cooperative in nature (Aiello, 1987; Tedesco & Fromme, 1974). Moreover, this

prediction also fits with the findings of Teneggi et al.’s (2013) study that showed participant’s periper-

sonal space merge during a cooperative task. If participant’s peripersonal spaces merge in this study, I

predict that attentional withdrawal would disappear during a cooperative relationship.

7.2 Experiment 8: competitive and cooperative Landmark task

7.2.1 Method

Participants

Twenty-four pairs (m = 11; f = 13) of unacquainted first-year psychology students participated in

Experiment 4, in exchange for course credit. Ages ranged between 18–50 years of age (M = 22.62)

with forty-seven right-handed participants, and one (f) left-handed participant (Oldfield, 1971) whose

data were not used. Another participant’s data were omitted because he did not follow instructions.

All remaining participants had normal-to-corrected vision.

Apparatus

Stimulus presentations were displayed on an LCD screen (550 diagonally). E-prime 2.0 software was

used to present stimuli to run the experiment. A model 200A PST Serial Response Box recorded
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participant’s responses. A chin rest was used to ensure that participants maintained the same head

position throughout the experiment. Closed-circuit audio-visual surveillance was used to monitor

participants when the experimenter was outside the testing room.

Stimuli

Stimuli were based on the Landmark lines used by McCourt and Olafson (1997). Lines were 180 mm

(VA = 16.7°) and 5 mm thick (VA = 0.48°), which comprised of two black and white bars arranged

as diagonally opposite pairs presented on a grey background. Lines were pre-transected to the left

and right of the true centre by 1, 2, and 3 mms. The lines were jittered horizontally 9 mm (VA =

0.86°) to the left and right of the screen centre to prevent participants from using external markers

as a part of their bisection strategy. 36 unique stimuli resulted from a combination of bisection shift

(−3,−2,−1,+1,+2,+3 mm), jitter (left, centre and right), and polarity (upper left portion black,

upper left portion white). Each unique stimulus was presented twice leading to a total of 72 trials.

Turn-taking response cues contained three-horizontally arranged circles (diameter = 18 mm or

VA = 1.72°) presented in the lower portion of the screen andwere separated by 10mm (VA = 0.95°).

When it was the central-participant’s turn to respond first the centre circle was coloured green, and

when it was the lateral-participant’s turn the two outer circles were coloured green.

Questionnaire

A questionnaire was used to measure participants’ feelings of competition or cooperation. The first

half of the questionnaire was a word-completion task consisting of twenty-four word fragments em-

bedded with nine word fragments, which can be used to measure implicit feelings of competition

(Kay, Wheeler, Bargh, & Ross, 2004). The nine word fragments gave participants an opportunity to

fill the blank spaces with competition-relevant words. For example, _ower (power) or co_pe__tive

(competitive). The amount of competition-relevant words indicated by participants, showed how
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competitive they felt. The second half of the questionnaire was used to measure feelings of competi-

tion and cooperation more explicitly using four Likert scales. These Likert scales were based on Iani

et al. (2011) where participants rated the experimental situation on a scale of 1 to 7, and were given

four dichotomous scales: easy-difficult (1 = easy, 7 = difficult), pleasant-unpleasant (1 = pleasant,

7 = unpleasant), positive-negative (1 = positive, 7 = negative) and cooperative-competitive (1 =

cooperative, 7 = competitive).

Procedure

The procedure was the same as Experiment 1 in the previous chapter except that the pairs were ran-

domly assigned to either a ‘competitive’ or a ‘cooperative’ condition.

In the competitive condition, twelve pairs of participants were informed that they would be com-

peting with the other member within the pair. They were informed that, if they achieved a better

score than the other participant, they would receive a food reward. To make the reward all the more

salient, participants selected the reward (chocolates/biscuits/chips etc.) that they would like prior to

starting the experimental trials. Between each seating position, the experimenter told the participants

that one of themwas doing really well and both participants were encouraged to continue so that one

of them could win their reward.

In the cooperative condition, twelve pairs of participants were informed that they would be co-

operating with the other member within the pair. They were told that, if their combined accuracy

reached a threshold of 80%, they would both receive a reward. Like the competitive condition, par-

ticipants chose their rewards at the beginning of the experiment. Between each seating position, the

experimenter told the participants that they were both doing really well and if they kept on doing well

they would both receive their prizes.
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7.2.2 Results and discussion

Conforming to the experiments in the previous chapter, only data from the central-participant were

analysed. PSEswere calculated for the seating conditions (left, central and right) by fitting a cumulative

Gaussian distribution to each individual’s data. The PSE indicates a point (in mm) on the Landmark

linewhere the participant perceives the left and right sides to be equally long (subjective centre). Using

a ±2SD cut off, three participant’s data had wide psychometric curves that were considered outliers.

Outliers were identified in accordance with the median absolute deviation rule for outlier detection

(Benwell et al., 2014; Leys et al., 2013), leaving 43 participants (m = 16; f = 27).

One-sample t-tests indicated that the PSE for the left (M = −.573, SD = .688; VA = .055°)

[t(42) = 5.459, p < .001, Cohen’s d = 1.685], baseline (M = −.759, SD = .821; VA = .078°)

[t(42) = 6.059, p < .001, Cohen’s d = 1.870], and right (M = −.795, SD = .704; VA = .067°)

[t(42) = 7.400, p < .001, Cohen’s d = 2.284] conditions were significantly biased to the left side—

pseudoneglect.

In line with the experiments in the previous chapter, a social influence score was also calculated by

subtracting the baseline (see previous chapter for further details on the social influence score). Nega-

tive social influence scores represent attentionmoving away from the other person and positive values

represent attentionmoving towards the other. Social influence scores were submitted to a one-sample

t-test to directly test for attentional attraction or withdrawal. The overall social influence score was

(M = −.111, SD = .285; VA = .011°) and was significantly different from zero [t(42) = 2.560,

p = .014, Cohen’s d = .790]. Attentional withdrawal observed in this experiment was similar to the

social effects observed in the previous chapter.

An independent sample t-test was also conducted using group relationship (cooperative, compet-

itive) to determine if there was a difference of social influence between the two groups in this experi-

ment. The mean difference between the competitive (M = −.108, SD = .279; VA = .010°) and co-
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operative (M = −.114, SD = .295; VA = .011°) groups was not significantly different [t(41) = .059,

p = .953, Cohen’s d = .019] (see Figure 7.1).

Figure 7.1: Mean social influence score calculated as difference score from the alone condiধon. Negaধve values on the
y-axis display a withdrawal of aħenধon and posiধve values on the y-axis display an aħenধonal aħracধon towards the
other.

Thus, contrary to expectation, attentional withdrawal was not moderated by cooperation and

competition. This lack of effect may be related to an unsuccessful manipulation of cooperation and

competition. To test the efficacy of ourmanipulation, implicitmeasures of competitivenesswere com-

pared between the cooperative and competitive groups. Although themean competitiveness score for

the cooperative group (mean = 1.61) was slightly lower than for the competitive group (mean = 2.3),

this difference failed to reach statistical significance (t(41) = 1.69, p = .099). It therefore appears

that our attempt at encouraging different cooperative and competitive behaviours was unsuccessful

in affecting implicit measures of competitiveness.

It is possible that explicitmeasures of competitiveness provide amore robustmeasure of between-
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group differences than the implicit measure. Differences in explicit responses were submitted to a

mixed model ANOVA with group dynamic (competitive, co-operative) as a between-subjects factor

and perceived situation (competitive, pleasant, easy and positive) as within-subjects factor. There was

neither a main effect of group (F(1, 41) = 0.18, p = .89, partial η2 < .01) nor a significant interaction

between group dynamic and perceived situation (F(3, 123) = 2.500, p = .078, partial η2 = .057)

[Greenhouse-Geisser correction]. Because it could be argued that the interaction showed a trend to-

wards significance, independent t-tests, adjusted for multiple comparisons, were carried out. There

was no difference in how the competitive and cooperative groups perceived the task situation for any

of the 4 assessed factors (t(41) < 1.91, p > .25).

Based on the convincing results byTeneggi et al. (2013), it was expected that the competitive group

would show stronger attentional withdrawal than the cooperative group. Teneggi et al. (2013) used an

economic game in their study and showed that participant’s peripersonal space boundaries merged in

a cooperative context. I predicted that if peripersonal space merges to achieve a common goal during

a cooperative task, then attentional withdrawal would be reduced. Attentional withdrawal was ob-

served in the present experiment, but there was no difference between the cooperative or competitive

groups. It is possible that participants in Teneggi et al.’s (2013) study felt more motivated because they

were given continuous feedback about how well they were doing throughout the experiment, and

therefore were constantly reminded of their goal and were more driven to do well. The current study

did not give participants constant feedback about their progress which could have diminished their

drive to do well. Perhaps this oversight might explain why participants did not feel more competitive

and why there was no difference in performance between the group dynamics.

The social subscales demonstrated that thebetweengroupmanipulationof cooperation/competition

was not successful. The procedure used tomanipulate group dynamicswas very similar to a procedure

successfully used by Iani et al. (2011). Explicit and implicit measures to determine participant’s level

of cooperativeness or competitiveness did not yield convincing effects. The main difference between
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the procedures was the amount and type of reward. In the current experiment, participants were re-

warded with food (chocolates, biscuits, chips), worth $3.50 less than the monetary reward used in the

Iani et al. study. It is therefore possible that monetary reward played a role in motivating participants

to do well. Alternatively, the turn-taking response paradigm and the lack of emphasis on speeded re-

sponses might have induced a level of cooperation between participants that could not be overcome

by manipulations of reward.

7.3 Concluding remarks

This chapter investigated whether the relationship between participants may affect spatial attention.

It was predicted that a competitive participant relationship would elicit an attentional withdrawal,

whereas cooperation would induce a weak or no attentional withdrawal effect. The primary aim

was to clarify the mechanisms driving the attentional withdrawal effect observed in previous exper-

iments. Importantly, the present study was able to replicate the attentional withdrawal observed in

the previous chapter, which further validates this methodology in measuring social effects. But, the

between-group manipulation was unsuccessful and there was no difference between competitive and

cooperative participant relationships. Taking a physiological measure of social discomfort and cor-

relating physiological discomfort with attentional withdrawal would provide further support for the

attentional withdrawal hypothesis. The next chapters will explore social effects on attention further

by developing a new spatial attentionmethodology that will shed light on the underlying factors driv-

ing attentional withdrawal. Chapter Nine develops a new methodology that may increase social dis-

comfort and canmeasure attentional withdrawal. Research showing that front space is more sensitive

to personal space invasions inspired the design of this new methodology (Hayduk, 1983). This new

methodology sought to increase social discomfort by asking participants to stand across from one an-

other in close personal space. A radial Landmark task was used to capture shifts in attention moving

towards or away from the other participant. Because this new methodology had not been tested be-
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fore in a single participant paradigm, it was unclear how this new setupwould affect shifts in attention.

I address this knowledge gap in Chapter Eight. Chapter Eight seeks to measure attentional shifts in

a single-participant radial Landmark task to test hemispheric asymmetries in the perception of space

close to the body.
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Whenwe focॺ consciously on an object—and create amen-

tal image for example—it’s not because the brain pattern ॹ

a copy or neural representation of the perceived object, but

because the brain experiencॸ a special kind of interaction

with that object, preparing the brain to deal with it.

Roger Wolcott Sperry, 1987

8
Visual asymmetries in perceived depth

This chapter discusses the hemispheric asymmetries in perceived depth in single-participant

paradigms. Topics addressed in this chapter may seem somewhat divergent from material on social

attentionpreviously covered. Nevertheless, themain purpose of the experiments in this chapterwas to

develop a newmethodology for testing participant pairs. Experiment 9was published inExperimental

Brain Research andExperiment 10was published inBrain and Cognition (Szpak, Thomas,&Nicholls,

2016; Szpak, Loetscher, Bastian, et al., 2015).

In previous chapters, it was hypothesised that participants shift their spatial attention away from

another person in order to increase their perceived distance between themselves and the other person.

I wanted to build upon this hypothesis by developing a spatial taskwhere participant pairs could com-
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plete whilst standing opposite each other. The reasoning behind this newmethodology was based on

several studies which suggest that frontal space is more sensitive to personal space invasions (Hayduk,

1981). Furthermore, frontal space is socially relevant because this is the area in which most conversa-

tions occur (Sommer, 1962). My idea was to give participant pairs a radial Landmark task that they

could complete whilst standing across from one another. Radial line bisection tasks have been studied

before, but the literature detailing how this type of task affects hemispheric asymmetries in perceived

depth is limited. Because of this limitation I thought it would be sensible to test my new proposed

methodology on single-participants first. In addition to piloting a new methodology, I thought it

would be beneficial to the attention community to expand my proposed study to specifically test for

asymmetries in perceived depth.

A second experiment was developed from the findings of Experiment 9 where asymmetries in

perceived depth were directly tested using three-dimensional stimuli. The goal of Experiment 10 was

primarily to augment the research of Experiment 9 by empirically expanding on the theory behind

perceived asymmetries in depth.

8.1 Experiment 9: radial Landmark task

8.1.1 Publication abstract

Research suggests that the left cerebral hemisphere is predisposed for processing stimuli in ‘near’ space

whereas the right hemisphere is specialised for processing stimuli in ‘far’ space. This hypothesis was

testeddirectly by asking 25undergraduates to carry out a landmark radial line bisection task. To test the

effect of hemispheric differences in processing, the lines were placed to the left, right or centre within

the transverse plane. Consistent with predictions, lines in all three conditions were bisected distal

to the true centre. More importantly, there was an asymmetry whereby the distal bias was stronger

for lines presented in the left hemispace compared to the right hemispace. The results demonstrate
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that the perception of depth is affected by left/right placement along the lateral axis and highlight the

cognitive/neural interplay between the radial and lateral axes.

8.1.2 Introduction

Because we are immersed in a rich three-dimensional environment, our neurophysiology has adapted

to process visual information along a three-dimensional space: horizontal, vertical and radial. While

there are links between the dimensions, it also appears that the brain has developed separate neural

maps for processing information along the three axes (Halligan et al., 2003;Nicholls et al., 2004; Szpak,

Loetscher, Bastian, et al., 2015; N. A. Thomas & Elias, 2012).

In relation to radial space, the brain has been shown to activate distinct neural pathways for spa-

tiotopic (near-far) dimensions (Committeri et al., 2007;Heber et al., 2010; Shelton et al., 1990;Weiss et

al., 2000). Drawing fromnear-far dissociations inneglect studies, lesion location is known to influence

the direction of neglect on radial line bisection tasks. Parietal injuries can cause neglect of proximal

space (Butter, Evans, Kirsch, & Kewman, 1989; Gold, Shuren, & Heilman, 1994; Mennemeier et al.,

1992; Rapcsak et al., 1988), whereas temporal-occipital injuries have resulted in neglect of distal space

(Adair et al., 1995; Shelton et al., 1990). Shelton et al. (1990) argue for modality-specific attentional bi-

ases where attention is preferentially biased away from the body for visual exploration, but distributed

near the body for tactile exploration. If this is the case, then distal biases on a radial line bisection task

are most likely related to a spatiotopic processing scheme (Chieffi, Iavarone, & Carlomagno, 2008).

The neural processing of radial (near/far) space may be lateralised within the brain. Research

conducted by Weiss et al. (2000) recorded brain activity using Position Emission Tomography while

participants bisected horizontal lines and pointed to dots in near and far spaces. Stimuli in near space

elicited preferential neural activation of areas in the left hemisphere such as the dorsal occipital cortex,

intraparietal cortex, ventral premotor cortex and the thalamus. Stimuli in far space bilaterally activated

the ventral occipital cortex and the right medial temporal cortex. Neurophysiological support for
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the cerebral asymmetry model in the healthy population is also consistent with the findings of near-

far dissociations in patients with clinical neglect (Adair et al., 1995; Shelton et al., 1990; Vuilleumier,

Valenza, Mayer, Reverdin, & Landis, 1998).

There is also tangential behavioural evidence for a cerebral asymmetry in processing near and far

space. Heilman et al. (1995) asked participants to judge which line is longer for radially presented lines

in the left and right hemispaces. Surprisingly, participants perceived the line in the left hemispace to be

shorter than the lines on the right. Heilman et al. (1995) explained these results in terms of a model of

functional cerebral asymmetry which argued that the left hemisphere is specialised for local attention

near the body whereas the right hemisphere is specialised for global attention away from the body.

Heilman et al. (1995) suggested that the ends of the line contracted towards the centre when presented

in the left hemispace (right hemisphere), but when lines were presented in the right hemispace (left

hemisphere), the ends of the line expanded away from the centre. Accordingly, lines on the left ap-

peared shorter than lines in the right hemispace.

Additional behavioural evidence has been collected byRoth et al. (2002). They asked participants

to bisect radial lines whilst occluding one eye. Lines were viewed monocularly by using an eye patch,

which activated attentional areas in the contralateral hemisphere. Hence, viewing lines with the left

eye activated the far attentional pathways in the right hemisphere leading to misbisections distal to

the true midpoint. In contrast, viewing lines with the right eye lead to misbisections closer to the

body, presumably because of activating the near attentional areas. These findings are also consistent

with the cerebral asymmetriesmodel for near-far processing (Heilman et al., 1995; Shelton et al., 1990).

Viewing eye has also been shown to effect the magnitude of perceptual biases in a line bisection task

(McCourt &Garlinghouse, 2000). These perceptual biases towards one side of space during a spatial

task occur because of functional imbalances between the hemispheres (Benwell et al., 2014; Foxe et al.,

2003;McCourt, 2001). A studybyMcCourt, Freeman, andTahmahkera-Stevens (2001) found that the

strongest attentional biases occurred for lines viewed by the left eye, followed by binocular and then
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the right eye. This pattern is consistent with the opponent-process hypothesis, where the extent of

hemispheric activation determines the strength of attention allocated to the contralateral hemispace

(Kinsbourne, 1970). In a subsequent study, Kinsbourne (1972) found that when participants gazed

to the left, the right hemisphere was activated and when they gazed to the right, the left hemisphere

was activated. Although, distal-proximal attentional networks may be activated for radial stimuli,

stimuli in the left and right hemispacesmay have had an additive effect on the contralateral hemisphere

modulating the level of attention allocated to the opposite hemispace.

In an attempt to test behavioural asymmetries for processing near and far space more directly,

Szpak, Loetscher, Bastian, et al. (2015) induced an impressionofdepthusing anaglyph stimuli. Anaglyph

3D is created by taking two pictures of a scene from slightly offset viewpoints and encoding an im-

age for each eye using red or cyan filters. When these two images are viewed with a matching pair

of anaglyph glasses, the visual cortex fuses the two viewpoints into one three-dimensional image. In

Szpak, Loetscher, Bastian, et al.’s (2015) study, participants made forced-choice closer/further judge-

ments about the relative location of two 3D spheres located in the left and right hemispaces. Results

showed a significant bias towards judging the right sphere to be closer than the left sphere. These

results are consistent with the idea that the left hemisphere (right hemispace) is specialised for near

processing whereas the right hemisphere (left hemispace) is specialised for far processing.

While the study by Szpak, Loetscher, Bastian, et al. (2015) demonstrated an asymmetry for the

processing of near and far space, it involved relatively complex anaglyph stimuli presented within an

artificial 3D environment. The current study sought to examine asymmetries for processing near and

far space usingmuch simpler stimuli that do not require image fusion in a synthetic scene. To this end,

a radial Landmark line task was employed. This task is well-known and has been frequently used to

test functional asymmetries for horizontal and vertical axes ( Çiçek et al., 2009; Fink et al., 2001; Foxe

et al., 2003; McCourt & Jewell, 1999; McCourt & Olafson, 1997; Nicholls et al., 2012). Surprisingly, a

radial Landmark task has not been used before to measure left/right asymmetries in processing near
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and far space. Given the simplicity of the task, it should provide a clear picture of how ‘near’ and ‘far’

are processed by the left and right cerebral hemispheres.

In the current study, radial lines were presented to the left, right and central spaces and partici-

pants made judgements about the relative length of the proximal and distal portions of the lines. The

perceived midpoint was then inferred from these decisions by fitting a cumulative Gaussian distri-

bution and calculating the point of subjective equality. In line with a body of research examining

proximal/distal differences in radial line bisection, the length of the distal portion of the line was ex-

pected to be over-estimated – leading to a shift of the perceived midpoint distal to the true centre

(Geldmacher & Heilman, 1994). In addition, an asymmetry was predicted between the left and right

hemispaces. For lines presented in the left hemispace, the perceived midpoint should be shifted distal

compared to the central condition – reflecting the right hemisphere’s predisposition for processing far

space. Conversely, for lines presented in the right hemispace, the perceivedmidpoint should be shifted

proximal compared to the central condition.

8.1.3 Methods

Participants

Twenty-five Flinders university students (m = 7; f = 18) participated in the experiment in exchange

for $10.00AUD. Their ages ranged between 18–35 years old (M = 21.72, SD = 3.87) and all had

normal or corrected-to-normal visual acuity. Twenty-fourparticipantswere right-handed according to

criterion set out in the FLANDERS handedness survey (Nicholls, Thomas, Loetscher, & Grimshaw,

2013). Participant’s heights ranged between 1.60–1.90.5m (M = 1.72m, SD = 8.41), which was

important to calculate individual visual angles of the stimuli. Participants gave informed consent prior

to beginning the experiment. This study was approved by the Human Research Ethics Committee at

Flinders University and adhered to the principles of the Declaration of Helsinki.
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Apparatus

Stimuli were displayed on a LCD screen (2921 mm long and 5182 mm wide), that was mounted in

a tabletop so that the screen was facing upwards (see Figure 8.1). The table was 790 mm high, 1200

mm long, and 600 mm wide. E-Prime 2.0 software (Psychology Software Tools, Pittsburgh, PA) was

used to run the experiment and record responses. Participants responded using button presses on a

numeric keypad. Closed-circuit audio/visual surveillance was used to monitor participants when the

experimenter was outside the testing room.

Figure 8.1: An illustraধon of the experimental setup. A computer screen was inserted into a table allowing parধcipants
to view sধmuli on the transverse plane. The illustraধon shows a radial line to the parধcipant’s right

Stimuli

The Landmark stimuli were based on those used by McCourt and Jewell (1999). Each radial line was

composed of two black and white bars, which were arranged as diagonally opposite pairs on a grey

background. Line stimuli ran radially along the participants’ midsagittal axis. The distance from the
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start of the participant’s body (edge of the table) to the centre of the computer screen was 310 mm. As

participants differed in height, stimuli were viewed from slightly different visual angles (VA). Mean

VAs of the stimuli were calculated across all participants using participantsmean eye level to the height

of the tabletopM = 830 mm (i.e. eye level heightM = 1.62 m – table height 790 mm). Lines were

180 mm (mean VA = 12.24°) long and 5 mm (mean VA = 0.35°) wide. Lines were pre-transected by

1, 2, 3, or 4 mm on either the proximal or distal side of the true middle. They were also jittered on the

radial axis by 5 mm proximally, at 0 mm and 5 mm distally. Line stimuli were presented at 3 transverse

locations: in the true centre of the screen, and at 150 mm (mean VA = 10.24°) toward either the left

or the right side of the screen. Four repetitions of the basic factorial combinations: 2 (longer side:

proximal, distal)× 4 (transection: 1 mm (0.069°), 2 mm (0.138°), 3 mm (0.207°), 4 mm (0.276°)),× 3

(jitter: -5 mm, 0 mm, +5 mm),× 3 (space: left, centre, right)× 2 (polarity: black, white) led to a total

of 576 trials.

Procedure

Participants were asked to stand upright, with their thighs touching the experimental table and to

retain this posture throughout the experiment. This arrangement ensured all participants stood in

the exact same position during the experiment. Participants were allowed to freely move their heads.

They completed 4 blocks of 144 randomised trials.

Each trial began with a blank grey screen for 500 ms, followed by the pre-transected line for 2000

ms. While the line was visible, participants were asked to indicate whether the proximal or the distal

line segment was longer. Responses weremade using a two-button response panel, which was aligned

with their mid sagittal axis. Participants pressed the nearest buttons to indicate that the proximal seg-

ment was longer, and the furthest button to indicate that the distal segment was longer. This intuitive

response mapping was maintained throughout the experiment, though hand mapping was counter-

balanced. Half of the participants used their left-hand to push the distal button and their right-hand
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to push to proximal button. The other half used the opposite handmapping. If participants failed to

respondwithin 2000ms, the trial was rejected and repeated at a later stage. An errormessage appeared

directly after all missed trials, prompting participants to respond more quickly. The average number

of missed trials was 0.392%.

Participants completed 12 practice trials before starting the experimental trials. After the prac-

tice trials were finished, the experimenter started the experimental block and left the testing room. A

small camera was used to ensure that participants focused on the task in the experimenter’s absence.

Participants took small breaks between each block. In the first break, the FLANDERS handedness

questionnaire was administered. In the second break, height was measured, and in the final break,

participants sat down for approximately 2 min.

8.1.4 Results

Errors. Percentage of errors were calculated for left (M = 25.091, SD = 6.285), centre (M =

24.276, SD = 5.875) and right (M = 23.211, SD = 7.199) lines did not differ significantly F(2, 44) =

1.916, p = .159, partial η2 = .080.

Pointof Subjective Equality Toobtain ameasure of the perceivedmidpoint of the Landmark

stimuli, it is standard practice to calculate the point of subjective equality (PSE) (Benwell et al., 2014;

Foxe et al., 2003; McCourt, 2001). Individual PSEs were calculated by fitting a cumulative Gaussian

distribution to the proportion of distal-side-longer responses. By taking the point at which distal and

proximal decisions were equiprobable, the perceived midpoint of the radial line could be inferred.

Two participants were excluded because their data failed to conform to a cumulative function. Good-

ness of fit between the curve and the actual data was measured using R2, generating a mean of .937

(range = .725 to .995). Individual PSEs were pooled to identify a sample mean PSE (in mm) that was

used in subsequent analyses. Negative PSE values indicate that the perceived midpoint was distal to
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the true centre whereas positive PSE values indicate a proximal bias.

One-sample t-tests were used to examine whether mean PSE values showed significant biases,

compared to zero (i.e., no directional bias). Mean PSE values for the left (M = −2.096mm, SD =

0.912;VA = 0.145°) [t(22) = 11.019, p < .001, Cohen’s d = 4.699], centre (M = −1.680mm, SD =

0.906; VA = 0.116°) [t(22) = −8.899, p < .001, Cohen’s d = 3.795] and right (M = −1.644mm,

SD = 0.936; VA = 0.114°) [t(22) = −8.42, p < .001, Cohen’s d = 3.590] conditions were all distal

to the true centre of the line.

A within-participants analysis of variance (ANOVA), with one factor (line space: left, centre,

right) demonstrated that line placement had a significant effect on PSE values, F(2, 44) = 5.039,

p = .011, partial η2 = .186 (see Figure 8.2). Pairwise comparisons using t-tests (significant at p < .05)

showed that the midpoint was shifted distally for lines presented on the left compared to lines pre-

sented in either the centre [t(22) = 2.730, p = .037, Cohen’s d = 1.192], or on the right side

[t(22) = 2.681, p = .041, Cohen’s d = 1.170]. Lines that were presented in the centre or on the

right side did not differ significantly [t(22) = .236, p > .05, Cohen’s d = .103].

Figure 8.2: Mean point of subjecধve equality (PSE) for leđ, centre and right lines with standard errors. Negaধve values
indicate that the perceived centre is distal to the true centre of the line.
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8.1.5 Discussion

The current study investigated asymmetries for processing near and far space using a simple radial

Landmark task. Previous behavioural research in this field has often investigated this issue indirectly.

For example, the study byHeilman et al. (1995) found that lines presented to the left appeared shorter

overall and then invoked a local/global mechanism to explain the relative contraction and expansion

of the line. Similarly, Roth et al. found that forcing participants to use their left eye caused a distal

bias for radial line bisection. A model of unilateral hemisphere activation caused by eye patching was

invoked to explain the asymmetry in radial line bisection.

A more direct approach was taken by Szpak, Loetscher, Bastian, et al. (2015). In this case, partici-

pants viewed anaglyph 3D spheres presented in the left and right hemispace and made judgements of

relative distance. Results demonstrated that participants judged the sphere located on the right to be

closer than the sphere on the left. While the study by Szpak, Loetscher, Bastian, et al. (2015) provided

direct evidence of a functional asymmetry for processing near and far space, it involved relatively com-

plex stimuli within an artificial 3D environment. To get around this issue, the current study used a

very simple radial line bisection task that did not require synthetic depth cues. The line bisection task

is well validated and has been used extensively to measure shifts in attention (McCourt & Garling-

house, 2000; McCourt & Jewell, 1999; N. A. Thomas & Elias, 2012; Vossel et al., 2010). Radial lines

were presented in the left, right and central spaces. Overall, participants perceived the centre of the

line to be distal to the true centre in all three conditions. This overestimation of the distal segment of

the line is consistent with a body of research showing distal biases in radial line bisection (Geldmacher

&Heilman, 1994; Halligan&Marshall, 1993). This distal biasmay reflect the operation of asymmetric

eye-scanning from far to near (Halligan &Marshall, 1993), a ‘magnification’ of far objects to compen-

sate for a known reduction in size for distant objects (Barrett et al., 2002) or an attentional bias towards

far space (Shelton et al., 1990).
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Importantly for the current hypotheses, there was an asymmetry in the relative size of the distal

overestimation. For lines presented in the left hemispace, the distal bias was increased relative to the

central condition. The distal bias was also larger for lines presented in the left hemispace compared to

the right hemispace. This asymmetry is consistent with the research carried out by Szpak, Loetscher,

Bastian, et al. (2015) and suggests that the right hemisphere, which processes stimuli in the left hemis-

pace, is specialised for processing stimuli in far space.

While an asymmetry was observed between lines presented in the left and central spaces, there

was no asymmetry between lines presented in the right and central spaces. In this case, it was expected

that the perceivedmidpoint for right lines would be shifted proximal relative to the central condition.

While this lack of asymmetry was unexpected, it may reflect the default mode of processing for a task

such as this. That is, the radial line bisection task was carried out with lines located within reach and

therefore within peripersonal space. As a result, lines in the central position may not have been truly

neutral in relation to near/far processing – but were biased towards near processing.

Our findings thus far have been interpreted using a spatiotopic reference frame wherein the body

of the participant serves as the origin and objects in space are perceived as proximal-distal; however,

there is an alternative explanation based on a retinotopic reference frame. Although we presented ra-

dial lines to participants, the lineswere viewed fromabove andmayhave projected as vertical lines onto

the retina. Along the vertical axis objects would be perceived as up-down rather than distal-proximal.

Moreover, if radial lines are interpreted with a retinotopic reference frame, then size distortions in

perceived depth might also influence where the midpoint of the line is thought to be.

A studybySuavansri et al. (2012) discusses common retinotopic projections for vertical lines at eye-

level and radial lines below eye-level. The authors investigated attentional asymmetries in the vertical

dimension by presenting participants with a line bisection task on the coronal plane in three locations:

350mm to the left, right and centre of themidsagittal axis. They found an upward bisection error in all

three line locationswith lines in the left space producing the largest upwardbias and right lines yielding
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a downward shift. It is interesting that an analogous interactionmay occur for vertically oriented lines

compared to the radial lines presented below eye-level in the present study. Previc (1998) suggested

that the upper visual field was specialised for the processing of far space and involved the ventral visual

processing stream. In contrast, the lower visual field is specialised for the processing of near space

and involves activation of the dorsal visual processing stream. In support of this dissociation, Szpak,

Loetscher, Bastian, et al. (2015) found that anaglyph spheres presented in the lower hemispace were

judged to be closer compared to similar spheres presented in the upper hemispace. Thus, the upper

hemispace is associated with far space and the lower hemispace is associated with near space.

If the radial lines in the current experiment are perceived as vertical within a retinotopic reference

frame then size distortions might affect the perception of depth. A study by Girgus and Coren (1975)

attributed vertical bisection errors to size distortions in perceived depth which they refer to as con-

stancy scaling (Gregory, 1963; Künnapas, 1957). They argue that vertical lines are perceived as receding

in depth, so that the top portion of the line is perceived as further away than the lower half. Because

of constancy scaling, the top portion of the line, which is perceived as more distant, will also be per-

ceived as longer. The lower portion of the line will be perceived as being closer and shorter than the

top portion. This will lead to bisections being placed above the true midpoint of a vertical line. The

constancy scaling interpretation is also consistentwith the separate visual pathwayhypothesis that sug-

gests the upper hemispace is directed by the ventral stream and the lower hemispace is directed by the

dorsal stream (Goodale & Milner, 1992; Previc, 1990). Research in support of this hypothesis shows

that the constancy scaling illusion occurs for perceptual judgments directed by the ventral stream, but

disappears when the dorsal stream is loaded with visuomotor actions (Pitzalis, Di Russo, Spinelli, &

Zoccolotti, 2001; Servos, Carnahan, & Fedwick, 2000). If in the current experiment, the lines were

perceived as vertical with the top portion receding in depth like in Girgus and Coren (1975), then pre-

senting lines in the left and right sides of the screen may have activated the contralateral hemispheres

as well as the ventral stream.
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The present study shows that processing differences along one dimension can influence percep-

tions along another dimension. These inter-dimensional influences are particularly important for the

perception of depth in the three-dimensional world that we live in. The association between the radial

and lateral axes and between the radial and vertical axes both rely on a cognitive/neurological link. In

the case of the former association, it is related to cerebral functional specialisation whereas the latter

association is related to functional specialisation of the ventral and dorsal visual streams. It would be

interesting to explore these links further to determine how processing differences in one dimension

can distort judgements along another dimension.

8.2 Experiment 10: three-dimensional task

8.2.1 Publication abstract

Our ability to process information about an object’s location in depth varies along the horizontal and

vertical axes. These variations reflect functional specialisation of the cerebral hemispheres as well as

the ventral/dorsal visual streams for processing stimuli located in near and far space. Prior research

has demonstrated visual field superiorities for processing near space in the lower and right hemispaces

and for far space in the upper and left hemispaces. No research, however, has directly tested whether

the functional specialisation of the visual fields actually makes objects look closer when presented in

the lower or right visual fields. To measure biases in the perception of depth, we employed anaglyph

stimuli where participants made closer/further judgements about the relative location of two spheres

in a three-dimensional virtual space. We observed clear processing differences in this task where par-

ticipants perceived the right and lower spheres to be closer and the left and upper spheres to be further

away. Furthermore, no relationship between the horizontal and vertical dimensionswas observed sug-

gesting separate cognitive/neural mechanisms. Not only does this methodology clearly demonstrate

differences in perceived depth across the visual field, it also opens up many possibilities for studying
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functional asymmetries in three-dimensional space.

8.2.2 Introduction

A variety of mechanisms contribute to our ability to perceive our visual world in three dimensions.

Monocular cues such as perspective, relative size, shading and occlusion all play a role in the perceived

distance of an object (Howard & Rogers, 2012). For animals with binocular vision, such as humans,

stereopsis and convergence can provide particularly accurate information about an object’s distance

from the observer (Howard & Rogers, 2012). Precise depth perception is critical to survival fitness

and continues to play a particularly important role for those who work in complex multidimensional

spaces – such as pilots, surgeons, and athletes. Given the importance of accurately judging depth in

the environment that surrounds us, it is surprising to learn that asymmetries exist in the processing of

near and far space along the horizontal and vertical axes.

In relation to the horizontal axis, asymmetries for processing near and far stimuli have been ob-

served by Heilman et al. (1995). Under free-viewing conditions, they presented radial lines to the left

and right hemispaces and asked participants to judge which of the two lines appeared longer. Anal-

yses demonstrated that lines presented to the left hemispace were judged to be shorter compared to

those presented to the right hemispace. To explain these results, Heilman et al. (1995) referred to a

model of functional cerebral asymmetry. They argued that the left hemisphere is specialised for tasks

involving local attention (see: Barrett et al., 1998; I. H. Robertson, Mattingley, Rorden, & Driver,

1998) and for peripersonal spatial tasks such as reading and writing. In contrast, the right hemisphere

was believed to be specialised for global attention (see: Barrett et al., 1998; L. C. Robertson et al., 1988)

and for extrapersonal spatial tasks such as face/emotion recognition and navigation. The left hemi-

sphere therefore directs attention towards the body whereas the right hemisphere directs attention

away from the body. With this cerebral asymmetry in mind, Heilman et al. (1995) suggested that the

ends of the lines retracted towards the middle when they fell to the left hemispace – causing them to
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appear shorter. Conversely, the endpoints of the lines expanded away from the middle when they fell

on the right hemispace – causing them to appear longer.

Neurological research supports a left/right asymmetry for processing near and far space. Weiss et

al. (2000) asked participants to bisect lines or point towards dots located in either near or far space.

Positon Emission Tomography (PET) was used to record activity of the brain as they carried out the

tasks. For tasks located in near space, results showed preferential activation of centres located in the left

hemisphere, including the dorsal occipital cortex, the intraparietal cortex, the ventral premotor cortex

and the thalamus. For tasks located in far space, therewas bilateral activation of ventral occipital cortex

and the right medial temporal cortex. The PET research complements clinical research showing dis-

sociations in neglect between peripersonal and extrapersonal space for patients with unilateral lesions

to the left or right hemispheres (Vuilleumier et al., 1998; Williamson et al., 2014).

Asymmetries have also been reported for processing near and far space along the vertical axis.

Geldmacher and Heilman (1994) presented stimuli above and below fixation and demonstrated that

visual attention in the upper portions of a visual scene is biased towards more distant points in space.

Previc, Breitmeyer, and Weinstein (1995) presented random dot stereograms in the upper-left, upper-

right, lower-left, lower-right quadrants of a display. Participants were asked to detect a shape within

the anaglyph image as quickly as possible. Results showed that, while there was no upper/lower dif-

ference for near targets, far targets were identified more readily in the upper visual field. There was

also an unexpected advantage for detecting far targets in the upper-left quadrant, which is consistent

with the left/right asymmetry discussed above.

The effect of position along the vertical axis are in linewith an evolutionarymodel of upper/lower

visual field specialisation developed by Previc (1998). Previc proposed that human spatial behaviours,

such as grasping objects or searching, have evolved in relation to the expected location of these ob-

jects in space. For the upper visual field, Previc suggested there was an advantage for visual search

behaviours for objects typically found in far space. Conversely, Previc suggested that we have an ad-
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vantage for visuomotor manipulatory behaviours (such as grasping) in the lower visual field because

these objects are typically found in near space (see Chewning et al., 1998; Costantini, Ambrosini, Tieri,

Sinigaglia, & Committeri, 2010). The specialisation of the upper and lower visual fields is thought to

reflect asymmetries in the activation of ventral and dorsal visual streams, respectively (Previc, 1998).

Specialisation of the ventral and dorsal visual streams for processing stimuli in near and far space is

borne out by fMRI research. Chen, Weidner, Vossel, Weiss, and Fink (2012) asked participants to

perform allocentric/egocentric judgements on objects located in near or far space within a virtual 3D

environment. Results demonstrated two dissociable streams of processing within the brain. Process-

ing in far space loaded on the ventral stream whereas near processing loaded on the dorsal stream.

From the research reviewed thus far, it appears that asymmetries exist within the horizontal and

vertical axes in theway near and far space are processed. The right and lower dimensions are specialised

for processing near space, whereas the left and upper dimensions are specialised for far space. While

research has investigated the comparative specialisation of the visual fields, to our knowledge, no re-

search has directly testedwhether this specialisation actually affects the perception of depth in both the

horizontal and vertical dimensions. That is, does the specialisation of the left hemisphere/right hemis-

pace for ‘near’ processingmake objects appear closer on the right compared to the left? Similarly, does

the specialisation of the dorsal stream/lower hemispace for processing near objects make objects ap-

pear closer in the lower hemispace compared to the upper hemispace? Besides being interesting from

a theoretical viewpoint, systematic biases in the perceived depth of an object could be important from

an applied perspective when making fine judgements of relative depth. For example, relative depth

precision is essential for everyday tasks such as driving and specialised tasks such as surgery.

To investigate asymmetries in the perceived distance of an object, we used anaglyph images to in-

duce a perception of an object located at different depths. Anaglyph images contain pictures taken

from slightly different viewpoints coded in either red or cyan. When offset slightly in relation to one

another and viewed through a pair of anaglyph glasses, the binocular disparity gives rise to an impres-
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sion of an object located in three-dimensional space. Stereoscopic 3D are an ideal means of exploring

asymmetries in depth perception along the horizontal and vertical axes – but have not been used be-

fore. We presented spheres along the horizontal and vertical axes offset slightly from one another in

perceived 3D space. Participants made forced-choice discriminations of ‘nearer’ or ‘further’. If the

right and lower hemispaces are predisposed for processing objects in near space, we predicted that

participants would be biased towards reporting that these spheres were closer compared to similar

spheres presented in the left and upper hemispaces. Because eye dominance could affect the left/right

asymmetry for anaglyph images, this was used as a between groups variable in the horizontal analy-

sis. Finally, to investigate whether the horizontal and vertical asymmetries are the result of separate

cognitive/neurological mechanisms, a correlation analysis was performed.

 

8.2.3 Method

Participants

Fifty-eight (m = 15; f = 43) university students participated in the experiment in exchange for

$10AUD. Ages ranged between 18–62 years of age (M = 24.862, SD = 7.321) and every participant

was right-handed according to the FLANDERShandedness test (Nicholls et al., 2013). All participants

hadnormal or corrected-to-normal vision acuity, and out of the fifty-eight participants thirty-onewere

right-eye dominant (Coren, Porac, & Duncan, 1979). Participants gave informed consent prior to

the start of the experiment. This study was approved by the Human Research Ethics Committee at

Flinders University and adhered to the principles outlined in the Declaration of Helsinki.

Apparatus

Stimulus presentations were displayed on a LCD screen (500mm diagonally). Stimuli were created

using OpenGL, and red-cyan anaglyph glasses were used to view the 3D stimuli. E-prime 2.0 soft-
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ware (Psychology Software Tools, Pittsburgh, PA) was used to run the experiment and an E-Prime

Serial response box was used to record participants’ responses. Participants’ heads were kept still us-

ing a chin-rest (Richmond Products; model # 6100R) placed 600mm in front of the computer screen.

Closed-circuit audio/visual surveillance was used to monitor participants when the experimenter was

outside of the testing room.

Stimuli and viewing conditions

Rendering stereo images involves defining a collection of surfaces with reflectance properties, light

sources and camera to model the projection of the surfaces onto the virtual imaging plane. The pro-

jection is controlled by the camera’s focal length and optical centre which collectively define the con-

vergence of the virtual optical rays onto the imaging plane. We generated a set of stereo images by

defining cameras in a virtual scene that represent the participant’s eyes in the real world. Essentially,

we modelled the computer screen in the virtual space as the imaging plane with the participant’s eyes

as the optical centres for each of the two cameras. This process requires knowing the distance of the

participant’s eyes from the computer screen. Accordingly, the diameter of the spheres and their dis-

tance in front of the screen are defined in millimetres, and in order for the apparent parallax to be

consistent with the appearance of a specific sized spheres at a defined distance from the participant,

the projection from the virtual world onto the real world screen must be accurately modelled.

The three dimensional virtual scene. The 3D scene consisted of a pair of greyscale spheres,

the virtual imaging plane (at screen depth) and a background plane. The spheres were assigned a

Lambertian shader and the light-source in the scene was position directly in front of the spheres. The

spheres had a diameter of 30mm (VA = 2.86°) and were separated from each other by 65mm (VA =

6°) (centre-to-centre). Therewere tendifferent depthdisplacements, five at negativeparallax and five at

positive parallax. The ten displacements were coupled to produce five pairs of spheres, which stepped
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out progressively from the perceived depth midpoint (0.75mm, 1mm, 2mm, 3mm and 4mm). The

background plane was rendered -80mm behind the virtual imaging plane and was textured with non-

repeatingwhite noise. Thepurpose of the backgroundplanewas to provide another point of reference

for comparing the depth of the two spheres. The 3D scene was modelled with respect to an observer

with interocular distance of 65mm located 600mm from a computer screen with a resolution 1920×

1080 square pixel aspect ratio and a 550mm diagonal length.

Figure 8.3: Example anaglyph sধmuli from the horizontal and verধcal blocks, respecধvely.

Depth perception from stereo requires each eye to see a slightly different viewpoint of a scene.

We used the anaglyph approach to achieve stereovision by encoding these viewpoints into a different

colour sub-space for each eye. When viewed through anaglyph glasses, this process allowed partici-

pant’s left and right eyes to each perceive a left and right offset of the virtual scene. The brain fuses

these left and right offsets and perceives them as one three dimensional image. A set of stereo im-

ages was generated by rendering a grey-scale image for each eye using virtual cameras. A composite

anaglyph image was created by rendering a grey-scale image of the virtual scene for each eye, where the

image for the left eye is encoded in the red channel and the image for the right eye is encoded in the

green and blue (cyan) channels. These images were also rendered with sub-pixel accuracy to avoid im-

age artefacts due to aliasing (see Figure 8.4). Both of these stepswere performed using custom software

written in OpenGL/C++.

The spheres were arranged in one of two different orientations. In the horizontal condition, the
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Figure 8.4: Example sধmuli from the horizontal and verধcal blocks, respecধvely.

sphereswere arranged along the vertical centre of the screen. In the vertical condition, the sphereswere

arranged around the horizontal centre of the screen (see Figure 8.3). In both conditions, the spheres

were presented so that one appeared closer than the other (with position balanced). The spheres were

presented in five orthogonal pairs with relative distances of 0.75mm, 1mm, 2mm, 3mm and 4mm (see

Figure 8.5).

Procedure

The horizontal and vertical arrangements of the 3D spheres were administered within separate blocks,

which contained 200 trials each. The order in which the blocks were administered was balanced be-

tweenparticipants. Within eachblock, the factors of relative displacement (0.75mm, 1mm, 2mm, 3mm

&4mm) and position (top/left closer or top/left further) were equally represented and their order was

randomised.

Each trial began with a background of non-repeating white noise perceived 80mm behind screen

depth for 500ms. A set of spheres was then presented for 2000ms, after which the screen reverted

back to the noise background. Participants responded to the spheres on a two-button response panel,
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Figure 8.5: An illustraধon showing how the background plane, spheres and virtual imaging plane (at screen depth) were
represented in relaধon to one another in the 3D scene. The background plane was situated 80mm behind the virtual
imaging plane. Five spheres with posiধve parallax were generated to be perceived behind the virtual imaging plane and
five spheres with negaধve parallax were generated to be perceived in front of the virtual imaging plane.

137



which was aligned with their mid sagittal plane. Once a response was made the spheres disappeared

and the start of the next trial began.

For the horizontal block, participants pushed the left/right buttons to indicate that the left/right

sphere was closer. For the vertical block, the response panel was rotated by 90 degrees so that the

top/bottoms buttons were used to indicate whether the top/bottom sphere was closer. To control

for a simple motoric response bias, half of the participants indicated which sphere was closer while

the other half indicated which sphere was further. If a participant failed to respond within 2000ms,

the trial was rejected and repeated at a later stage. In addition, a reminder was displayed prompting

participants to respond more quickly for subsequent trials.

Prior to commencing the experimental trials, participants completed six practice trials. Practice

trials were repeated once more if participants felt their eyes had not fully adjusted to the anaglyph

stimuli. If participants were still unable to see the difference in depth between the two spheres, their

participation was discontinued.

Analysis

Response bias. To convert all decisions to ‘closer’ responses, the data for participants who re-

sponded ‘further’ were inverted to ‘closer’ responses. A response bias score was then calculated using a

difference score. For the horizontal trials, the number of left-closer responses was subtracted from the

number of right-closer responses and then converted into a percentage of the total number of trials

in that condition. Scores therefore range from −100 (the left sphere always appears closer) to +100

(the right sphere always appears closer). For the vertical trials, the number of upper-closer responses

was subtracted from the number of lower-closer responses and then converted into a percentage of

the total number of trials in that condition. Scores therefore range from -100 (the lower sphere always

appears closer) to +100 (the upper sphere always appears closer).
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8.2.4 Results

Error. A simplemeasure of errorwas calculated by summing the numbers of errors within a condi-

tion and converting it to a percentage of the total numbers of trials within that condition. Any subject

who had an error worse than chance for any of the two conditions was excluded from analysis. Based

on this criterion, three participants were excluded and the remaining fifty-five participant’s (m = 15;

f = 40) data were analysed. A repeated measures ANOVA with orientation (horizontal, vertical) and

relative displacement (0.75mm, 1mm, 2mm, 3mm, 4mm) as within-participants factors, showed that

fewer errors were made for the horizontal (M = 31.100, SD = 8.714) stimuli compared to the vertical

(M = 38.155, SD = 6.919) stimuli F(1, 54) = 40.298, p < .001, partial η2 = .427. There was also

an effect of displacement F(4, 216) = 85.437, p < .001, partial η2 = .613 where participants made

more errors for smaller relative displacements. Finally, there was an interaction between orientation

and relative displacements F(4, 216) = 4.224, p = .003, partial η2 = .073 (see Figure 8.6). This

interaction was examined by post-hoc ANOVAs on the horizontal and vertical data in isolation. The

analyses showed that the F value was much larger for the horizontal F(4, 216) = 75.442, p < .001,

partial η2 = .585 condition compared to the vertical F(4, 216) = 31.541, p < .001, partial η2 = .369

condition —reflecting a stronger effect of displacement in the former condition.

Horizontaltrials response bias. The number of ‘closer’ responses for horizontal trials across

the different relative displacements is shown in Figure 8.7. The data show a skew towardsmore ‘closer’

responses towards the right. To test whether there were more right closer responses (i.e more positive

response bias scores) a one-sample t-test was conducted on participants’ mean response bias scores.

The t-test displayed a rightward bias (M = 10.748, SD = 22.662) which was significantly different

from zero t(54) = 3.518, p = .001, Cohen’s d = .957. An independent t-test showed no effect of sex

differences t(53) = .066, p = .948, Cohen’s d = .260, BF = 4.67. To test whether the rightward

bias was affected by eye dominance, an independent samples t-test was conducted on the data with
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Figure 8.6: Graph showing the mean percentage error rate and error bars for horizontal and verধcal trials across the
different relaধve displacements.

response bias as the dependent variable and eye dominance (left/right) as the independent variable.

This analysis showed no effect of eye dominance t(53) = .937, p = .353, Cohen’s d = .257. Bayesian

analysis confirms support for the null hypothesis Bayes Factor (BF) = 4.720,H0 = .825,H1 = .175.

Bayes Factor values above 1 provide support for the null hypothesis and values below 1 provide support

for the alternative hypothesis (see Campbell & Thompson, 2012).

Vertical trials response bias. The number of ‘closer’ responses across the different relative

displacements for vertical trials is shown in Figure 8.8. The data show a skew towards more ‘closer’

responses for lower trials. To test whether there were more lower closer responses (i.e more negative

response bias scores) a one-sample t-test was conducted on participants’ mean response bias scores.

This test showed that participants displayed a bias toward more ‘closer’ responses for lower spheres

(M = −8.709, SD = 26.575) which was significantly different from zero t(54) = 2.431, p = .018,

Cohen’s d = .662. An independent t-test showed no effect of sex differences t(53) = 1.053, p = .297,
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Figure 8.7: Graph showing response biases and error bars for the different relaধve displacements of the spheres. Neg-
aধve response biases show that parধcipants perceived the leđ sphere to be closer, whereas posiধve biases show that
parধcipants perceived the right sphere to be closer.

Cohen’s d = .289, BF = 4.197.

Pointof Subjective Equality. Points of subjective equality (PSEs) provide useful information

about the magnitude of spatial bias in our 3D task by identifying the point at which an individual

cannot distinguish the difference in depth between the spheres i.e. the point at which the spheres

are perceived to be at the same depth. Because some participants had very wide curves, cumulative

Gaussian distributions could not be fitted to everyone’s individual data. Instead, these curves were

fitted to the data averaged over participants. For horizontal trials, an overall PSE was calculated by

fitting a cumulative Gaussian distribution to the proportion of right-sphere-closer responses across

the 10 different relative displacements. The point at which right and left responses were equiprobable

was then estimated to give a PSE.Overall, participants perceived the right sphere to be .499mm (SE =

.101) closer compared to the left. For vertical trials, a similar analysis demonstrated that participants
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Figure 8.8: Graph showing response biases and error bars for the different relaধve displacements of the spheres. Neg-
aধve response biases show that parধcipants perceived the lower sphere to be closer, whereas posiধve biases show
that parধcipants perceived the upper sphere to be closer.
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perceived the lower sphere to be .573mm (SE = .159) closer than the upper sphere.

Correlation. Mean response bias scoreswere calculated for the horizontal and vertical conditions

and subjected to a Pearson correlation. The analysis demonstrated that there was no association be-

tween the biases shown for the horizontal and vertical axes n = 55, r = .137, p = .318.

8.2.5 Discussion

The current study investigated asymmetries within the horizontal and vertical dimensions for judge-

ments of relative depth. Analysis of error rate revealed an unexpected effect whereby errors were sub-

stantially lower for detecting relative depth along the horizontal axis compared to vertical axis. This

difference in error rate was less evident for more difficult trials with smaller relative displacements

—possible due to a floor effect. It therefore appears that, despite the fact that the conditions were

essentially identically except for a 90°rotation, participants found the horizontal condition consider-

ably easier than the vertical condition. A similar effect, which may be analogous, has been reported

by Wenderoth (1994). He demonstrated that, when detecting patterns of symmetry, people are faster

andmore accurate at making side-by-side discriminations compared to up-down discriminations. He

suggested that this attentional disposition reflected the operation of scanning or attentional strate-

gies (Julesz, 1971; Wenderoth, 1994). Furthermore, the advantage for processing horizontally aligned

displays is compatible with the idea that focused attention has an elliptical shape where attention is

distributed broadly along the horizontal plane and narrowly along the vertical plane (Andersen &

Kramer, 1993; Feng, Jiang, & He, 2007; Hüttermann & Memmert, 2014; Hüttermann, Memmert, &

Simons, 2014; Hüttermann, Memmert, Simons, & Bock, 2013; Künnapas, 1957; Pan & Eriksen, 1993;

Pype, Lin, Murray, & Boynton, 2010).

Analysis of response bias along the horizontal axis revealed that participants perceived the sphere

on the right to be closer than the sphere on the left. This asymmetrywas not affected by eye dominance
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and therefore cannot be attributed to an imbalance in the way the anaglyph images were inspected.

The results are consistent with a mechanism related to cerebral asymmetry. This asymmetry has been

demonstrated by Williamson et al. (2014) using patients with unilateral cerebral lesions. For patients

with left hemisphere lesions, rightward neglect was observed for lines placed in proximal space – but

performance was normal for lines placed in distal space. Patients with lesions to the right hemisphere

showed a different pattern. In this case, the patients exhibited leftward neglect for lines placed in distal

space – but performance was normal for lines placed in proximal space. The results are also consistent

with research conducted on non-clinical patients. For example, Roth et al. (2002) investigated the ef-

fect ofmonocular viewing on radial lines placed in either the left or right hemispaces. They found that

monocular viewing caused activation of the attentional systems in the contralateral hemisphere. Thus,

viewing lines with the left eye causes activation of the far attentional network in the right hemisphere

and causes participants to bisect lines distal to them.

While the experiments reviewed in the paragraph above demonstrate asymmetries in the process-

ing of depth, none have directly compared the perception of depth between the left and right sides.

That is, the studies have presented stimuli to either the left or right sides or have manipulated func-

tion of either the left or right cerebral hemispheres. The current study is unique because it compares

preference for depth within the one trial. We are therefore able to demonstrate that, for our task, the

sphere on the right is judged to be .471mm closer than the sphere on the left. Because response was

controlled (nearer/further) between participants, this asymmetry cannot be due to a simple response

bias.

What links cerebral asymmetries in processing depth (Heilman et al., 1995) with the behaviour

observed in the current study is a matter for speculation. It is possible however, that the preference of

each hemisphere for processing near/far space affects the saliency of objects located in different depths.

Thus, because the left hemisphere is predisposed for processing stimuli in proximal space, it causes a

shift in attention towards proximal space on the right side. This shift in attention then increases the
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saliency of the stimulus features favouring a ‘near’ response. Similarly, for the right hemisphere, the

predisposition for processing stimuli in distal space leads to enhancement of features favouring a ‘far’

response on the left side.

Analysis of response bias along the vertical axis revealed that spheres presented in the lower hemis-

pace were judged to be .571mm closer compared to comparable spheres presented in the upper hemis-

pace. The results are consistent with Previc (1998) model of upper and lower visual field presentation.

Previous research has demonstrated that the upper visual field is quicker to process random dot stere-

ograms (Previc et al., 1995). The current study extends this research by showing that, not only is the

upper hemispace better suited to processing objects located in far space, but also that objects appear

to be further away when presented in the upper hemispace.

Previc (1990) interpreted upper/lower visual field differences in terms of the specialisation of the

ventral and dorsal visual streams, respectively. Functional scanning of the brain supports the propo-

sition that the ventral stream is specialised for the processing of far space whereas the dorsal stream

is specialised for the processing of objects located in near space (Chen et al., 2012). Evolutionary ar-

guments are made to support this dissociation such that actionable objects that are within reach are

usually located in the lower hemispacewhereas distant objects are normally located in theupper hemis-

pace (Goodale & Milner, 1992).

The effect of vertical location on judgements of distance can also be explained in relation to the

shape of the vertical horopter. The horopter is a set of points in space, which yield single vision and

produce images on corresponding points in the two retinas (Cooper, Burge, & Banks, 2011). The em-

pirical vertical horopter, which describes the points that appear to lie in the same direction from each

eye is a vertical line tilted backwards from the observer (J. M. Harris, Chopin, Zeiner, & Hibbard,

2012). Once again, adaptive reasons have been put forward to explain the backwards slope of the ver-

tical horopter related to gravity and our orientation with respect to the ground (Cooper et al., 2011).

The slope of the horopter can also explain the current results. In this case, increased uncrossed dis-
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parity in the upper field causes anaglyph images to appear further away. In contrast, increased crossed

disparity in the lower visual field causes anaglyph images to appear closer. While the current study

cannot differentiate Previc (1990) account from the one based on the horopter, it can nevertheless be

seen that both provide a good account of the current data and are also based on a similar ecological

mechanism.

A number of studies investigating horizontal and vertical asymmetries in the same participants

have not found any reliable relationship between these two axes (Adair et al., 1995; Nicholls et al., 2004;

Pitzalis et al., 2001). In the current study, an examination of the correlation between individual biases

in the horizontal and vertical dimensions also revealed no association between these dimensions. One

could argue that the lack of association between the dimensions is unsurprising given that different

cognitive/neural mechanisms are thought to underlie the processing of depth. Thus, asymmetries in

processing depth along the horizontal axis is governed by a cerebral asymmetry (Heilman et al., 1995)

whereas asymmetries for processing depth along the vertical axis is governed by differential activation

of the ventral/dorsal streams (Previc, 1990) or the backwards slope of the vertical horopter (J.M.Harris

et al., 2012). Nevertheless, the current data do cast doubt on explanations related to the order in which

the stimuliwere inspected and eyemovements. For example,Durgin,Doyle, andEgan (2008) reported

an upper-left bias in the initial movement of gaze during a visual search task. It is therefore possible

that the initial gaze location causes a difference in perceived depth—pushing objects located in the left

and upper positions backwards. If this were the case, however, one would expect that this common

strategy would cause a relationship between the dimensions —and this was not found.

8.2.6 Conclusion

Our study has shown that the perceived depth of an object varies across the visual field. The pattern

of results conforms to well-known asymmetries in the processing of depth along the horizontal and

vertical axes. While stereoscopic stimuli have been used extensively in visual science, they have been
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used less often within the laterality literature. Moreover, although the current study used anaglyph

images to investigate asymmetries in 3D attention, other stereomethods such as theWheatstone stere-

oscope or frame-interleave stereo projection, which do not necessitate spectral fusionmay also provide

interesting insights.

8.3 Concluding remarks

This chapter sought to test a newmethodology in a single-participant paradigm that couldbemodified

in the next chapter to incorporate participant pairs. Experiment 9 achieved this goal by establishing a

baseline performance for a radial Landmark task presented below eye-level. In addition to successfully

developing a new experimental paradigm, Experiments 9 and 10 also extended theoretical knowledge

on the perception of depth. Chapter Nine will continue with the theme of this thesis by examining

interpersonal discomfort and spatial attention in a joint radial Landmark task.
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A human being ॹ a deciding being.

Viktor Frankl, 1991

9
Individual differences in social discomfort

This chapter consists of two experiments that investigate the effect of individual differences in

social discomfort on the distribution of spatial attention. The first experiment in this thesis has been

published in a special issue of Neuropsychologia on sensorimotor and social aspects of peripersonal

space (Szpak, Loetscher, Churches, et al., 2015). The second experiment in this chapter addresses the

limitations of the first experiment and replicates important findings.
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9.1 Experiment 11: physiologicalsocialdiscomfort ina jointLandmarktask

9.1.1 Publication abstract

Being in close social proximity to a stranger is generally perceived to be an uncomfortable experience,

which most people seek to avoid. In circumstances where crowding is unavoidable, however, people

may seek to withdraw their attention from the other person. This study examined whether social

discomfort, as indexed by electrodermal activity, is related to a withdrawal of attention in 28 (m=8,

f=20) university students. Students performed a radial line bisection task while alone or together with

a stranger facing them. Physiological arousal was indexed by a wrist monitor, which recorded electro-

dermal activity. Correlational analyses showed that individuals who displayed physiological discom-

fort when together showed a withdrawal of the perceived midpoint of the line towards them (and

away from the stranger). Conversely, individuals who showed no discomfort exhibited an expansion

of the perceived midpoint away from them. We propose that participants shift their attention away

from the stranger to increase interpersonal distance and reduce anxiety/arousal.

9.1.2 Introduction

Being in close proximity to a stranger is generally perceived as an uncomfortable experience, which

many people seek to avoid. As a result, when commuting to work in public transport, passengers opt

to stand instead of sitting between two other people (Fried & DeFazio, 1974). Similarly, when stand-

ing in an elevator, people arrange themselves so that they are as far away from each other as possible

(Lockard, Mcvittie, & Isaac, 1977).

Exposure to crowding and personal space invasion triggers a number of physiological reactions.

Commuters on public transport, for example, show elevated self-report stress levels, increased salivary

cortisol and performance aftereffects when sitting in close proximity to other commuters (Evans &

Wener, 2007). McBride et al. (1965) measured electrodermal activity while interpersonal proximity
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and orientation was manipulated in a laboratory setting. Electrodermal activity (EDA) is a reliable

physiological indicator of heightened arousal and distress (Boucsein, 2012) and is related to other in-

dices of stress, such as salivary cortisol (Reinhardt, Schmahl, Wüst, & Bohus, 2012). McBride et al.

(1965) observed elevated levels of EDA when participants stood 300mm or 900mm apart face-to-face

compared to when they stood 2700mm apart. The EDA response to proximity was greatest when

participants stood face-to-face, was reduced when they stood to side-to-side, and was the least when

participants stood front-to-back. It therefore appears that standing face-to-face in close proximity

with someone else is more arousing and therefore less comfortable than other orientations.

The physiological response to anxiety ismediated via the sympathetic nervous system and efferent

input from brain structures such as the hypothalamus and the amygdala. The amygdala, in particular,

appears to play an important role in personal space regulation. Kennedy et al. (2009) examined the

personal space of awomanwithbilateral amygdala damage. When asked to approach the experimenter

until a point at which she felt uncomfortable, they found that her preferred chin-to-chin distance was

substantially smaller compared to controls. When she rated her comfort when a confederate stood

very close front-on, she rated the experience as comfortable whereas the confederate found it unpleas-

ant. The role of the amygdala in personal space regulation was confirmed in an fMRI study, which

showed that activation of the amygdala increased when the participant knew the experimenter was

closer (Kennedy et al., 2009).

Individual differences in social discomfort can affect the physiological response to crowding. For

example, Aiello et al. (1977) determined the distance at which a number of healthy participants started

to feel uncomfortable. Participants were then classified as preferring either ‘far interpersonal’ or ‘close

interpersonal’ distances. When exposed to a situation in which participants were in close proximity

to strangers, the participants with a far interpersonal distance preference showed a marked elevation

of EDA (i.e. distress) compared to the participants with a close interpersonal preference. In an EEG

study, (Perry, Rubinsten, Peled, & Shamay-Tsoory, 2013) found that individuals that prefer far inter-
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personal distances also rated higher on the Liebowitz Social Anxiety Scale (LSAS). Moreover, they

found that socially anxious individuals showed a decline in early N1 ERPs suggesting that less atten-

tional resources are allocated to social stimuli. Perry et al. (2013) therefore argued that socially anxious

individuals experience social discomfort earlier than others and, as a consequence, direct their atten-

tion away from social information.

Individual differences in social discomfort also affect cognition in crowded situations. Individ-

uals who report that they feel uncomfortable in crowded environments perform worse on tests of

creativity after they have been exposed to a crowded situation (Aiello et al., 1977). Similarly, Rawls

et al. (1972) found that psychomotor performance deteriorated in close interpersonal situations for

individuals who reported that they preferred to interact with others at a distance. The performance

of participants who reported that they felt comfortable when interacting at close range, however, was

relatively unaffected by manipulations of interpersonal distance (Rawls et al., 1972). While the above

studies support the idea of individual differences in responses to crowding, it is important to note that

the reported effects were small and in some instances ambiguous (Exp.2, Rawls et al., 1972).

Unpleasant as it might be, sometimes close social proximity cannot be avoided—especially on

public transport. In order to cope with these situations, individuals employ strategies to feel more

comfortable when confronted with the uneasiness of a personal space invasion. On public transport,

such strategies might involve engaging in activities such as reading, playing with smartphones or lis-

tening to music over headphones (Evans & Wener, 2007; Hirsch & Thompson, 2011; Lloyd et al.,

2009; Tajadura-Jiménez et al., 2011). A common strategy to deal with social proximity is therefore to

withdraw attention to the wider outside environment and retreat into an attentional space confined

to peripersonal space.

While withdrawing attention from the outside world using devices such as a smartphone is a

strategic response, there is also evidence which suggests that withdrawal is a product of physiological

arousal itself. (Tracy et al., 2000) manipulated arousal while participants performed a letter discrim-
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ination task where the targets were presented centrally or peripherally. Brain activity was measured

using fMRI and arousal was measured using EDA. The results demonstrated that arousal was associ-

ated with a narrowed attentional focus, reflected in heightened thalamic activity, which may act as a

gate to peripheral visual input. A narrowed focus of attention may also reflect the effect of cognitive

load (Mackworth, 1965; Wood, 2006). For example Pomplun, Reingold, and Shen (2001) demon-

strated that visual span, as indexed by a visual search task, was substantially reduced with increasing

task difficulty (see also: Callaway & Dembo, 1958; Weltman, Smith, & Egstrom, 1971). Therefore, for

individuals who feel anxious in a situation of close social proximity, increased arousal and/or high

cognitive load may lead to a withdrawal of their attentional space.

Individual differences in the effect of social proximity could have important implications for how

weperceive and attend to the space that surroundsus. To explore this issue,wemeasured attention and

arousal in an experiment whichmanipulated social proximity. Attention in radial space wasmeasured

using a perceptual line bisection task. Line bisection tasks are frequently used in clinical (Bonato et

al., 2008; Loetscher et al., 2012) and non-clinical (Hach& Schütz-Bosbach, 2012; McCourt et al., 2001;

McCourt & Garlinghouse, 2000) settings and provide a reliable index of shifts in spatial attention

(McCourt, 2001). For lines that extend radially from proximal to distal space, a distal bisection bias is

typically observed (Barrett et al., 1998; Heilman et al., 1995). Arousal was measured using EDA, which

is a reliable index of anxiety and arousal (Boucsein, 2012) and is affected by social proximity (McBride

et al., 1965).

Spatial attention and arousal were measured while participants completed a line bisection task

while standing: (a) alone or, (b) together so that they faced one another at an uncomfortably close

distance. Given that close proximity with a stranger may cause anxiety and participants will want to

withdraw from this situation, higher levels of EDA and awithdrawal of the subjectivemidpointmight

be predicted for the ‘together’ condition. It is well known, however, that individual differences in re-

actions to social proximity exist (Aiello, 1987; Aiello et al., 1977; Rawls et al., 1972). These individual
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differences are bi-directional and can range from particularly negative reactions to close social proxim-

ity (Aiello et al., 1977; Rawls et al., 1972) to people who actually seek out and enjoy crowded situations

where they identify with others (Novelli, Drury, Reicher, & Stott, 2013). Individual differences also

exist in the way spatial attention is distributed and are affected by central dopaminergic function in

normal individuals (Slagter,Davidson,&Tomer, 2010) and levels ofmid/frontal activationof the right

hemisphere (Simon-Dack, Holtgraves, Marsh, & Fogle, 2013). These differences have the potential to

override any overall difference between the conditions. To incorporate individual differences into the

analysis, a correlational analysis examining the relation between individual differences in arousal and

shifts in attention may be more revealing. For individuals who found close proximity unpleasant, as

indexed by an increase in EDA in the together condition, the perceived midpoint of the line was ex-

pected to withdraw towards them. In contrast, for individuals who found close proximity pleasant,

as indexed by a fall in EDA in the together condition, the perceived midpoint of the line was expected

to expand towards the other person.

9.1.3 Method

Participants

Sixteen pairs of unacquainted university students (m = 10, f = 22) participated in the experiment

in exchange for $10 (AUD). Their ages ranged between 18–38 years old (M = 23.97) and all had

normal or corrected-to-normal visual acuity. Thirty-one participants were right-handed according

to criterion set out in the FLANDERS handedness survey (Nicholls et al., 2013). Participants gave

informed consent prior to the start of the experiment and the study was approved by the Human

Research Ethics Committee at Flinders University. Two participants’ data were excluded from the

analysis because the participants did not follow the instruction requiring them to use one hand on

each button (they used one hand for both buttons). Another participant was excluded because the
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(a) Parধcipants performing task to-
gether.

(b) Parধcipant performing task
alone.

Figure 9.1: Illustraধon of the experimental setup when parধcipants performed the task: (a) together and (b) alone.

electro-dermal sensors temporarilymalfunctioned andnodatawere recorded. This left 29 participants

in the sample (m = 8, f = 21). All participants were questioned about their relationship at the end of

the experiment to ensure that participant pairs did not know each other.

Apparatus

Stimulus presentations were controlled with a PC running Windows XP and displayed on a LCD

screen (2921mm long and 5182mmwide). TheLCDscreenwasmounted in a tabletop so that the screen

was facing upwards (see Figure 9.1). The table was 790mm high, 1200mm long and 600mm wide. E-

Prime 2.0 software (Psychology Software Tools, Pittsburgh, PA) was used to run the experiment and

record responses. Each participant responded using a numeric keypad, which was placed within a

black cardboard box to obscure their responses from the other participant. Electro-dermal activity

(EDA)wasmonitored using the AffectivaQ-sensor. Closed-circuit audio/visual surveillance was used

to oversee participants when the experimenter was outside the testing room.
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Stimuli

Line bisection stimuli were based on those used byMcCourt and Garlinghouse (2000). The lines ran

radially along the participants’ mid sagittal axis and were 180mm long and 5mmwide. Each radial line

was composed of two black and white bars, which were arranged as diagonally opposite pairs on a

grey background (see Figure 9.2). The lines were transected by 1, 2, or 3mm to either side of the true

middle. To avoidmarks, such as a bit of dust on the screen, being used to assist bisections, the position

of the lines was jittered by 9mm to either side of the true radial middle of the screen. A green or blue

circle (diameter 18mm) was presented in the centre of the screen to indicate which participant should

respond.

Figure 9.2: Illustraধon of the trial sequence of four screens presented in succession during each trial. A blank screen
of 500ms, a pre-bisected line sধmulus of 2000ms, and two response screens for parধcipant’s A and B each presented
for 2000ms.

Procedure

When pairs of participants entered the laboratory, both were immediately fitted with EDA sensors.

This was done to allow time for measurements to stabilise before the experimental trials began. The
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testing sessionwas composedof three blocks of trials. In oneblock, participantswere tested together in

the same room. In the other two blocks, each participant was tested alone. Each participant therefore

completed two blocks. The order inwhich the blocks were administeredwas controlled between pairs

of participants.

In the together session, participants stood to either side of the table, which was 600mmwide (see

Figure 9.1). They were asked to stand upright, with their thighs touching the table and to retain this

posture throughout the experiment. This arrangement ensured that participants’ heads were roughly

600mm apart during the experiment. Each testing block was comprised of 96 trials, which consisted

of 2 repetitions of the factorial combinations of turn order (your/other’s turn, other’s/your turn),

bisection shift (−3,−2,−1,+1,+2,+3mm) jitter (−9,+9mm) and polarity (black/white). Note that

negative and positive measurements indicate proximal and distal shifts, respectively, throughout this

experiment. The order in which the different factorial combinations occurred was randomised for

each participant.

Each trial began with a blank grey screen for 500ms, followed by the pre-bisected line for 2000ms.

The experimental stimulus was then replaced by two consecutive response screens—one for each par-

ticipant (see Figure 9.2). The response screens consisted of either a blue or green circle placed in the

middle of the screen, which indicated who should respond. The order in which the blue and green

circles appeared was balanced and appeared in a random order. Participants within a pair were ran-

domly assigned to the blue or green circles. Upon presentation of ‘their’ colour, participants were

asked to indicate which of the proximal or distal line segments was longer. Responses were made us-

ing a two-button response panel, which was aligned with their mid sagittal axis. Participants pressed

the nearer/further buttons to indicate that the proximal/distal line was longer, respectively. This in-

tuitive response mapping was maintained throughout the experiment. Half of the participants used

their left-hand to push the distal button and their right-hand to push to proximal button. The other

half used the opposite hand and the order was balanced between participants. The first respondent
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had a 2000ms window in which to make their response before the second response screen appeared.

The second respondent also had a 2000ms response window in which to make their response. If ei-

ther participant failed to respond to their response screen within 2000ms, the trial was rejected and

repeated at a later stage. If a trial was rejected on this basis, an error message appeared which could be

read by both participants, prompting them to respond more quickly. This error messaged appeared

directly after a participant missed their response screen. Although no direct measure was made of the

number of rejections, video observation suggested that the number was less than 2%.

In the alone session, participants were tested in isolation while the other participant waited out-

side the room for the duration of the session (about 7min) and completed the handedness question-

naire. In the alone condition, participants adopted the same position on the same side of the table

that they used (or would use) in the together condition. The presentation of the stimuli was identical

to the together condition. Because only one personwas present, however, the response procedure was

modified slightly. In this case, participants were still assigned to ‘their’ colour. Even if the other per-

son’s response colour appeared first, they were required to wait for 2000ms until their response screen

appeared and then make their response.

Before starting the experimental trials, participants completed eight practice trials. Once partici-

pants had completed the practice trials, the experimenter started the block and left the testing room

for the duration of that condition. At the beginning and end of each block, the EDA data were elec-

tronically marked so that the recording could be synchronised with the block. A small camera was

positioned in the testing room on the side of participants to ensure that participants focused on the

task, did not talk or move away from one another (i.e: step back).

9.1.4 Results

A point of subjective equality (PSE) was calculated for the together and alone conditions by fitting

a cumulative Gaussian distribution to the proportion of distal-side-longer responses. By taking the
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point at which distal and proximal decisions were equiprobable, the perceived middle of the radial

line could be deduced. Goodness of fit between the curve and the actual data was measured using R2

and ranged from .629 to 1 with a mean of .939. Positive values reflect a shift in the perceived middle

away from the observer (distal) whereas negative values reflect a shift in the perceived middle towards

the observer (proximal).

The mean PSE for the together condition was +1.851mm (SD = 1.003) and a one-sample t-test

revealed that thismeanwas significantly distal to the true centre [t(28) = 9.928, p < .001, d = 3.752].

The PSE for the alone condition (M = +1.551mm, SD = .996)was also significantly distal to the true

centre [t(28) = 8.391, p < .001, Cohen’s d = 3.171]. The PSE data were then tested with an ANOVA

with sex of the participant (m or f), sex-pairings (same-sex, opposite-sex) and condition-order (alone-

first or together-first) as between-participants factors and alone/together as awithin-participant factor.

There was no effect of being alone or together [F(1, 21) = 1.136, p = .299, partial η2 = .051]. No

other main effects or interactions were significant with the exception of a weak interaction between

condition-order and sex-pairings [F(1, 21) = 4.648, p = .043, partial η2 = .181]. As there was no

logical reason to expect this interaction and since it did not involve the alone/together condition, it

will not be discussed further.

Electro dermal activity was measured as electrical conductance across the skin in units of mi-

crosiemens. A low pass filter at 1Hz was applied to these data to remove recording artefacts and the

mean EDA for each block was determined. A log transformwas applied to these data to normalise the

distribution (Boucsein, 2012). The EDA data were analysed using the same ANOVA used for the PSE

data. There was no effect of being alone or together [F(1, 21) = 0.001, p = .991, partial η2 = .000].

While all other main effects and interactions failed to reach statistical significance, there was an in-

teraction between being alone/together and condition-order that approached statistical significance

[F(1, 27) = 4.142, p = .055, partial η2 = .165]. Post-hoc analyses revealed no effect of condition-

order for the alone condition [t(27) = .377, p = .709,Cohen’s d = .140]. For the together condition
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there was a trend [t(27) = 1.885, p = .070, Cohen’s d = .739] showing that log EDAs were lower

when participants performed the together condition first (M = −1.303, SD = 1.111) compared to

when they did this condition second (M = −.373, SD = 1.198).

To investigate the relationshipbetweenphysiological arousal and shifts in spatial attention, change

scores were calculated for both dependent variables. For spatial attention, the PSE for the alone condi-

tion was subtracted from the PSE for the together condition. A negative score indicates that the PSE

withdrew towards the observer when they were with another person. Alternatively, a positive score

indicates the PSE expanded away from the observer when they were with another person. These PSE

change scores were tested for statistical abnormalities by identifying outliers three standard deviation

outside of the mean. Accordingly, one female’s data was identified as an outlier and was excluded

from further analysis n= 28. For skin conductance, the EDA for the alone condition was subtracted

from the together condition. A negative score indicates that EDA was lower when the participants

were together compared to when they were alone. Alternatively, a positive score indicates that EDA

was higher when the participant was with someone else. Change scores for EDA were also tested for

outliers using three standard deviations from the mean. No more participants were excluded.

Analysis of the relationship between the differences scores for PSE and EDA revealed a significant

negative correlation [r(27) = −.419, p = .026]. According to Cohen (1988), R2 = .176 is a medium

effect size. Inspection of Figure 9.3 indicates that individuals whose EDA increased when they were

with someone else also had a withdrawal of the perceived midpoint towards themselves. Conversely,

individuals who showed a drop in their EDA when they were with someone else showed an expan-

sion in the perceived midpoint of the line away from themselves. This correlation was followed up

with a between-groups comparison where participants with lower EDA (below zero) or higher EDA

(above zero) when together with another person were separated into two groups (both N = 14).

An independent samples t-test revealed that the lower EDA group showed an expansion of attention

(M = .491, SD = .558)whereas the higher EDAgroup showed attentional withdrawal (M = −.090,
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Figure 9.3: Scaħerplot showing the relaধonship between changes in PSE (measured in mm) and log EDA (measured in
μS). The best fiষng linear regression is shown.
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SD = .687) [t(26) = 2.456, p = .021, Cohen’s d = .928]. There were no further significant correla-

tions with PSEs and log EDAs in the two conditions.

9.1.5 Discussion

This experiment investigated the effect of individual differences in interpersonal discomfort on the

distribution of spatial attention. Shifts in spatial attention were gauged using the perceptual line bi-

section task, which is a well-validated measure of spatial attention (McCourt, 2001). For both the

together and alone conditions, there was distal bias, whereby the perceived midpoint of the line was

shifted away from the observer. This distal bias is consistent with other studies in the area and may

reflect the operation of a perceptual/attentional mechanism (Barrett et al., 2002; Geldmacher &Heil-

man, 1994; Graff-Radford et al., 2006; Jeong et al., 2006; Jewell & McCourt, 2000). It has been sug-

gested that the right hemisphere is responsible for directing attention to the distal portion of radial

lines (Heilman et al., 1995; Roth et al., 2002). There was no overall effect of being together or alone

on the perceived midpoint; this null finding was most likely caused by variations between individuals

in the degree to which they find close interpersonal distances unpleasant (McBride et al., 1965).

The physiological reaction to being in close proximity with a stranger was measured using EDA.

Skin conductance is a reliable indicator of arousal and activation of the sympathetic nervous system

(Bach, Friston, & Dolan, 2010). Like the line bisection data, there was no effect of being together or

alone —once again, most likely reflecting individual differences in the degree to which social proxim-

ity was unpleasant. It is interesting that some participants showed no signs of anxiety/arousal in the

together condition given that face-to-face contact within 900mm is known to increase EDA (McBride

et al., 1965). Differences in individual physiological responses to social proximity could reflect sex

(McBride et al., 1965), cultural (Remland, Jones, & Brinkman, 1995) and personality (Heckel & Hi-

ers, 1977) variations in response to crowding. The EDA response did interact with the order in which

the conditions were administered. Higher EDAs were recorded in the together condition —but only
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when it followed the alone condition. It is possible that, when participants did the alone condition

first, theymay have thought of the space around the table as being ‘theirs’ (see: Lyman& Scott, 1967).

Therefore, when the together condition followed the alone condition the presence of another person

invading ‘their’ space may have been especially confronting – causing an increase in arousal and EDA.

To investigate individual differences in the relation between social proximity anxiety and spatial

attention, a correlational analysis was conducted. The data demonstrated a significant correlation be-

tween changes between the together and alone conditions for perceivedmidpoint and EDA. Individu-

als whose anxiety/arousal increased in the together condition showed a shift in the perceivedmidpoint

of the line towards themselves. Conversely, individuals whose anxiety/arousal decreased when they

were together with someone else showed a shift in the perceived midpoint away from themselves. It

therefore appears that individuals who experience interpersonal discomfort withdraw their attention

towards themselves whereas individual who do not experience this discomfort expand their attention

towards the other person.

The current results suggest that individuals who found the close proximity of stranger uncom-

fortable withdrew into their own personal space. These data are therefore relevant to a study by Terry

and Lower (1979). Terry and Lower asked participants to identify an item within an array, which first

caught their attention. Social proximity was manipulated by having the experimenter sitting to one

side of the participant at a moderate distance, or very close. For the close condition, there was a clear

bias for the participant to select items on the side contralateral to the experimenter. Terry and Lower

concluded that close social proximity caused a ‘perceptual withdrawal’ similar to turning one’s face

or eyes away from an intruder. A problem with the study by Terry and Lower, however, is that dis-

comfort was only inferred. It is therefore possible that participants chose targets contralateral to the

experimenter because of an attentional bias unrelated to social discomfort. In contrast, our experi-

ment demonstrates a relationship between perceptual withdrawal in a social situation and physiolog-

ical arousal, and we propose that participants shifted their attention away to increase the perceived
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distance between themselves and the other person.

Thedata also suggest that some individuals actually enjoy the experience of having someone else in

close proximity. While research investigating the positive aspects of crowding is less common (Novelli

et al., 2013), studies have shown that individuals can enjoy crowded situations when a collective ex-

perience is felt (Neville & Reicher, 2011). In addition, Ickes et al. (1982) have shown that if a positive

relationship develops between individuals, then the individuals tend to chose a smaller interpersonal

distance (see also: Evans &Howard, 1973; Willis, 1966). In the together condition, therefore, some in-

dividuals may have experienced a certain level of collective experience and camaraderie as they ‘played’

the task together. This collective experiencemay explainwhy some individuals showeddecreased EDA

in the together condition and also showed an expansion of spatial attention away from themselves.

While the current experiment shows a clear relation between physiological arousal due to social

proximity and spatial attention, a few issues remain to be resolved. First, no attempt was made to

control sex-pairings (f:f,m:f&m:m). To examine each of these pairings, the number of participants,

especiallymales, would have to be dramatically increased. Research byArgyle andDean (1965) showed

that conversational distances between people vary by gender, where opposite-sexes stand further apart

from each other. We did not observe any gender or sex-pairing effects in the social conditions and our

correlation does not appear to be driven by extreme values of opposite-sex pairings (see Figure 9.3).

While the results of the current study are not invalidated by a lack of gender control, it would be

interesting to investigate systematically the effect of gender on arousal caused by social proximity.

Another issue is related to the discomfort experienced by social proximity. Although EDA is

thought to be a reliable index of arousal/anxiety caused by social proximity (Boucsein, 2012), it would

also be interesting to administer a questionnaire after the experiment to measure states and traits of

anxiety to determine if these moderate the relation between arousal and attention. It is also possible

that clinical groups with anxiety disorders would show altered attentional boundaries.

163



9.2 Experiment 12: individual differences in physiological social discom-

fort in a joint Landmark task

9.2.1 Introduction

Experiment 11 investigated the effect of interpersonal discomfort, as measured by electrodermal activ-

ity, on the allocation of spatial attention. Individual differences in interpersonal discomfort was re-

lated to shifts in attention. Individuals who exhibited physiological social discomfort when together

showed a withdrawal of spatial attention away from the other, whereas individuals that displayed no

lower physiological arousal in the together condition showed an expansion of attention towards the

other. Because the results of Experiment 11 have not been demonstrated before, Experiment 12 sought

to replicate these datausing a larger sex-matched sample. Furthermore, personality traitswere included

to extend the findings of Experiment 11.

A substantial amount of personal space research supports sex differences (see Aiello, 1987; Hay-

duk, 1981, for a review). Furthermore, various studies show that different sex-pairings require different

interpersonal distances (Argyle &Dean, 1965; Bailey, Caffrey, &Hartnett, 1976; Fisher & Byrne, 1975;

D. R. Thomas, 1973). Hayduk (1983) review on personal space acknowledges inconsistent findings

on sex effects across 27 different studies with stop-approach paradigms, observational data, and seat-

ing placement. In Aiello (1987) review, the author makes an intriguing distinction that may explain

such inconsistent sex effects. Aiello argues that although females allow other people to approachmore

closely, when approaching others, females are less inclined to intrude on another’s personal space. Tak-

ing this argument into account, itwould be interesting to determinewhat physiological andbehaviour

affects occur when different sex-pairs are already in close interpersonal proximity.

Apart from sex-differences, numerous review papers have implicated the involvement of other

factors, such as personality differences, on the regulation of interpersonal distances. Notably, the ef-

fects of personality differences and interpersonal discomfort is somewhat mixed. Some researchers
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show that extroverts prefer smaller interpersonal distances (Patterson & Sechrest, 1970; Cook, 1970),

whereas other researchers do not find any extroversion-introversion effects (Williams, 1971; Meisels

& Canter, 1970). Moreover, other personality traits such as locus of control (Heckel & Hiers, 1977;

Duke & Nowicki, 1972), trait anxiety (Iachini et al., 2015; Perry et al., 2013, 2015), and emotional sta-

bility (Iachini et al., 2015) have also been implicated.

Because physiological arousal measures in Experiment 11 only reflected state anxiety it is unclear

what effect trait anxiety may have on attentional withdrawal. A study by Perry et al. (2013) found a

relationship between preferred social distances and social anxiety traitsmeasured on the Liebowitz So-

cial Anxiety Scale (LSAS). Perry and colleagues found that participants with higher trait social anxiety

preferred larger interpersonal distances. In accordance with Perry et al. (2013) study, perhaps individ-

uals with higher trait anxiety could also have increased attentional withdrawal.

Well-known personality measures, such as the LSAS and NEO-FFI-III (Costa & McCrae, 1992)

were administered in Experiment 12. The impact of Big Five personality traits on the distribution of

spatial attention is unclear, however, there is some evidence to suggest that extroverts prefer closer

interpersonal distances. This implies that extroverts may feel more comfortable in the together condi-

tion and therefore may show attentional attraction towards their partner. Regarding trait social anx-

iety, Perry et al. (2013) demonstrated that participants with high trait social anxiety preferred larger

interpersonal distances. If this is the case in Experiment 12, then participants with higher trait social

anxiety might also have increased attentional withdrawal.

9.2.2 Methods

Participants

Twenty-sevenpairs (n = 54) of unacquainted university students (m = 27, f = 27) participated in the

experiment in exchange for $10 (AUD). Sex-pairingwas equally balanced between participantswith 18
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participants in each of the three pairings: male-male (M:M), male-female (M:F), and female-female

(F:F). Their ages ranged between 19-48 years old (M = 25.259) and all had normal or corrected-to-

normal visual acuity. Fifty-two participants were right-handed according to criterion set out in the

FLANDERS handedness survey (Nicholls et al., 2013). Participants gave informed consent prior to

the start of the experiment and the study was approved by the Human Research Ethics Committee at

Flinders University.

Apparatus, Stimuli, and Procedure

Apparatus, stimuli and procedure were identical to Experiment 11, with one exception that partici-

pants were given two computerised personality measures that they completed alone.

The Big Five Personality Inventory (NEO-FFI-3). Participants were administered theNEO-

FFI-3 (McCrae & Costa, 1991) between the social and alone blocks. The questionnaire contains sixty

items that are divided into five personality subscales thatmeasure neuroticism, extroversion, openness

to experience, agreeableness and conscientiousness. Each personality subscale includes twelve items.

Example items from each subscale include: “I often feel tense and jittery” (neuroticism), “I really enjoy

talking to people” (extroversion), “I am intrigued by the patterns I find in art and nature” (openness),

“I generally try to be thoughtful and considerate” (agreeableness), and “I strive for excellence in every-

thing I do” (conscientiousness). Participants are given five response options which include strongly

disagree, disagree, neither agree nor disagree, agree and strongly agree. Responses are assigned a score

between 0-4 with some items being reverse coded. Response scores within each subscale are summed

toprovide five personality scores for eachpersonality trait. TheNEO-FFI-3 has high test-retest reliabil-

ity with correlation coefficients ranging from .75 to .90 for all personality subscales (Costa &McCrae,

1992; Murray, Rawlings, Allen, & Trinder, 2003; Robins, Fraley, Roberts, & Trzesniewski, 2001).

166



The Liebowitz Social Anxiety Scale (LSAS). The LSAS (Liebowitz, 1987) was always given

to participants at the end of the experiment. The LSAS is a well-used and clinically validated assess-

ment of social anxiety (Fresco et al., 2001; Heimberg et al., 1999; Mennin et al., 2002; Weeks et al.,

2005). The LSAS consisted of twenty-four items about different social situations. Participants were

asked to give a rating between 0–3 on how fearful or avoidant they felt in each of the twenty-four so-

cial situations. The twenty-four itemswere grouped into two social anxiety subscales addressing social

interaction (11 items) and social performance (13 items). Example items for each subscale participants

rated, include: “meeting strangers” (social interaction) and “giving a report to a group” (social perfor-

mance). Response scores from each domain of fear, avoidance and the subscales of social interaction

and performance are summed to create and overall index of social anxiety.

Result

Point of Subjective Equality. Because the data for this experiment was considerably noisier

than for previous experiments the cumulative Gaussian distribution method for estimating a PSE

failed to converge inmany instances, and could not accuratelymodel the data. We therefore estimated

the PSE by using logistic regression, which is an established alternative method (Kingdom & Prins,

2010). The logistic regression method produced much more accurate fits to the data.

The together and alone conditions were individually fitted to the proportion of distal-side-longer

responses. By taking the point atwhichdistal andproximal decisionswere equiprobable, the perceived

middle of the radial line could be deduced. Seven participant’s data (12.96 %) did not conform to a

cumulative distribution and a PSE could not be reliably calculated from these participant’s responses.

These seven participant’s data was excluded, leaving 47 participants for analysis. Positive values reflect

a shift in the perceived middle away from the observer (distal) whereas negative values reflect a shift in

the perceived middle towards the observer (proximal).

The mean PSE for the together condition was +1.481 mm (SD = .833) and a one-sample t-test
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revealed that this mean was distal from the true centre [t(46) = 12.190, p < .001,Cohen’s d = 3.595].

The PSE for the alone condition was +1.484 mm (SD = .758) was also significantly distal to the

true centre [t(45) = 13.422, p < .001, Cohen’s d = 3.958]. The PSE data were then submitted

to an ANOVA with sex of the participant (M or F), sex-pairing (same-sex, opposite-sex) as between

subjects-factors and alone/together as a within subjects factor. There was no effect of being alone or

together [F(1, 43) = .029, p = .865, partial η2 = .001]. There were also no significant interactions

with participant sex [F(1, 43) = .294, p = .591, partial η2 = .007], nor sex-pairing [F(2, 43) = .613,

p = .546, partial η2 = .028].

Electro dermal activity (EDA). EDA was measured as electrical conductance across the skin

in units of microSiemens (μS). A low pass filter at 1Hz was applied to these data to remove recording

artefacts and themean EDA for each block was determined. A log transformwas applied to these data

to normalise the distribution (Boucsein, 2012). The EDA data were analysed using the same ANOVA

used for the PSE data. There was no effect of EDA in the alone or together blocks [F(1, 43) = 2.882,

p = .097, partial η2 = .063], and all other main effects and interactions also failed to reach statistical

significance.

Difference Scores In accordance with Experiment 11, I wanted to investigate differences in the

relation between physiological arousal and shifts in spatial attention. Change scores were calculated

for both PSE and EDA, by subtracting the alone condition from the together condition. A negative

PSE reflects attentional withdrawal towards the observer when participant pairs were together. In

contrast, a positive PSE reflects attention expanding away from the observer when participants were

together. For the skin conductance measure, when the alone condition was subtracted from the to-

gether condition, positive EDA values indicated higher arousal in the together condition and negative

EDA values indicated lower arousal in the together condition.

An analysis of the relationship between the difference scores for the PSE and EDA data showed a
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Figure 9.4: Scaħerplot showing the relaধonship between changes in PSE (measured in mm) and log EDA (measured in
μS). The best fiষng linear regression is shown.

significant negative correlation [r(46) = −.406, p = .005] (see Figure 9.4). Consistent with Experi-

ment 11, Experiment shows an identical relationship with PSE and EDA. The relationship shows that

individuals whose EDA increased when they were together with another person also had attentional

withdrawal where the perceived midpoint shifted proximally. Conversely, individuals who displayed

a drop in EDA in the together condition also had an expansion of attention where the perceived mid-

point of the line shifted distally. In addition, to test whether opposite- or same-sex pairs felt more anx-

ious if they did the task together first, a simple ANOVA was conducted with EDA difference scores,

sex-pairings (same-sex, opposite-sex) and condition-order (alone first, together first), there was no in-

teraction between these three variables [F(1, 43) = 1.337, p = .254, partial η2 = .030].

PersonalityMeasures. Previous studies have correlated personality factorswith preferred social

distances, therefore it is possible that personality factorsmay also influence shifts in attention. None of

the Big-Five personality traits predicted performance on the Landmark task [r(46) < .121, p > .417],
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and neither did any of the LSAS subscales (social performance fear, social performance avoidance,

social interaction fear, social interaction avoidance) [r(46) < .068, p > .649].

9.2.3 Discussion

Experiment 12 examined the influence of individual differences in interpersonal discomfort on spatial

attention. In particular, this experiment aimed to address the limitations of Experiment 11. Exper-

iment 11 found a novel effect of interpersonal discomfort on spatial attention, which demonstrated

individuals who had increased arousal in the together condition exhibited attentional withdrawal and

individuals with lower arousal in the together condition displayed attentional attraction. These data

shows a clear relationship between physiological arousal from close social proximity and spatial atten-

tion. Although Experiment 12 also showed individual differences in interpersonal discomfort, these

data cannot be explained by personality or sex-pairings.

Even with a larger sample than Experiment 11, Experiment 12 did not find significant effects of sex

or sex-pairing. It is possible that either this methodology is not conducive to measuring sex-effects or

that sex-effects may be context-dependent. Importantly, Experiment 12 was able to replicate the find-

ings of Experiment 11 suggesting that the relationship between physiological arousal from close inter-

personal distances and spatial attention is a reliable effect. This social attentional effect was not related

to any of the Big Five personality traits on neuroticism, extroversion, openness, conscientiousness or

agreeableness. Moreover, participants with high trait social anxiety did not have greater attentional

withdrawal as predicted. Self-report measures such as the Big Five and Liebowitz social anxiety scale

have previously been reported in studies that use approaching behaviours rather than the static posi-

tioning used in Experiments 11 and 12. The difference in methodologies may explain why Experiment

12 did not find any relationship between self-report measures and attentional withdrawal.
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9.3 General discussion

Two studies were conducted to determine the effect of close interpersonal distances on spatial atten-

tion. Both of these studies were methodologically identical, with the exception of Experiment 12 in-

cluding personality questionnaires. Experiments 11 and 12 show that the relationship between physio-

logical social discomfort and spatial attention is a replicable finding.

Experiment 11 examined the influence of sex-pairing on the relationship between EDA and shifts

in attention, but the sample size did not equally represent the different sex-pairings categories. In Ex-

periment 11 three different sex-pairing categories (M:M; F:F & M:M) was put into the ANOVA as

a between-subjects factor. This analysis did not show an interaction between sex-pairing and shifts

in attention demonstrating that no one pairing category was driving the effect. But, the sample in

Experiment 11 did not evenly represent the different categories, for example in the male-male category

only three participant’s data was suitable for the analysis. Studies in the personal space literature sug-

gest that sex-paring can influence preferred interpersonal distance (Aiello, 1987; Hall, 1966; Hayduk,

1983). For example, this research shows that male-male pairings require larger interpersonal distances

(Bailey, Hartnett, & Gibson JR, 1972; Brady & Walker, 1978). Experiment 12 sought to amend this

limitation by obtaining a larger sample so that all categories are evenly recruited. Obtaining a larger

sample allowed for a superior analysis demonstrating that individual differences in social discomfort

are not related to sex-pairing.

Recent studies have found correlations between stop-approach distances and personality traits,

such as dynamism (Iachini et al., 2015) and social anxiety (Perry et al., 2015, 2013). The relationship

between dynamism and personal space is analogous to various studies in (Aiello, 1987) review that

shows extroverts choose smaller interpersonal distances. Iachini et al. (2015) measured both comfort

and reaching distance in a stop-approach task, and took measures of the Big Five personality traits

and state-trait anxiety. The author’s data show that when the participant approached the confederate
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extroversion was a stronger predictor variable, but trait anxiety correlated with all conditions for both

comfort and reachable distances. These results are comparable with two other recent studies measur-

ing trait social anxiety and preferred interpersonal distances (Perry et al., 2015, 2013). Experiment 12

did not find a relationship between attentional attraction-withdrawal and any of the five personality

traits or trait social anxiety. Perhaps the stop-approach paradigm andExperiment 12 obtained different

results because the methodologies are relatively dissimilar. In the stop-approach task the participant

approaches a confederate, whereas in Experiment 12 participant pairs are positioned at a pre-defined

location. Because extroverts have been described as people who enjoy seeking out social stimulation, it

is therefore plausible that extroversion is better correlated with interpersonal approaching behaviours

measured in the stop-approach task.

9.4 Concluding remarks

While Experiment 12 failed to identify any new individual differences, it nevertheless replicated the

social effect found in Experiment 11. Exact replication of new effects is an extremely important part of

scientific research that is often neglected in psychological research. Recent papers have remarked on

publication biases in psychological research and have suggested registered reports, replication stud-

ies and Bayesian statistics as potential solutions (Nosek et al., 2015; Leggett, Thomas, Loetscher, &

Nicholls, 2013; Collaboration, 2015). Because Experiment 12 was able to replicate the relationship be-

tween physiological social discomfort and spatial attention, which suggests that the social effect is a

reliable finding that could be extended by future research.
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The important thing ॹ not to stop questioning. Curiosity

hॷ its own reason for existing.

Albert Einstein, 1955

10
General Discussion

Theaimof this thesis was to investigate to what extent close interpersonal distances can shift spatial

attention. Experiments presented in the first part of this thesis, examined the effects of social distrac-

tors on attentional asymmetries in mere presence situations. Guided by the theoretical and empirical

implications of social distractors in single-participant paradigms, subsequent studies presented in this

thesis gradually evolved well-known single-participant paradigms to include participant pairs. Joint-

participant paradigms were established to identify the underlying mechanisms involved in socially

influenced spatial attention.

The interplay between social space and cognition is a relatively new and emerging area of research

in cognitive neuroscience. Typically, experimental methodologies in cognitive neuroscience use the
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‘minimalist’ approach. This approach requires the experimenter to reduce as many irrelevant experi-

mental variables as possible in order to test only the effects of interest. As a by-product of theminimal-

ist approach, social influences from other people are purposely excluded and individuals are studied

in isolation. Because the minimalist approach has been used prolifically in cognitive neuroscience,

and become the gold standard for many experimental designs, few studies in this area can provide a

cognitive perspective on social space.

Recent studies have sought to address this gap in the cognitive literature by modifying single-

participant paradigms to create joint paradigms (see Knoblich et al., 2011; Sebanz et al., 2006, for a

review). These modifications have been largely successful and have provided interesting insights on

social attention. Examples of single-participant studies that have beenmodified to create joint versions

include the Simon (Sebanz et al., 2003), (Atmaca et al., 2008) SNARC, flanker (Atmaca et al., 2011)

and crossmodal integration (Heed et al., 2010) tasks. All of these studies rely on stimulus-response

compatibility to show that a co-actor can induce facilitation or interference effects. While these spatial-

compatibility studies show how social attention between two co-actors is engaged in a shared environ-

ment, these studies do not demonstrate how close interpersonal distances can influence the perception

of space.

The studies detailed in this thesis are particularly concerned with the effects of close interpersonal

distances on the distribution of attention to space. My research question was borne out of numerous

studies in social psychology on personal space. Studies on personal space show that social discomfort

can influence how close another person is perceived relative to one’s own body (Hayduk, 1981; Iachini

et al., 2015; Kennedy et al., 2009; McBride et al., 1965; Perry et al., 2015). This social effect implies that

the close proximity of another person can influence perceptions of distance and body space, which

are both highly relevant concepts to cognitive neuroscience. This thesis examined the effect of social

distance on the distribution of attention more closely through a series of twelve experiments.

Thus far, the question ‘can social proximity impact on spatial attention?’ has directed the research
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of this thesis. The experimental chapters have addressed this question, but have also led tomore perti-

nent questions such as: ‘howdoes social discomfort influence attention?’, ‘can different social contexts

modulate effects on spatial attention?’, and ‘do individual characteristics influence social attention dif-

ferently?’ Addressing these questions has led me to develop a new model of social attention, which

will be discussed towards the end of the thesis in accordance with key contributions.

10.1 Can social proximity impact on spatial attention?

The stop-approachmethodologywas developed tomeasure the effects of social distances between two

people. The stop-approachmethod requires a participant towalk towards a confederate and to stop at

a distance which they consider a comfortable conversational distance (Kennedy et al., 2009; Lloyd et

al., 2009; Perry et al., 2015). Recent studies show that the average preferred social distance is about 600

mm (Kennedy et al., 2009; Lloyd et al., 2009; Perry et al., 2015; Tajadura-Jiménez et al., 2011). Research

on preferred social distances demonstrate that participants with increased physiological arousal prefer

larger social distances than thosewith lower arousal (Aiello et al., 1977;McBride et al., 1965; Perry et al.,

2015). This research supports the idea that physiological responses to social distances can influencehow

close a social stimulus is perceived to be. This idea is consistent with cognitive studies on narrowed

attention showing that an increase in arousal makes objects in near space appear larger and therefore

closer (Callaway & Dembo, 1958; Callaway & Thompson, 1953; Wood, 2006).

Arousal is mediated by the sympathetic nervous system and efferent input from the amygdala and

hypothalamus (Adolphs, 2003b; Adolphs, Tranel,&Damasio, 1998; Kennedy et al., 2009). The amyg-

dala is particularly important in regulating personal space and shaping appropriate social behaviour

(Kennedy&Adolphs, 2014; Kennedy et al., 2009). If areas such as the amygdala are damaged personal

space regulation is also effected. When patients with amygdala damaged asked to approach others

in a stop-approach paradigm, they choose substantially closer social distances compared to controls

(Kennedy et al., 2009). If the amygdala is unable to provide an appropriate physiological response to
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an approaching stimulus then an appropriate social response cannot be selected. These data on stop-

approach methods suggest that arousal acts as an important physiological cue. Systematic increases in

arousal are accompanied by closer social distances, which leads to a narrowing of attention and indi-

cates to the individual that another person is approaching their personal space. If the stop-approach

method suggests that attention narrows with an approaching social stimulus, how is spatial attention

affected if another person is already in close proximity?

Besides spatial effects observed with an approaching social stimulus, an individual’s perception

of space is also affected when a social stimulus has already approached and remains in close proxim-

ity. Five chapters in this thesis demonstrate that another person in close proximity can influence size

judgementsmeasured by spatial line tasks. Furthermore, these fivemethodological chapters reveal that

a close social stimulus is processed differently to typical spatial cues/distractors.

Chapter Five consisted of four experiments examining the effects of close social distractors on

spatial attention. Based on research from the distractor-cueing literature, the chapter sought to ad-

dress the hypothesis that mere presence social distractors can shift attention to the same side as the

social distractor. Various different tasks were employed to test this hypothesis, such as the Landmark,

line bisection, Greyscales and visual search task. Results were inconsistent with only two experiments

(Experiments 2 and 4) showing social effects. Experiment 2 utilised the line bisection task and found

the opposite pattern to the hypothesis, demonstrating attentional withdrawal away from the social

distractor. Experiment 4 utilised the visual search task and demonstrated stronger pseudoneglect in

confederate present conditions. I found it difficult to reconcile these different pattern of results, but

noticed that in both instances the social distractor influenced spatial attention differently to typical

distractors, which have been shown to attract attention. Because the effects were weak and inconsis-

tent across experiments, I thought that perhaps increasing the involvement of the social stimulus may

shed light on these unprecedented findings.

Chapter Six contained three studies examining the role of interdependency between participants
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on spatial attention. These three studies also used a close interpersonal paradigm that was analogous

to the previous experiments in Chapter Five. Two out of the three experiments (Experiment 5 and 6)

were able to replicate the attentional withdrawal effect first observed in Experiment 2. The attentional

withdrawal effect showed that participant’s perception of the midpoint of a line shifted away from

another person. This midpoint shift away from the other person exhibited two spatial behaviours:

participants perceived the portions of the left and right sides of the line to be longer/shorter than they

objectively were; and the size of the line portions were perceived differently in the social condition. All

three studies used a Landmark task with slight changes to the task that altered the interdependency

between participant pairs in nuanced ways.

Experiment 5 found that when participant pairs were given a turn-based version of the Landmark

task attention shifted away from the other person. The turn-based response dynamic was introduced

to increase the saliency of the other person. In a turn-based dynamic, a participant’s response-partner

becomes more task-relevant and more attentional resources have to be focused on their partner to

identify when it is ‘their turn’ and ‘other’s turn’. Experiment 6 also found an attentional withdrawal

effect in an independent response paradigm where both participants could respond after the line dis-

appeared. Findings of Experiment 6 suggest that the attentional withdrawal effect is not contingent

on a turn-based dynamic. Based on the data from these three experiments (Experiments 2, 5, and 6),

it was hypothesised that in order to reduce feelings of social discomfort, participants withdrew their

attention in order to increase the perceived distances between themselves and the other person.

Experiment 7 investigatedwhether there were any differences on the attentional withdrawal effect

when participants engages in a solo- or different-task paradigm. The conceptualisation of Experiment

7 was based on crowding research, which observed people engaging in solo activities to reduce feelings

of social discomfort associatedwith crowding (Hall, 1966;Hirsch&Thompson, 2011). Itwas theorised

that peoplemay use solo activities as a way to gain control by conceptually distancing themselves from

other people. In light of this hypothesis, Experiment 7 sought to test whether giving participants a
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‘way out’ to deconceptualise themselves from the other person reduced the attentional withdrawal

effect. In accordance with this hypothesis, Experiment 7 did not find any significant social effect when

participants were given different tasks on the same shared stimuli. Moreover, this hypothesis may

explain why the experimenter-present study in Chapter Four showed weak and inconsistent effects.

In Chapter Five, the experimenter was not engaged in the same task as the participant and as a result

participants may have deconceptualised themselves from the experimenter thereby reducing social

discomfort and attentional effects.

Chapter Seven investigated whether a cooperative or competitive task dynamic influenced the at-

tentional withdrawal effect. It was hypothesised that attentional withdrawal would increase in a com-

petitive task and decrease in a cooperative task. This hypothesis was based on research showing a com-

petitive task dynamic is regarded as more unpleasant, hostile and difficult than a cooperative one (Iani

et al., 2011; Ruys & Aarts, 2010). If a competitive task is viewed as more unpleasant then participants

may choose to increase attentional withdrawal to reduce their social discomfort. The cooperative and

competitive Landmark task did not demonstrate differing levels of attentionwithdrawal. Implicit and

explicit measures of competitiveness did not show that participants felt particularly competitive or co-

operative in either of the group dynamics. Even though participants were participating for a reward,

the lack of evidence from the implicit and explicit measures suggest that the group manipulation did

not work. Although the group manipulation did not work in Experiment 8, an overall attentional

withdrawal effect was still observed that is consistent with previous experiments.

Chapter Eight developed a new spatial methodology for the social experiments in Chapter Nine.

Experiment 9 showed that on a radial Landmark task, participants typically display a distal bias to-

wards the endof the line. Asymmetries inperceiveddepth are thought tooccur because of hemispheric

imbalances where the right hemisphere is predisposed to attending to distal information. This theory

was supported in Experiment 10 which employed three-dimensional stimuli to measure asymmetries

in perceived depth. Subsequent experiments testedwhether this inherent bias to attend to distal space
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could be altered by another person positioned at the end of the line.

Chapter Nine investigated whether attentional withdrawal was related to social discomfort as

measured by physiological arousal. Experiments 11 and 12 showed that the inherent distal bias ob-

served in Chapter Eight shifted when another personwas introduced into the experimental paradigm.

Participants that displayed an increase inphysiological arousal in the together condition also had atten-

tional withdrawal away from the other participant. Participants with decreased physiological arousal

in the together condition demonstrated attentional attraction towards the other person. Individual

differences in perceived discomfort are related to attentional attraction-withdrawal. These individual

differences are not related to sex-pairing or the personality measures in Experiment 12. Perhaps indi-

vidual differences in attentional withdrawal are because of a top-down social modulation on spatial

attention.

10.2 Top-down social modulation of spatial attention.

Neurocognitive research shows that the distance of objects is determined by the distance from one’s

body (Gallivan et al., 2009; Rizzolatti et al., 1997). In order to determine the distance of objects from

one’s body, the body is used as a perceptual ruler (Proffitt, 2013). The distance of low-level perceptual

cues are measured via the possible extension of one’s own limbs and action potentialities (Cléry et al.,

2015; Gallivan et al., 2009; Rizzolatti et al., 1997, 1981). Likewise, similar perceptual measurements are

also made to determine the distance of other people and social interaction potentialities (Cléry et al.,

2015; De Vignemont, 2014; Lloyd, 2009; Proffitt, 2013).

Several researchers have shown that the brain maps out the body of the self and others (Brozzoli

et al., 2013; Caggiano et al., 2009). Mirror neurons show that when observing the action of another

person, similar motor areas are activated as if the observer was performing the same action (Fadiga et

al., 1995; Rizzolatti & Fabbri-Destro, 2008). Brozzoli et al. (2013) showed that common regions in the

ventral premotor and parietal cortices are activated when an object approaches one’s own hand and
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the hand of another person. This suggests that peripersonal space is mapped out for both the self and

other. Perhaps the advantage ofmapping out the peripersonal space of the self and other is to establish

what social interactions are available under the present context.

Teneggi et al. (2013) demonstrated the benefits for neurologically mapping the peripersonal space

of the self and other. In the authors’ study, they measured participant’s peripersonal space bound-

aries with irrelevant approaching and receding auditory stimuli and captured participant’s responses

to a tactile stimulus. After peripersonal space was measured, participants were either seated in front

of a mannequin or another person. The authors found that when participants were seated in front

of another person their peripersonal space shrunk, but was unaffected for the mannequin condition.

Moreover, whenTeneggi et al. (2013) gave participants a cooperative task peripersonal space expanded

to incorporate the other person. Modulating the size of peripersonal space through social interactions

is a salient example of how top-down social processing can affect the perception of sensory informa-

tion.

Top-down social processing also affected how participants perceived the line tasks in this thesis.

In Chapter Six, participant’s attentional withdrawal was influenced by the interdependency between

participant pairs. When participant pairs both completed a Landmark task in a turn-based paradigm

attentional withdrawal was observed, but when participants were given different tasks attentional

withdrawal disappeared. Similarly, no attentional withdrawal was observed in Experiment 1 when

participants completed a Landmark task with a passive social distractor present. In Experiments 11

and 12 the level of attentional attraction-withdrawal was related to physiological anxiety. This shows

that attentional attraction occurred when participants perceived the social situation as comfortable,

but attentionwithdrawal occurred when participants perceived the social situation as uncomfortable.

Preferred social distances have been shown to be related to the level of control one feels in a so-

cial situation (Aiello, 1987; Duke & Mullens, 1973; Duke & Nowicki, 1972; Nowicki & Duke, 1974).

Crowding research supports the notion that people seek more control by establishing a privatised
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space that they can consider to be ‘my space’ (Hall, 1966; Sommer, 2002; Thompson et al., 2012). Of-

ten commuters on public transport create a private space by engaging in solo activities such as listening

tomusic, engagingwith smartphones or reading a book (Hirsch&Thompson, 2011; Thompson et al.,

2012). Interestingly, listening to music through headphones has been shown to reduce the size of per-

sonal space by allowing others to approach more closely (Tajadura-Jiménez et al., 2011). This research

may suggest why the choice to use music devices is so prevalent in crowded spaces (Bull, 2005; Hirsch

& Thompson, 2011; Sommer, 2002; Thompson et al., 2012).

10.3 Model of social attention

This final section develops a new model of social attention by synthesising all theoretical and experi-

mental insights gathered in this thesis. The proposed model of social attention identifies three social

stages: an approaching social stimulus, top-down social processing and choosing an appropriate social

outcome (see Figure 10.1). Each stage of social engagement hypothesises different effects on attention

and behaviour.

At the stage of initial sensory input from a social stimulus, the individual orients attention to-

wards the stimulus (Figure 10.2). A recent study by Perry et al. (2015) measured EEG and physiolog-

ical anxiety (cortisol) in a stop-approach paradigm. The authors found increased alpha suppression

over central and occipital sites for far interpersonal distances. In light of these EEG data, Perry et al.

(2015) hypothesised that attention is greatestwhen a person first enters into a room. Furthermore, they

demonstrated that individuals with higher sensory sensitivity show greater alpha suppression for ap-

proaching stimuli suggesting that early cortical excitability affects later social behaviours. Moreover,

a review by (Lloyd, 2009) proposed that at the stage of initial sensory input from a social stimulus,

body and face areas, such as the temporal-occipital junction and the fusiform face area, are likely to

be involved in differentiating between human and non-human objects (Downing, Jiang, Shuman,

& Kanwisher, 2001). This initial attentional orientation towards the stimulus provides the sensory
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Figure 10.1: Schemaধc of the proposed model of social aħenধon.

Figure 10.2: Stage 1. An approaching social sধmulus. The illustraধon depicts aħenধon orienধng toward the social
sধmulus. This first stage is a precondiধon for subsequent social processing. The baseline size of peripersonal space is
shown for each human model.
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Figure 10.3: Stage 2. The illustraধon shows the second stage of social aħenধon when top-down social processing
influences later social behaviours. Top-down social processing shapes how the situaধon is perceived and informs the
selecধon of appropriate social choice outcomes.

prerequisite necessary for top-down judgements.

Top-down processing directly shapes how the social situation is perceived (see Figure 10.3). Draw-

ing from the research on top-down social processing outlined in the previous subsection, it is hypoth-

esised that during this top-down stage the individual assesses the social situation to determine relative

social distance and appropriate behaviour options. Initially, the individual uses low-level perceptual

cues to identify the distance of the approaching person relative to their own body (Cléry et al., 2015;

Graziano & Cooke, 2006). During assessment of social distance the role of peripersonal space is par-

ticularly important. Peripersonal space is a representational guide to identify what social interactions

are possible as a social stimulus approaches the space near the individual’s body (Coello, Bourgeois,

& Iachini, 2012; De Vignemont & Iannetti, 2015; Iachini et al., 2014). As the other person continues

to approach the individual, the individual recurrently assesses whether they are comfortable with the

interpersonal distance. To make this assessment of social discomfort possible, the brain continues to

supply rapid online sensory information.

Although judging the distance of other people relative to oneself feels like an automatic process, it

is highly regulated by our beliefs and perceptions about a social encounter (Lloyd, 2009). At the latter

183



Figure 10.4: Stage 3. Choosing an appropriate social outcome (Opধon 1: Avoidance). The illustraধon shows an avoid-
ance choice outcome stemming from stage 2. Avoidance is one of three possible choice behaviours and likely results
from a social encounter that is perceived as negaধve. During the avoidance phase, an individual’s physiological arousal
increases to indicatewhen an approaching social sধmulus enters one’s personal space. Physiological arousal leads to the
shrinking of peripersonal space and cues the individual to engage in avoidant behaviours. These avoidant behaviours
include: physically moving or turning away, and withdrawing aħenধon away from the other person towards oneself.

end of this stage, more complex assessments are made about the appropriateness of the interpersonal

distance, purpose of the social encounter and suitable behavioural options. During these complex

assessments other personality, contextual and emotional factors may influence whether the situation

is perceived as a negative or positive social encounter (Aiello, 1987; Hayduk, 1983; Iachini et al., 2015;

Iani et al., 2011; Perry et al., 2015, 2013). Depending on the outcome of these assessments the perception

of the social situation shapes which behaviour the individual chooses to employ next. Based on the-

oretical and empirical knowledge from the experiments in this thesis, there are three possible choice

outcomes: avoidance, seeking control and approaching a common space. These behaviours are not

fixed and may change as the social situation naturally develops.

Avoidant behaviours have been thoroughly documented in Hall’s (1966) observational research

and subsequent studies using the stop-approach methodology (see Aiello, 1987; Hayduk, 1983, for a

review). Some avoidant behaviours include physicallymoving, turning away or averting gaze from the

source of social discomfort (Evans & Wener, 2007; Felipe & Sommer, 1966; Hall, 1966; Thompson et

al., 2012). Personal space invasions have been shown to trigger an increase in physiological arousal

(Aiello et al., 1977; McBride et al., 1965; Szpak, Loetscher, Churches, et al., 2015). It is hypothesised
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Figure 10.5: Stage 3. Choosing an appropriate social outcome (Opধon 2: Seeking Control). The illustraধon shows a
second possible choice outcome on seeking control. In this case, individuals may try to establish an area that they feel is
‘my space’. This area may be established by engaging in solo tasks so that one could feel more independent and control
of the situaধon. The size of one’s peripersonal space depends on the level of perceived control.

that systematic increases in arousal act as a physiological cue to indicate when an approaching social

stimulus enters one’s personal space. Moreover, an increase in physiological arousal is accompanied

by shrinking peripersonal space (Perry et al., 2015) and attentional withdrawal away from the other

person (Szpak, Loetscher, Churches, et al., 2015; Szpak, Nicholls, et al., 2016) (see Figure 10.4). The

experiments in this thesis are the first to demonstrate the relationship between shifts in spatial atten-

tion and social discomfort induced by close interpersonal distances. The avoidance outcome is likely a

choice behaviour for social situations that are perceived to be negative, such as crowded public spaces.

Seeking control is another choice behaviour that has been suggested to reduce feelings of social

discomfort bymaking social intrusionsmore tolerable (see Figure 10.5). Preferred social distances have

been related to feelings of control in the social situation (Aiello, 1987; Duke&Mullens, 1973;Heckel&

Hiers, 1977;Nowicki&Duke, 1974). Research on crowding shows that engaging in solo activities such

as listening to music, using smartphones or reading a book is prevalent in crowded situations (Hall,

1966; Hirsch & Thompson, 2011; Thompson et al., 2012). It has been suggested that people engage in

solo activities to establish a privatise area that one feels is ‘my space’ (Lloyd et al., 2009; Thompson

et al., 2012).Research on social discomfort and music demonstrates that music can reduce the size of

one’s personal space thereby allowing others to approach more closely (Tajadura-Jiménez et al., 2011).
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Figure 10.6: Stage 3. Choosing an appropriate social outcome (Opধon 3: Approach a Common Space). The illustraধon
shows a third choice outcome that likely results from a social experiences that is perceived as posiধve. In this choice
outcome, an individual will feel comfortable enough to approach a shared space where they can focus on a joint acধvity.
It is hypothesised that aħenধonal aħracধon occurs during this experience.

Experiments 1, 3, and 7 of this thesis reveal that that attentional withdrawal is no longer observed

when twopeople are acting in the same social space and one person is given a different task. InChapter

Six, it was hypothesised that if an individual is given a different task, they could focus on the part of

the task that is unique to them and therefore enable them to feel more independent and in control of

the situation. In turn, feeling more in control of the situation reduces feelings of social discomfort in

close interpersonal proximity. From these data, it is hypothesised that the size of one’s peripersonal

space depends on the level of perceived control.

Approaching a common space is a positive choice option that is likely reserved for social activities

requiring shared goals. Although this thesis has not discussed approaching a common space with

as much detail as avoidance and seeking control outcomes, there is also research that demonstrates

positive aspects of close interpersonal distances (Neville & Reicher, 2011; Novelli et al., 2013). Ickes et

al. (1982) show that if a positive relationship is developed between individuals, they choose a smaller

interpersonal distances. Experiments 11 and 12 of this thesis showed that some individuals had lower

physiological arousal in the together condition compared to the alone condition. It is possible that
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these individuals felt that the computer screen, which the Landmark was presented on, was a shared

space where they both could ‘play’ the task together. In Experiments 11 and 12, these comfortable

individuals demonstrated attentional attractional towards the other person.

Research on spatial-compatibility tasks show that when individuals engage in a joint activity a

common perceptual area is established (see Sebanz et al., 2006, for a review). Teneggi et al. (2013) hy-

pothesised that in a cooperative task peripersonal space expands and merges with the other’s periper-

sonal space to create ‘our space’. This hypothesis would be consistent with research showing that in

order to carry out successful cooperative actions a high level of attention needs to be allocated towards

others intentions and actions (Ruys&Aarts, 2010; Sebanz et al., 2006; Tomasello&Carpenter, 2007).

In addition, this hypothesis further provides support for attentional attraction towards the other.

In summary, the model of social attention proposed that sensory information from an approach-

ing social stimulus (stage 1) is assessed via top-down processing (stage 2) in order to select an appro-

priate social behavioural option (stage 3). Depending on how the social situation is assessed in stage

2, the individual chooses one of three behaviours: avoidance, seeking control and approaching a com-

mon space. Importantly, these choice behaviours are not fixed and can change or adapt as the social

situation evolves. For example, an individual may choose to engage in a cooperative task with another

person, only to discover that their partner is being unpleasant. As a consequence, the individual may

then choose to engage in avoidant behaviour.

10.4 Future directions

One particularly interesting research challenge that was not addressed in this thesis is the relationship

between the size of peripersonal space and extent of attentional attraction-withdrawal. Although it

has been hypothesised in this thesis that an expansion of attention is related to attentional attraction

and that a contraction of space is related to attentional withdrawal, it may be particularly useful to

identify how closely coupled peripersonal space and spatial attention are. This research question is
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particularly challenging as it is known to be difficult to accurately and directly measure peripersonal

space (Cléry et al., 2015; De Vignemont & Iannetti, 2015). In addition, peripersonal space has been

shown to contract and expand under different situations, which poses another difficulty inmeasuring

peripersonal space.

Another interesting area for future research would be identifying the personality and contextual

factors that may modulate attentional attraction-withdrawal. In Chapter 9, I tried to relate some per-

sonality factors, which had previously been implicated in preferred social distances, to shifts in spatial

attention and I was unsuccessful. Even though attempts to find personality factors that modulate

shifts in attention were unfruitful, research on preferred social distances have suggested other person-

ality traits that may prove useful. These personality traits include locus of control, sensory sensitivity

and dynamism (Heckel & Hiers, 1977; Iachini et al., 2015; Nowicki & Duke, 1974; Perry et al., 2015).

Furthermore, studying spatial attention in patients with clinical anxiety could provide unique insights

that could improve the proposed model of spatial attention.

10.5 Concluding remarks

This thesis has contributed several key findings that demonstrate another person can influence spatial

attention. Firstly, experiments in this thesis demonstrate that another person in close interpersonal

proximity can induce attentional withdrawal. Several experiments in this thesis were able to demon-

strate attentional withdrawal suggesting that it is a reliable finding that could be an exciting avenue

for future studies. Secondly, experiments in this thesis showed that shifts in attention behaved differ-

ently under different social contexts which is consistent with top-down modulation of social atten-

tion. Lastly, a model of social attention was proposed in this thesis that may provide a basis for future

research to build upon.
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