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                                       Summary 

Intermittent rivers and ephemeral streams (IRES) account for over 50% of the world's river 

network and are expected to increase with climate change and the increasing pressure on 

water resources. In a world of increasing water scarcity, understanding the hydrology of IRES 

from arid and semi-arid regions, including those in Mediterranean climates, has become 

increasingly important. The biggest limitations for hydrological studies in IRES stem from 

the difficulties to monitor them resulting in the lack of long-term-spatially-distributed 

streamflow observations. The most significant challenges to better manage IRES in semiarid 

catchments with Mediterranean climates are to understand the threshold behaviour of 

streamflow generation and to improve our capacity to monitor their flow/no-flow 

transitions.  

This research aims to advance the understanding of streamflow generation in IRES from 

semiarid catchments with Mediterranean climates, with a focus on understanding 

hydrological processes and to advance a simple method to infer flow/no-flow conditions 

from streambed temperature measurements. In particular, this work investigates: [1] what 

triggers streamflow for Intermittent Rivers and Ephemeral Streams in Low-Gradient 

Catchments in Mediterranean Climates? [2] can an integrated model be used to capture the 

conceptualized streamflow generation processes of an intermittent stream at the catchment 

scale?, and [3] can we use only streambed temperature data to monitor intermittent 

streamflow in an intermittent Mediterranean-climate catchment? 

For the first and second part of this study we used fully Integrated Surface‐Subsurface 

Hydrological Models (ISSHMs) to investigate streamflow generation in IRES. We focused 

on understanding the dominant flow generation mechanisms and the development and 

spatial extent of flow generating areas at the threshold of flow generation. In the first study 

we followed a concept‐development approach to explore the effect of a range of catchment 

and climatic controls representative of low‐gradient Mediterranean-climate IRES on the 

threshold of flow. In the second study, we implemented an ISSHM for a medium-size 

Mediterranean-climate catchment in South Australia to test how streamflow generation 

concepts and theories from the smaller and simplified models would apply in a real 
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catchment. Results from both studies showed that soil type and topography exerts the 

greatest influence on streamflow generation and dictate the spatiotemporal development of 

flow by a given flow generation mechanism. These studies provided important insight into 

the pathways and thresholds of flow generation which were visible from the distinct flow 

generation mechanisms.  

The third part of this study we applied a novel temperature-based method on a continuous 

wavelet transform (CWT) analysis to a field dataset to develop guidelines to estimate a 

flow/no-flow threshold and to evaluate its application and performance capturing 

streamflow in an intermittent Mediterranean-climate catchment in South Australia. We 

showed that the CWT method with the developed guidelines had a good performance 

capturing intermittent flow and that there is the potential to infer ponding conditions and 

hydrograph peaks and recession periods from the CWT results. 

Overall, the results on capturing the dominant flow processes are promising and provide 

important insights on the hydrology of IRES and on the challenges of implementing ISSHMs 

for process understanding in these systems. The results from the CWT showed the method’s 

potential to generate a better understanding of the seasonal flow variability in IRES. Future 

work should build upon the lessons learned from this PhD to continue advancing our 

understanding of the threshold behavior of streamflow generation in IRES. 
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Chapter 1 

Introduction 

Overview of key information relevant for the study of intermittent rivers and ephemeral streams  

(IRES) is presented in this section. The following sections include main hydrological and general 

concepts, and a review of studies highlighting the most relevant research and most important 

knowledge gaps. 

1.1 IRES Hydrology 

Streams are defined by their flow duration into perennial and non-perennial. Perennial streams 

are those that flow continuously supported by baseflow (i.e. groundwater contributions) and are 

more common on the lower sections of a catchment. Non-perennial streams flow 

discontinuously and can be further classified as ephemeral and intermittent streams. Ephemeral 

streams are disconnected from the groundwater lacking a source of baseflow and therefore flow 

only during or directly after intense precipitation events. Intermittent streams refer to channels 

that flow continuously for a period of the year, usually as a response to the onset of snowmelt 

on alpine areas or seasonal runoff and elevated groundwater tables product of the rainy season 

on a region (Levick et al., 2008). In many areas, seasonal groundwater table fluctuation is a main 

driver for intermittent flow. During the dry season, groundwater tables are usually low and 

therefore located below the stream bed. During the wet season groundwater tables increase in 

response to seasonal precipitation, the decreased of evapotranspiration or a combination of 

both. As the groundwater table rises and intersects the stream channel, the reach becomes a 

gaining stream with a source of base flow. In other areas, flow intermittency is supported by 

delayed subsurface flow from delayed from areas with higher infiltration capacities.  

An important hydrologic characteristic of IRES are the highly complex longitudinal dynamics 

given by the onset and cessation of flow. Such dynamics encompass the development, 

expansion, and contraction of the wetted fronts, the hydrological connections-disconnections 

in time and space, and flow permanence (Larned et al., 2010).  
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1.2 IRES Distribution 

IRES are one of the most widespread water systems accounting for over half of the world’s 

river network (McDonough., 2011; Sheldon et al., 2010; Datry et al., 2014). They exist in all 

continents and through all climates. While they are prevalent in arid-semiarid and 

Mediterranean-climate regions, they are found across all the terrestrial biomes and throughout 

the river system. (Costigan et al., 2016; Larned et al., 2010; Skoulikidis et al., 2017; Steward et 

al., 2012). Their extensive distribution has been recognized in previous studies. Davies et al. 

(1993) mentions that about 40% of the river channels in South Africa present periods of no-

flow. For the United States, IRES are estimated to account for roughly 60% of the total stream 

network (excluding Alaska) at the 1:100 000 scale, and more than 80% in most of the Southwest 

region (Nadeau & Rains, 2007). In Australia, the driest inhabited continent on earth, around 

70% of the rivers measured at the 1:250 000 scale are “dryland” rivers and can be considered 

ephemeral (Sheldon et al., 2010).  

Additionally, in the last 50 years most of the formerly perennial rivers in arid and semiarid 

regions have become intermittent, including some major rivers such as the Nile in Africa, Yellow 

in Asia, and the Rio Grande bordering the US and Mexico (Datry et al., 2014). With projected 

climate shifts and the increasing demand on water supply, more perennial rivers are likely to 

become intermittent (Costigan et al., 2016; Datry et al., 2014; Larned et al., 2010; McDonough 

et al., 2011).  

1.3 IRES Terminology  

Due to their extensive and diverse distribution from alpine zones to tropical areas, and from 

large first order rivers in wide alluvial corridors to small headwaters in steep mountainous 

catchments (Costigan et al., 2016; Larned et al., 2010; Skoulikidis et al., 2017; Steward et al., 

2012), IRES have a wide range of catchment characteristics and hydrological regimes. For 

instance, temporary systems in Australia were classified into eight distinctive flow regimes for 

varying degrees of flow permanence, seasonality, flood characteristics, and flow variability and 

predictability (Kennard et al., 2010).  

For the context of this thesis, and aligned with current research networks in IRES around the 

world (Costigan et al., 2017; Datry et al., 2016) at the start of this work, we define IRES as 



 

3 

flowing watercourses in which flow cessation occurs and which remain dry at some point in 

time and space along their courses. 

 

Figure 1.1 Different names for intermittent and ephemeral streams around the world 

1.4 IRES Significance 

The importance of IRES has been documented in a broad set of disciplines including river 

ecology, hydrology and geohydrology, and socioeconomics. Historically, for over 3000 years, 

IRES have been a source of irrigation supporting agriculture around the world (Larned et al., 

2010; Nabhan, 1979; Sandor et al., 2007). In most arid and semi-arid regions IRES represent an 

important source of water which is critical to meet water demands in local communities (Lange, 

1998; Levick et al., 2008; Seely et al., 2003). Similarly, IRES provide important environmental 

services supporting key biotic communities. The transformation from terrestrial to aquatic 

habitat mosaics highly influence biotic communities by providing unique habitat to a wide 

diversity of species and serving as dietary “hot spots”. Even during the dry periods it has been 

documented that dry riverbeds are an important habitat and refuge for mammals and persisting 

pools serve as refuge for aquatic and semi-aquatic organisms (Sheldon et al., 2010). Additionally, 
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IRES enhance the transport of nutrients and organic matter processing (Datry et al., 2014; 

Larned et al., 2010) which are key for water quality. 

Accounting for over 50 % of the total river network and discharge globally, IRES are closely 

linked to perennial streams networks and highly influence the global hydrological cycle. Freeman 

(2007) highlighted the importance of these systems in the hydrologic connectivity in the broader 

regional and global scales for the “water-mediated transport of matter, energy, and organisms 

within or between the elements of the hydrologic cycle.” Finally, in arid and semi-arid regions, 

seepage from IRES is thought to represent the main source of groundwater recharge (Batlle-

Aguilar et al., 2015; Costa et al., 2013; Shanafield & Cook, 2014; Shanafield et al., 2014). 

1.5 IRES Main Knowledge Gaps 

With climate change and an increasing global population the world’s water resources are 

expected to become more stressed (Thomas et al., 2016). This is particularly true for arid and 

semiarid regions where IRES are dominant. In a world of increasing water scarcity, 

understanding the hydrology of dryland rivers has become ever more important. 

Increasing awareness of their importance and their vulnerability to climate change has been at 

the centre of a surge of research on IRES over the past decades (Assendelft & van Meerveld, 

2019). However, the bulk of these studies have been done under the scope of ecological and 

biological research (Acuña et al., 2014; Bond & Cottingham, 2008; Costigan et al., 2016; Datry 

et al., 2016, 2014; Kennard et al., 2010; Larned et al., 2010; Skoulikidis et al., 2017; Steward et 

al., 2012; Stubbington et al., 2018) and important knowledge gaps of the hydrological 

functioning of IRES remain. 

The highly variable flow regimes, often flashy and erosive flows, their unpredictable flood timing 

and the often-difficult access to the remote areas where they are found makes research 

challenging and has historically led to neglecting IRES. Indeed, it has been shown that 

streamflow gauges, which provide the most fundamental data to understanding the hydrology 

of rivers, are preferentially located on perennial rivers (Fekete & Vörösmarty, 2002; Poff, 

Bledsoe, & Cuhaciyan, 2006). These limitations have resulted on the lack of long-term-spatially-

distributed streamflow observations for IRES (Fekete & Vörösmarty, 2002; Poff, Bledsoe, & 

Cuhaciyan, 2006; Tzoraki & Nikolaidis, 2007). A few studies have attempted to advance new 
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techniques and methodologies to capture and monitor streamflow in IRES (Arismendi et al., 

2017; Assendelft & van Meerveld, 2019; Blasch et al., 2002, 2004; Constantz et al., 2001; C. S. 

Goulsbra et al., 2009; Gungle, 2006). However, to date, all methods require time consuming 

calibration periods, the calculation of complicated and site-specific set of parameters, or 

complicated installations which hinder their implementation. 

Resulting from all these challenges, many studies on IRES have derived from research of 

perennial streams which contain intermittent or ephemeral sections common in small 

mountainous headwater catchments in temperate-humid climates. The majority of these studies 

have therefore focused on understanding streamflow dynamics on IRES from the expansion 

and contraction of the drainage network (Durighetto et al., 2020; Fritz et al., 2013, 2008; Godsey 

& Kirchner, 2014; C. Goulsbra et al., 2014; Peirce & Lindsay, 2015; Prancevic & Kirchner, 2019; 

Ward et al., 2018; Whiting & Godsey, 2016; Wigington et al., 2005; Zimmer & McGlynn, 2017). 

However, in many arid-semiarid and Mediterranean-climate catchments, IRES do not originate 

from the expansion of an already flowing stream but rather developed from completely dry 

stream network sections. Under these conditions, the development of flow generating areas at 

the catchment scale occur fragmented across the stream network resulting in highly variable 

flow patterns. Coupled with the lack of data, the added difficulties of characterising unsaturated 

flow, the natural wetting and drying cycles, and other highly non-linear processes, there are still 

large knowledge gaps in our understanding of the processes that lead to streamflow generation 

in IRES. Arguably one of the most important gaps in our understanding of the hydrology of 

arid-semiarid and Mediterranean-climate IRES is how they transition from dry to flowing and 

back to dry (i.e. onset and cessation of flow) and the streamflow processes associated with these 

transitions (Costigan et al., 2016, 2017; Shanafield et al [in prep]). 
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1.6 Research aims 

This PhD aims to advance the understanding of streamflow generation of intermittent rivers 

and ephemeral streams from semiarid catchments with Mediterranean climates with a focus on 

investigating the transition from a dry to a flowing state. The foundations of this research are 

to [1] understand the threshold of streamflow generation in IRES, with an emphasis on the 

spatiotemporal variability of the hydrological processes occurring and contributing to this 

threshold and [2] to investigate an alternative methodology that would improve our capability 

to monitor streamflow generation in IRES. To accomplish these overall goals, we used a 

combination of physically based Integrated Surface‐Subsurface Hydrological Models (ISSHMs) 

and the analysis of historical field data of an Intermittent Mediterranean-climate catchment 

located in South Australia. The specific goals of this PhD are to provide insight to the following 

three research questions: 

Question 1. What triggers streamflow for Intermittent Rivers and Ephemeral Streams 

in Low-Gradient Catchments in Mediterranean Climates?  

Method. A Concept‐development approach implementing an ISSHM in 

a theoretical catchment to investigate streamflow generation processes. 

Question 2. Can an integrated model be used to capture the conceptualized streamflow 

generation processes of an intermittent stream at the catchment scale?  

Method. Development of a conceptual model for flow generation in an 

intermittent Mediterranean-climate catchment to test against the results 

from an ISSHM. 

Question 3. Can streambed temperature data alone be used to monitor intermittent 

streamflow in an intermittent Mediterranean-climate catchment? 

Method. Testing and advancing the use of Continuous Wavelet Transforms 

to identify streamflow in an intermittent Mediterranean-climate catchment. 

These specific knowledge gaps and methodologies are the focus of Chapters 2 through 4. 

Chapter 2 is a manuscript now in press and Chapters 3 and 4 are in preparation for publication. 

Conference proceedings and supplementary data and analysis from preliminary work contained 

in this thesis are presented in Appendices A through L.  
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Chapter 2 

What triggers streamflow for Intermittent Rivers and 

Ephemeral Streams in Low-Gradient Catchments in 

Mediterranean Climates  

Accepted in Water Resources Research and reproduced with permission. Gutiérrez‐Jurado, K. Y., 

Partington, D., Batelaan, O., Cook, P., & Shanafield, M. (2019). What triggers streamflow for 

intermittent rivers and ephemeral streams in low‐gradient catchments in Mediterranean 

climates. 

doi: 10.1029/2019WR025041. 

1.7 Abstract  

Intermittent rivers and ephemeral streams (IRES) account for over 50% of the world's river 

network and are expected to increase with climate change and the increasing pressure on water 

resources. One significant challenge to better manage IRES is unraveling the threshold behavior 

of streamflow generation, by understanding what controls the triggers of streamflow. This study 

aimed to understand the influence of groundwater depth, soil hydraulic properties, and rainfall 

on streamflow generation in IRES, through analyzing the spatiotemporal development of active 

areas (where flow generation processes are occurring) and determining the dominant flow 

generation mechanisms. In a concept‐development approach, we used fully Integrated Surface‐

Subsurface Hydrological Models to investigate streamflow generation for a range of 

characteristics representative of IRES in low‐gradient catchments with Mediterranean climates. 

The results showed that soil type exerts the greatest overall influence on streamflow generation 

and is the main factor determining the spatiotemporal development of active areas by a given 

flow generation mechanism and threshold contributing processes. The identified dominant 

mechanism for each soil demonstrated the effect of the initial groundwater head and rainfall 

scenarios on the timing and processes that trigger streamflow onset. These results reaffirm the 

importance of unsaturated storage dynamics to explain thresholds and pathways of flow and 
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suggest that knowledge of the development of active areas and prediction of the dominant flow 

generation mechanisms is critical to understand streamflow generation in IRES. Future research 

should identify the influence of catchment morphology, geologic constraints, and aquifer 

heterogeneity and anisotropy on streamflow generation in IRES. 

1.8 Plain Language Summary  

“Temporary rivers” is a broad term used to classify waterways that are dry for some part of the 

year. They contribute roughly 50% of all the world's available river water, are important for 

groundwater replenishment, and maintain key environmental services. To manage them, we 

need to understand how they transition from a dry to a flowing state. In this study, we use 

computer models to explore how rainfall, soil properties, and the depth to groundwater affect 

the processes that trigger when this transition occurs. We tested over 1,600 scenarios to explore 

the effect of different factors on when, where, and why these rivers will flow. Results showed 

that soil type was the main control determining when and where flow is generated and is the 

governing factor dictating the different ways water gets to the river. For this, we identified 

distinct pathways that water takes to get to the river for each of the tested soils. Understanding 

the different pathways in which water moves through the catchment can help manage 

vulnerability of temporary rivers to the impacts of land use changes, soil erosion, and prolonged 

droughts. Future studies should investigate the effects of catchment morphology and 

heterogeneity on streamflow generation in IRES. 

1.9 Introduction 

Intermittent rivers and ephemeral streams (IRES) are one of the most widespread and dynamic 

water systems. They are present in all continents and climates and account for over 50% of the 

world's river network and global discharge (Acuña et al., 2014; Costigan et al., 2016; 

McDonough et al., 2011; Sheldon et al., 2010). While they are the predominant feature in arid‐

semiarid and Mediterranean-climate regions, they are found across all terrestrial biomes and 

throughout the river system. Due to their extensive distribution and diversity from alpine zones 

to tropical areas, and from large first order rivers in wide alluvial corridors to small headwaters 

in steep mountainous catchments (Costigan et al., 2016; Larned et al., 2010; Skoulikidis et al., 

2017; Steward et al., 2012), IRES have a wide range of catchment characteristics and 
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hydrological regimes. For instance, temporary systems in Australia were classified into eight 

distinctive flow regimes for varying degrees of flow permanence, seasonality, flood 

characteristics, and flow variability and predictability (Kennard et al., 2010). For the context of 

this paper, and aligned with current research networks in IRES around the world (Costigan et 

al., 2017; Datry et al., 2016), we define IRES as flowing watercourses in which flow cessation 

occurs and which remain dry at some point in time and space along their courses. 

The variability of their flow regimes, flashy and erosive flows, and their unpredictable flood 

timing have restricted IRES research (Constantz et al., 2001; Levick et al., 2008). While there 

are some studies related to streamflow generation for IRES, there has been little focus on 

understanding the hydrological processes that determine the threshold for flow generation. 

Most studies have focused instead on understanding the dynamics and patterns of expansion 

and contraction of the drainage network (Godsey & Kirchner, 2014; Goulsbra et al., 2014; 

Peirce & Lindsay, 2015; Prancevic & Kirchner, 2019; Ward et al., 2018), the effects of flow 

permanence (Fritz et al., 2008; Fritz et al., 2013), and in advancing techniques and new 

methodologies to capture and monitor streamflow (Blasch et al., 2002, 2004; Constantz et al., 

2001; Goulsbra et al., 2009). The few process‐based studies on streamflow generation for 

IRES have mainly been conducted in small headwater catchments, often in temperate or humid 

climates (Zimmer & McGlynn, 2017; Zimmermann et al., 2014). In such systems, streamflow 

generation processes are primarily driven by soil moisture content and catchment topography 

(Penna et al., 2011). However, in semiarid, low‐gradient catchments in Mediterranean climates, 

such as those commonly found in Australia, California, and Africa, the questions of when, 

where, and why do IRES start to flow remain unanswered. 

Traditionally, streamflow generation has been investigated through hillslope studies on 

perennial systems. Although the hydrological principles that underpin these studies apply to 

IRES, the assumptions and scope under which such studies were developed raise important 

questions and leave key knowledge gaps to understand IRES. One important limitation is that 

traditional hillslope studies only offer localized insight. Even for perennial systems, it is well 

recognized that the localized approach of hillslope studies does not provide a comprehensive 

understanding of the hydrological response at the catchment scale (Frisbee et al., 2011). For 

instance, Ambroise (2004) argues that the common concept of variable source area, which was 
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largely used to explain streamflow generation in small catchments in humid climates, does not 

capture the spatiotemporal variabilities that control catchment dynamics. 

A second issue with traditional hillslope studies is that the typical conceptualization of hillslope 

hydrology assumes rainfall always results in surface or subsurface runoff (“rainfall‐runoff” 

approach) or replenishes storage, generally with the inherent assumption of a baseflow 

component and therefore a permanently saturated area contributing to streamflow. Under this 

approach, the generation of “some” runoff‐streamflow in response to rainfall is virtually 

guaranteed. Hence, the river hydrograph is evaluated in terms of volumetric flows or peak‐

recession dynamics (Freeze, 1974; Hallema et al., 2016; Mosley, 1979; Pearce, 1990). This is 

problematic for IRES, which typically have dry initial conditions. Moreover, they are often 

disconnected from groundwater (GW), which buffers the streamflow response to precipitation. 

Although streamflow in IRES can be generated in response to single extreme precipitation 

events, in many catchments, flow is mostly linked to a series of precipitation events overtime; 

as water moves though the system, certain thresholds must be reached before streamflow is 

generated (Figure 0.1). Moreover, without the baseflow component and/or a saturated 

contributing area, streamflow is often generated discontinuously along a segmented drainage 

network. The complexity of the development, expansion, contraction, and fragmentation of the 

partially saturated areas and the drainage network results in intricate spatiotemporal variability 

of hydrological processes (e.g., Partington et al., 2013). These complex dynamics raise key 

questions regarding the development of areas where flow generation processes are occurring 

and how they influence the integrated catchment response leading to streamflow generation in 

IRES. For the context of this paper, these areas where flow is generated at a given time by a 

given flow generation mechanism are defined as “active areas”; a variation on this term as first 

used by Ambroise (2004). Defining the development of these active areas and the mechanisms 

that trigger the onset of streamflow is one of the most important challenges to better understand 

the hydrology of IRES (Bond & Cottingham, 2008; Costigan et al., 2016; McDonough et al., 

2011). 
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Figure 0.1 Conceptual diagram showing the transition from a dry (a) to a flowing stream (b). 
The main processes contributing to the initiation of streamflow typical of intermittent rivers 
and ephemeral streams are shown, although additional processes occur within the hydrologic 

cycle. Flow generation mechanisms include infiltration excess overland flow (IE‐OF), saturation 

excess overland flow (SE‐OF), interflow generating from saturated and unsaturated soil profiles 

(unsaturated interflow [Unsat‐IF]/saturated interflow [Sat‐IF]) and pre‐event groundwater 
(GW). All generation mechanisms can occur directly on the stream and on the hillslope, but for 
clarity, they are only denoted once. 

The data paucity of most IRES, as they are often part of ungauged basins, leads to insufficient 

long‐term, comprehensive data sets and contributes to the lack of understanding of the controls 

and processes leading to streamflow generation in IRES (Constantz et al., 2001; Tzoraki & 

Nikolaidis, 2007). In the context of limited data availability, fully Integrated Surface‐Subsurface 

Hydrological Models (ISSHMs) (Sebben et al., 2013) have been used in recent years for concept-

development studies (Loague et al., 2010; Mirus et al., 2011) to advance the understanding of 

catchment processes (Loague et al., 2006; Mirus et al., 2011; Mirus & Loague, 2013; Partington 

et al., 2013; VanderKwaak & Loague, 2001). The latest generation of ISSHMs have surpassed 

the original “blueprint” proposed by Freeze and Harlan (1969) (Loague et al., 2010), 

demonstrating their ability to fully integrate the surface and subsurface flow domains and 

produce physically consistent simulations (Fatichi et al., 2016; Kollet et al., 2017). The 

integration of surface‐subsurface processes is particularly important for streamflow generation 

studies in IRES, where the feedbacks between the surface and subsurface domains are requisite 

to understanding the underlying hydrological processes. 

The fully integrated approach of ISSHMs, together with advancements in computational 

efficiency (Brunner & Simmons, 2012; Trudel et al., 2014), led to widespread use of ISSHMs 

for studies simulating streamflow generation over the last two decades. These studies were able 
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to identify and differentiate dominant controls of streamflow generation (VanderKwaak & 

Loague, 2001), the spatiotemporal variability of the hydrological processes (Park et al., 2011), 

and the overall surface‐subsurface hydrodynamic processes (Sudicky et al., 2008). Further 

studies have provided an insight on the effects of topography (Frei et al., 2010; Frei & 

Fleckenstein, 2014; Ivanov et al., 2004; Weill et al., 2013); the spatial variability of saturated 

hydraulic conductivity (Maxwell, 2010; Maxwell & Kollet, 2008; Meyerhoff & Maxwell, 2011); 

fractured bedrock flow contributions (Ebel et al., 2007, 2008); and rainfall characteristics (Mirus 

& Loague, 2013) on the controls of streamflow generation. 

Although ISSHMs have been used in IRES or under scenarios representative of these temporary 

systems (with dry initial conditions and a disconnected GW domain), often the simulations are 

conceptualized as a single event forced hydrologic response (rainfall‐runoff) with the main aim 

of testing the discharge response at the outlet rather than to understand the processes and longer 

term hydrological responses critical for IRES (Di Giammarco et al., 1996; Kollet et al., 2017; 

Panday & Huyakorn, 2004). In other cases, the focus is on trying to reproduce an integrated 

catchment response (Heppner et al., 2007; Mirus et al., 2009) and to evaluate how this response 

varies under different scenarios (Carr et al., 2014; Heppner & Loague, 2008). Nevertheless, by 

far, the majority of hydrological modeling has been done on perennial streams, or in the case of 

theoretical simulations, under the assumptions typical for perennial streams. This is evident 

when considering that the bulk of streamflow generation studies, benchmark cases, and 

modeling research is conceptualized as rainfall‐runoff simulations of partially saturated 

catchments (Aquanty, 2016; Jones et al., 2006; Kollet et al., 2017; Sebben et al., 2013). 

Subsequently, ISSHMs model performance diagnosis is based on the catchment outflow 

hydrograph and water balance (Ala‐aho et al., 2017; Sebben et al., 2013), both of which are 

evaluated in a similar fashion to those in traditional rainfall‐runoff modeling. 

While valuable insight on streamflow generation has been gained from these previous process‐

based and modeling studies for perennial and non-perennial systems, their scope, approach, and 

limitations have not addressed one of the fundamental components of IRES: understanding the 

transition from a dry to a flowing system. In a review on intermittent river research, Costigan et 

al. (2016) highlighted the need for future work on understanding the threshold behavior of 
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streamflow generation, with a focus on identifying the spatiotemporal variability of the 

hydrological processes occurring and contributing to this threshold. 

To identify how active areas develop, streamflow thresholds are reached, and streamflow begins, 

it is paramount to track the water as it moves though the system. The Hydraulic Mixing‐Cell 

(HMC) method developed by Partington et al. (2011) offers this capability, allowing insight into 

the spatiotemporal variability of the hydrological processes and identification of the dominant 

mechanisms contributing to the threshold of streamflow generation (this method is detailed 

below). Therefore, the goal of this study is to make a first step toward developing a quantitative 

understanding of the controls on the threshold behavior of streamflow generation and the 

associated relationships of these thresholds to certain catchment characteristics and climatic 

controls. 

We follow a concept‐development approach implementing an ISSHM coupled with the HMC 

method to investigate the controls that dictate the threshold behavior of streamflow generation 

for a range of catchment and climatic characteristics representative of the particular cases of 

IRES in low gradient catchments with Mediterranean climates. The main objectives of this study 

are to provide insight into when, where, and why these IRES start to flow by determining the 

extent to which: 

1. Initial depth to GW, soil hydraulic properties, and different precipitation rates and durations 

dictate streamflow generation and time to flow. 

2. Dominant flow generation mechanisms are clearly identifiable in IRES streamflow 

generation. 

3. The development of the active areas and processes impacts the threshold of streamflow 

generation. 

1.10 Methods 

1.10.1 The Fully Integrated Modeling Platform and HMC Method 

The selected model platform for simulating flow in this study is the three‐dimensional (3D), 

fully integrated, surface‐subsurface model HydroGeoSphere (HGS) (Aquanty, 2016). HGS uses 
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the control‐volume finite element method, a mass conservative modeling approach, to couple 

surface/subsurface flow and transport. The numerical formulation for subsurface 3D 

saturated/unsaturated flow is based on a modified Richards' equation, while surface water flow 

is simulated though the depth‐integrated diffusion‐wave approximation of the Saint‐Venant 

equations. Detailed information on HGS physical conceptualization, discretization, and 

numerical implementation can be found in Aquanty Inc. (2016) and the review by Brunner and 

Simmons (2012). Flow generation mechanisms are tracked with the HMC method, which is 

based on the modified mixing‐cell method of Campana and Simpson (1984). Originally 

developed to extract the GW component of streamflow at any point along the stream using 

standard hydrological output from ISSHMs (Partington et al., 2011), it was later used to 

investigate baseflow dynamics (Li et al., 2013, 2014; Li et al., 2015; Partington et al., 2012). In a 

later work, Partington et al. (2013) extended the HMC analysis to quantify flow generation 

processes by area (i.e., hillslope or in‐stream) and showed the need for distinction between active 

and contributing processes to understand streamflow generation. Put basically, the HMC 

method tracks water entering the model domain in a given area and through a given boundary 

condition. In doing so, it is possible to attribute flow at any position within the model to the 

source of water (i.e., boundary condition) and the location from where it originates (i.e., 

hillslope, in‐stream, or the porous media). 

In this study, the delineation for the hillslope and in‐stream fractions also includes the internal 

model state of saturation. This allows differentiation of overland flow by saturation/infiltration 

excess, interflow (IF) originated from infiltration on saturated/unsaturated areas, and pre‐event 

GW (old GW) (Table 1). Infiltration excess overland flow (IE‐OF), commonly known as 

Horton overland flow (Horton, 1945), refers to flow originating from rainfall exceeding the 

infiltration capacity of the soil and the rill storage capacity (depression storage that must be filled 

before lateral surface flow occurs). Saturation excess overland flow (SE‐OF), referred as Dunne 

overland flow (Dunne & Black, 1970), occurs when the soil becomes saturated limiting the 

infiltration capacity of the soil and producing flow once the rill storage is full. IF, also called 

subsurface stormflow or lateral flow, refers to infiltrated water that moves laterally through the 

saturated shallow subsurface toward the stream (Sophocleous, 2002). Depending on where the 
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infiltration occurred, the IF fraction is subdivided into: saturated IF (Sat‐IF) and unsaturated IF 

(Unsat‐IF), for flow originating over a saturated or unsaturated soil profile, respectively. 

Table 0.1 Flow Generation Mechanisms Delineated for the HMC Method 

Flow generation mechanism Fraction Fraction origin 

Saturation excess overland flow 

Infiltration excess overland flow 

Saturated interflow 

Unsaturated interflow 

Pre-event GW 

SE-OF (Dunne)* 

IE-OF (Horton) 

Sat-IF  

Unsat-IF 

Pre-event GW (old GW) 

In-stream and hillslope 

In-stream and hillslope 

In-stream and hillslope 

In-stream and hillslope 

Porous media 

Note. HMC = Hydraulic Mixing‐Cell; IF = interflow; SE‐OF = saturation excess overland flow; IE‐OF 

= infiltration excess overland flow; GW = groundwater. 

*Common names used for the fractions are shown in parenthesis 

After each time step of the HGS flow simulation, the prevailing flow generation mechanism is 

identified at each node. Then, the HMC fraction 𝑓𝑘,𝑖
𝑁  of water derived from each flow generation 

mechanism k at time N in cell i, is calculated as follows: 

       For 𝑘 in [SE-OF, IE-OF, Sat-IF, Unsat-IF, Pre-event GW]: 

           𝑓𝑘,𝑖
𝑁 = 𝑓𝑘,𝑖

𝑁−1 +
1

𝑉𝑖
𝑁  (∑ 𝑓𝑘,𝑗

𝑁−1𝑉𝐼𝑁,𝑗𝑗𝜖 𝐼𝑛𝑓𝑙𝑜𝑤 − ∑ 𝑓𝑘,𝑖
𝑁−1𝑉𝑂𝑈𝑇,𝑗𝑗𝜖 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 + 𝑉 𝐹𝐺𝑀 − 𝑉𝐵𝐶 𝑂𝑈𝑇𝑓𝑘,𝑖

𝑁−1)     (2.1) 

Where 𝑓𝑘,𝑖
𝑁  is the fraction for a particular flow generation mechanism [-]; 𝑉𝑖

𝑁 is the total volume 

of water in cell i at time N [L3/T]; 𝑓𝑘,𝑗
𝑁−1 is the fraction of the same flow generation mechanism 

𝑘 present in the set of neighboring cells j at time-step N-1; 𝑉𝐼𝑁,𝑗 is the volume of water that 

flows into cell i from the set of neighbor cells 𝑗𝜖 𝐼𝑛𝑓𝑙𝑜𝑤 [L3/T]; 𝑉𝑂𝑈𝑇,𝑗 is the volume of water 

that flows out from cell i into the set of neighbor cells 𝑗𝜖 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 [L3/T]; 𝑉𝐹𝐺𝑀 is the volume 

of water entering cell i that is from flow generation mechanism k [L3/T]; 𝑉𝐵𝐶 𝑂𝑈𝑇 is the volume 

of water leaving cell i through all boundary conditions such as critical depth outflow and 

evapotranspiration [L3/T]. 
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1.10.2 Concept‐Development Simulations Setup 

We used the field‐scale experimental site used by Abdul (1985) as the conceptual study site for 

the simulations. The experimental site consists of a plot approximately 80 m by 16 m with a 

maximum depth of 4.5 m in the northeast corner. The stream channel is described in the original 

work as approximately 0.6 m wide and located 1.2 m below the surrounding floodplain. With 

the understanding that river channels are a dynamic feature (particularly in low‐gradient 

catchments), in this study, we extended the selection of river nodes to average a 2 m width 

channel following a change in elevation of approximately 0.1 m from the lowest point in the 

channel. A full description of the original experimental site can be found in VanderKwaak and 

Sudicky (2000). We used the Manning's roughness coefficients (n) presented in the 

aforementioned study, which were derived from Chow (1959), and values from the original 

experiments by Abdul (1985) and Abdul and Gillham (1984) for values typical of a clean‐straight 

natural stream (0.03 s/m1/3) for the river, and of short grass for the floodplain areas (0.3 

s/m1/3). Rill storage height was set to 0.002 m for both the river and floodplain zones and no 

obstruction height was implemented. The surface topography is discretized with a triangular 

grid containing 1,372 nodes and 2,651 triangular elements (Aquanty, 2016). Horizontal 

discretization goes from 0.5 m along the riverine area to 2 m at the domain boundary. A total 

of 15 layers were generated to provide a discretization of 0.1 m near the surface and increasing 

to approximately 0.6 m at depth. Sets of nodes comprising a river cross section were selected at 

four locations along the river channel and tagged as hydrograph nodes to track streamflow 

generation (Figure 0.2.a). 
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Figure 0.2 (a) Three‐dimensional representation of the Abdul catchment showing the mesh 
discretization, model boundary conditions, and hydrograph node locations. Two inserts from 
the outlet show the (b) initial saturation and (c) initial depth to groundwater (GW) given by one 
of the 60 initial subsurface heads for the sandy soil. 

The soil is homogeneous throughout the catchment and three soil types (sand, sandy gravel, 

and sandy loam) were used to test the effect of soil properties in the threshold of streamflow 

generation. Soil physical and hydraulic properties for each soil type were obtained from previous 

published work where extensive soil analysis was available and are shown in Table 2 (Aquanty, 

2016; Mirus, Ebel, et al., 2011; Smith & Woolhiser, 1971; Thoma et al., 2014; VanderKwaak, 

1999). Functional constitutive relationships for pressure-saturation and saturation‐relative 

hydraulic conductivity (K) were defined using the van Genuchten function parameters (van 

Genuchten, 1980) in HGS. Outflow model boundary conditions for the surface domain were 

set as a critical‐depth boundary condition at the catchment's outlet and as a no‐flow boundary 

condition for the rest of the domain. 
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Table 0.2 Surface-Subsurface Parameters for Theoretical Models 

Media Parameter Value 

 Surface   

Overland Manning’s roughness n 0.3 s/m1/3 

 Rill storage 0.002 m 

 Obstruction storage 0.0 m 

Stream Manning’s roughness n 0.03 s/m1/3 

 Rill storage 0.002 m 

 Obstruction storage 0.0 m 

Surface-Subsurface Coupling  Coupling length 0.002 m  

 Subsurface  

Sand Hydraulic conductivity Ksat 1.00 E-05 m/s 

 Porosity  0.37 

 van Genuchten α 1.9 m-1 

 van Genuchten β 6 

 Residual saturation θr 0.18 

Sandy Gravel  Hydraulic conductivity Ksat 1.08 E-03 m/s 

 Porosity  0.41 

 van Genuchten α 16 m-1 

 van Genuchten β 1.79 

 Residual saturation θr 0.045 

Sandy Loam  Hydraulic conductivity Ksat 2.00 E-07 m/s 

 Porosity  0.38 

 van Genuchten α 4.5 m-1 

 van Genuchten β 2 

 Residual saturation θr 0.11 

To test the effect of depth to GW in streamflow generation, we used a series of 60 subsurface 

heads as the porous media initial boundary conditions. The heads were obtained by initiating a 

simulation with a fully saturated subsurface domain and applying a fluid transfer boundary 

condition to drain the model, saving the subsurface heads each time the depth to GW at the 

outlet increased by 0.05 m. The antecedent soil moisture conditions were computed from the 

subsurface heads using the constitutive relationships for the van Genuchten model. To mimic 

a natural system, a fluid transfer gradient was set at the outlet faces to allow GW to flow out of 

the domain (Figure 0.2). The gradient was given by setting the head 0.2 m lower than the initial 

GW head at a distance of 5 m from the outlet faces. 
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We tested a total of nine precipitation rates within three duration blocks to explore the effects 

of climatic controls (Table 3). Aiming to obtain realistic and representative precipitations, we 

used the annual exceedance probability (AEP) records of six randomly selected sites in arid and 

semiarid regions where IRES dominate the landscape. We selected three sites in arid regions of 

Australia (Stations 23876, 15643, and 13022, Australian Government Bureau of Meteorology, 

2018) and three from the southwest United States (Stations 29‐3649, 02‐7751, and 26‐3671, 

NOAA's National Weather Service, 2018). We chose 1, 6, and 24 h storm durations to ensure a 

range of precipitation from short‐duration‐high intensity to long‐duration‐low‐intensity. Within 

these durations, we selected three precipitation intensities matching a common occurrence (50% 

AEP), rare (2% AEP), and an extreme precipitation intensity (0.2% AEP). The final values for 

each precipitation rate were calculated through an arithmetic mean of the six sites. 

Table 0.3 Catchment and Climatic Controls Used for Simulations 

Controls Parameter Value 

Catchment 

Soil Sand See table 2 
 Sandy Gravel See table 2 
 Sandy Loam See table 2 

Depth to GW  0.05 m increments 

from 0 to 2.95 m 

Climatic 

Precipitation Duration 
Rate mm/h a 

(AEP)* 

Depth b 

(mm) 

 1 h 18.6 (50%) 18.6 

 
      49.8 (2%) 49.8 

 
 69.3 (0.2%) 69.3 

 6 h 4.7 (50%) 28.2 

 
     12.9 (2%) 77.4 

 
 16.3 (0.2%) 97.8 

 24 h 1.7 (50%) 40.8 

 
       4.5 (2%) 108.0 

 
  6.9 (0.2%) 165.6 

GW = groundwater; AEP = annual exceedance probability. 
aFor simplicity precipitation rates are referenced in their rounded value from 
herein.  
bTotal amount for each application (i.e., rate * duration). 



 

20 

The precipitation needed to be intermittent throughout the simulation to allow the flow 

generation processes to develop and progress overtime in a more realistic way. To achieve this, 

each precipitation scenario (rate and duration) was implemented at three separate occasions 

(Figure 0.3). The applications were considered effective precipitation and were applied 

uniformly to the entire surface domain. With the premise of winter dominated precipitation 

(typical for Mediterranean climates), we assumed that ET would be negligible, and therefore, it 

was not included in this study. 

 

Figure 0.3 Precipitation scenarios for the extreme annual exceedance probability rainfalls and 
all storm durations (1, 6, and 24 h). Three rainfall applications (precipitation rate * precipitation 
duration) were prescribed to each simulation. The first application occurred at time 0 and 
following applications 24 h after the end of the previous application. The shaded area depicts 
the simulation time for each scenario, from time 0 to 24 h after last precipitation application. 

1.10.2.1 Simulation Implementation 

The simulations were performed in HGS using the control‐volume finite element mode and 

dual‐node approach for surface‐subsurface coupling with a coupling length of 0.002 m across 

the entire domain. An adaptive time step with a computed under‐relaxation factor scheme was 

used in the simulations to aid the computational efforts. As the aim of this study was to capture 

the highly time sensitive threshold of flow generation, adaptive time stepping was applied by an 
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initial step size of 0.5 s, a maximum step multiplier factor of 2.0, and a maximum time step of 

100 s. 

1.10.2.2 Computational Demand  

The combination of the three different soils, nine precipitation applications, and 60 initial depths 

to GW yielded a total of 1,620 unique simulation scenarios. To meet the computational 

requirements, we used the high‐performance computing services of TANGO provided by 

eResearch SA Ltd, distributing the 1,620 simulations over 50 cores. A set of specific input files 

are required to run the preprocessor, which generates HGS compatible files to perform each 

unique model simulation. We developed scripts in Python to automate the generation of the 

input model files, launch the execution of the simulations, and extract the simulated hydrograph 

output files. Computational time for model simulations ranged from 0.5–13 h. All preprocessing 

and postprocessing scripts are provided in the Supporting Information. 

1.11 Data Analysis 

1.11.1 Streamflow Generation Analysis 

For each simulation, we obtained a set of four hydrograph output files with the values of the 

unique fractions from the HMC method at the locations specified in Figure 0.2. Python scripts 

were used to examine the 6,480 hydrograph files to determine if flow was generated. If flow was 

detected, the time of the first flow occurrence (time to flow) and the HMC components for that 

first flow were extracted. A minimum of 0.001 m3/s as total flow (i.e., summation of all HMC 

fractions) was used to determine the time to flow; values smaller than this threshold were 

considered numerical noise. A consolidated list of all the first flows information (HMC 

fractions) for each hydrograph node and their respective simulation information (soil type, 

precipitation, and depth to GW) is a first approach to understand the effect of the different 

controls on initiation of streamflow.  

The spatiotemporal variability of streamflow generation at the threshold of flow was 

investigated by comparing the times to the first flow for the four hydrograph node locations, 

the different depths to GW, precipitation applications, and soils. Additionally, we compared the 

variation in the times to flow for all these hydrograph locations for each soil and precipitation 
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application. For all simulations where flow was generated at more than one hydrograph location, 

we calculated the time lag for the first flow occurrence among the different locations. 

1.11.2 Cluster Analysis of the Dominant Flow Generation Mechanism 

Because the HMC method was developed to decompose the hydrograph into flow generation 

components, the output is given in terms of volumetric flow for each fraction (generation 

mechanism) comprising the total flow. To determine the dominant mechanisms, we converted 

the HMC flow components back into their fractions by dividing their value over the total flow 

(i.e., normalization). We performed a cluster analysis through the Scikit‐learn package in Python 

(Pedregosa et al., 2011) to analyze the relationship between the different controls and the 

dominant mechanisms at the threshold of flow. We chose the K‐means clustering algorithm, 

which uses the Euclidian distance measure (straight‐line distance between two points) to 

partition the data into a number of specified clusters (k). The key concept for the K‐means 

algorithm is the grouping of data (observations) into clusters of similar attributes by using the 

mean attribute values of all training instances (variables) assigned to that cluster in order to 

minimize the sum of the squared errors for each cluster (inertia). The aim of the cluster analysis 

is basically to group the first flow observations by their dominant flow generation mechanism 

(using the HMC fractions as the training instances) to identify their relation to the different 

simulation controls (soil type, GW depth, and rainfall).  

1.11.3 Analysis of the Development of Active Areas and Processes 

Model output from the streamflow generation analysis was setup at 30‐min intervals to keep 

output data manageable despite 1,620 model runs. A subset of models were rerun with finer 

output times for overland (two‐dimensional) and porous media (3D) information to evaluate 

the spatial and temporal development of active areas in specific simulations where streamflow 

was generated. For each of the three soils, we selected scenarios (the combination of soil, GW 

depth, and precipitation rate) where flow was observed for the deepest initial GW head for all 

soils within each precipitation duration group (1, 6, and 24 h). In the reran models, output times 

were specified at 5‐min intervals for up to 1 h prior to the time to flow at the outlet, for the 

sand and sandy gravel soils. For the sandy loam scenarios, which resulted in the shortest times 

to flow, outputs times ranged from every 5 s to 5 min prior to the first flow.  
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The overland output files for these simulations were further processed to integrate a new 

column with the determined dominant flow generation mechanism for every active node from 

the surface domain at each output time. A threshold of 0.001 m water depth was used to identify 

and filter the activated areas. This allowed us to visualize and quantify the development and 

spatial extent of the dominant processes at and leading to the threshold of flow generation at 

the outlet location. 

The porous media output was used to evaluate whether surface water‐GW interactions impacted 

the thresholds for the catchment's activation and subsequent streamflow generation. 

1.12 Results 

1.12.1 Streamflow Generation 

Flow occurred for most simulations (623) at the catchment outlet (Figure 0.4), and the number 

of simulations for which flow occurred for the upstream locations decreased linearly with 

increasing distance from the outlet to the top of the catchment. The sandy loam scenarios 

resulted in more flow events and the sandy gravel the least. For the furthest upstream location, 

only the rare and extreme short‐duration‐high‐intensity precipitation events (50 and 69 mm/h 

for 1 h) produced flow for the sand and sandy loam soils. The 2 mm/h for 1 h precipitation did 

not generate flow for any scenarios of the sandy and sandy loam, and flow was simulated only 

at the outlet location for the 5 mm/h rates for both durations (6 and 24 h). Flow for the sandy 

gravel soil was generated at the Upstream 3 location for all rainfall rates but only for the 

scenarios where the initial head was a surface elevation. The same was observed for all the 

common AEP rainfalls for this soil type where flow was generated in all the hydrograph 

locations but only for that initially fully saturated scenario. 
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Figure 0.4 Simulated flows at each hydrograph location for all simulations by precipitation 
scenario (x axis). Symbols denote the soil type and different colors depict the hydrograph 
locations as shown in the map. Note that different orientation for the markers of the sandy 

loam are used due to data aliasing (creating a “*” shape) on all but the 5mm/h precipitation 

rates. Summary table shows the total simulated flows which is given as a percentage in 
parenthesis by soil type and hydrograph location. 

The range of initial depth to GW in combination with precipitation had a greater influence on 

flow generation for the sand and sandy gravel soils where long‐duration‐low‐intensity 

precipitation events (i.e., 5 and 7 mm/h for 24 h) produced flows for deeper initial GW heads. 

The deepest initial depth to GW where flow was simulated was 1.80 m for sand and 1.30 m for 

the sandy gravel, both in response to the 7 mm/h for 24 h precipitation. Conversely, the 19 

mm/h for 1 h generated flow only up to an initial GW depth of 0.35 m for the sand, and no-

flow was simulated for the sandy gravel for initial GW depths below surface elevation. When 

flow was simulated at a location for the sandy loam scenarios, it was simulated for all the 

different initial GW head scenarios, with the exception of the 5 mm/h for 6 h and 5 mm/h for 

24 h precipitation, where flows were not simulated for initial GW heads below 0.10 and 0.45 m, 

respectively. 

In terms of precipitation and considering total flows as the summation of simulated flows at 

each location, the short‐duration‐high‐intensity applications produced the most flows and the 



 

25 

long‐duration‐low‐intensity the least for the sand and sandy loam soil. The opposite was 

observed for the sandy gravel, where more flow events happened in response to the long‐

duration‐low‐intensity 7 mm/h for 24 h precipitation. 

1.12.2 Time to Flow 

Soil type influenced the time it took for streamflow to occur at the different hydrograph 

locations. The simulations for the sandy loam soil resulted in the fastest times to flow, followed 

by the sandy soil, and the longest times were simulated for the sandy gravel (Figure 0.5). 

Similarly, short‐duration‐high‐intensity (1 h duration) rainfall events took the shortest time to 

produce flow among soils and locations and the long‐duration‐low-intensity rainfalls (24 h 

duration) the longest time. The relationship between time to flow and initial depth to GW was 

exponential for the sandy loam soil and logarithmic for the sand and sandy gravel soils. 

In terms of location, flow generally occurred first at the outlet; we observed an increasing time 

lag for flow generation at the upstream locations, with the exception of the rare and extreme 1 

h events for the sandy loam where flow was simulated at the Upstream 2 location a few seconds 

to a few minutes before the Upstream 1 location. The time lag magnitude varied greatly among 

soils. Time lags were largest for the sandy soil simulations with time differences up to 50 h and 

the shortest for the sandy loam scenarios where the maximum time lag was 7 h. Among 

precipitation scenarios, time lags were larger for the smaller precipitation rates (50% AEP) and 

shorter for the rare and extreme rates within each duration group (1, 6, and 24 h).  
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Figure 0.5 Time to flow (log scale) versus depth to groundwater (GW) for all soils (depicted in 
different colors), precipitation rates (different markers), and hydrograph node locations 
(subplots a-d). 

1.12.3 Dominant Flow Generation Mechanism: Cluster Analysis 

The cluster analysis grouped the simulated flows into three clusters. This allowed us to identify 

the partitioning of the contributing HMC fractions to determine dominant flow generation 

mechanisms at the threshold of streamflow generation for each cluster. We observed a 

distinctive dominant mechanism for each cluster that was consistent across all hydrograph node 

locations (Figure 0.6). SE‐OF, referred as Dunne overland flow, from both the river and 

hillslope areas was the dominant mechanism for Cluster 1 (Figure 0.6.c–f), accounting on 

average, for over 80% of the flow. Cluster 2 had three major HMC contributing components, 

all occurring directly in the riverine area (Figure 0.6.b–e). In order of contribution from high to 

low, the components are IF originated from unsaturated areas (UNSAT‐IF), pre‐event GW, 

and Dunne overland flow. The dominant mechanism for Cluster 3 was IE‐OF, referred as 

Horton overland flow, occurring both at the floodplain and riverine areas and contributing on 

average for over 98% of the flow (Figure 0.6.a-d).  
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Figure 0.6 Composition and distribution of streamflow generation mechanisms by their 

contribution (fraction of flow) at the onset of flow for the Upstream 1 (a–c) and outlet (d–f) 

locations for each cluster. The area within the boxplots represents the interquartile range (25th–

75th percentile), the median is shown in red. The whiskers indicate the min‐max values that 

are within 1.5 of the interquartile range; values outside of the whiskers are considered outliers 

(represented by the “+” symbols). Dominant mechanisms are highlighted with a different 

background color for each cluster. 

The simulated flows were replotted by soil type and color coded using the results from the 

cluster analysis. This yielded a distinct cluster group and hence a dominant flow generation 

mechanism, for each soil type (Figure 0.7). The dominant mechanism for the sandy loam soil 
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was Horton overland flow (Figure 0.7.a-d), while Dunne overland flow dominated flow 

generation for the sandy soil (Figure 0.7c-f), and subsurface flow from unsaturated areas was 

the major contributor for the sandy gravel soil (Figure 0.7.b-e). A few exceptions are noted for 

scenarios of the sandy gravel and sandy loam soils with shallow initial GW depths where Dunne 

overland flow was dominant. 

 

Figure 0.7 Time to flow (log scale) versus initial depth to groundwater (GW) for each soil 
showing the dominant mechanisms as per their cluster classification shown in different colors 
for the Upstream 1 (a-c) and outlet (d-f) locations. 
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1.12.4 Active Areas 

The smallest spatial extents of active areas at the time of runoff initiation were simulated for the 

sandy soil scenarios, while the smallest extents at the time to flow at the outlet resulted for the 

sandy gravel simulations (Figure 0.8). The development of active areas for the sandy loam 

occurred uniformly across the entire surface domain (100% catchment became active) and 

remained constant from runoff initiation until the onset of flow. 

 

Figure 0.8 Development and spatial extent of active areas by their dominant HMC component 
from runoff initiation (development of first active areas) to onset of streamflow at the outlet 
location. Times and the spatial extent as percentage of the catchment area, is shown below the 
snapshots. Colors show both the dominant process and the origin of the water contributing to 
the flow in each cell. For example, all green areas are from water originating at the river by the 
Dunne mechanism (some of which can contribute to active areas in the river banks). 

The development of active areas for the sandy soil simulations was considerably different among 

the precipitation scenarios. At the time of runoff initiation, the extent of active areas ranged 

from 42 m2 (≈4%) to less than 1m2 (≈0.1%) for the short‐duration‐high‐intensity (69 mm/h for 

1 h) to the long‐duration‐low‐intensity (7 mm/h for 24 h), respectively. The opposite trend was 

observed for the spatial extent at the onset of flow where the largest active areas corresponded 

to the long‐duration‐low‐intensity scenarios. The extent of active areas from long‐duration‐low‐

intensity to short‐duration‐high‐intensity precipitations were 487 m2 (≈46%), 287 m2 (≈27%), 
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and 206 m2 (≈19%). The development of the first active areas for this soil type was restricted to 

the riverine area. However, by the time flow was generated at the outlet, the active areas 

extended to the adjacent hillslope anywhere from 1 m to the full extent of the model boundaries 

in the midlower parts of the catchment. 

For the sandy gravel, the development of active areas differed at the time of runoff initiation, 

however, the extent at the onset of flow was similar among the different precipitation scenarios. 

The active extent at runoff initiation ranged from 68m2 (≈6%) to 21m2 (≈2%), and the largest 

active area was shown for the short‐duration‐ high‐intensity precipitation. At the onset of flow, 

the average extent of active areas was 81 m2 (≈7%). The active area extent for these scenarios 

was consistently restricted to the river zone. 

The development of the first active areas in the catchment occurred within the first precipitation 

application for all the sandy loam scenarios, whereas for the sand and sandy gravel soils, the 

first active areas developed in response to the last application. The time lags between the 

development of active areas until flow was observed at the outlet (i.e., from runoff initiation to 

flow at the outlet) were generally shorter for the sandy loam and longest for the sandy soil 

scenarios. The shorter lags among precipitations were shown mostly for the short‐duration‐

high‐intensity precipitations and the longest for the long‐duration‐low‐intensity scenarios. Time 

lags from long duration low intensity to short duration high intensity precipitations ranged from 

11.7 to 0.3 h for the sand; 2.4 to 1.2 h for the sandy gravel; and 3 to 0.2 h for the sandy loam. 

Dominant flow generation processes across the active areas at both runoff initiation and at the 

time to flow at the outlet were overall consistent to those identified as the main contributors of 

streamflow generation at the threshold of flow for all soil types (Figure 0.8). A few exceptions 

were noted for the sandy gravel soil, where in‐stream Dunne overland flow accounted for over 

90% of the active areas for the 69 mm/h precipitation and roughly for 50% for the 16 mm/h 

scenario at the time of runoff initiation. However, within an hour, over 90% of the active area 

was dominated by IF from the unsaturated riverine area in both scenarios. 

The thresholds for the development of the first active areas in the catchment varied mostly 

among soils. For the sandy loam, the almost immediate activation by the Horton overland 

mechanism occurred solely due to the precipitation rate exceeding the infiltration capacity of 
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the soil. For both the sand and sandy gravel scenarios, the activation of areas by the Dunne 

mechanism occurred in response to the gradual rise in GW levels which resulted in the 

subsurface saturation to build up until intersecting the surface (Figure 0.9). Similarly, the 

development of active areas for the sandy gravel scenarios by IF originating from unsaturated 

parts of the riverine area occurred in response to GW levels rising and connecting to the river. 

 

Figure 0.9 Slices of the subsurface domain at three of the hydrograph locations showing a 
snapshot of the saturation (top row) and groundwater level (bottom row) at time of runoff 
initiation (development of first active areas) for each soil for one of the precipitation scenarios. 

An important observation was the markedly different unsaturated storage dynamics in the sand 

and sandy gravel scenarios which impacted the spatial extent, dominant processes, and 

thresholds of activation. The increase in GW levels for the sandy soil occurred faster along the 

river resulting in GW mounding in the riverine area (Figure 0.9). The mounding effect promoted 

the increase of the soil saturation around the river which controlled the threshold for the 

initiation of the first active areas by the Dunne mechanism and subsequent streamflow 

generation. Conversely, the GW rise in the sandy gravel developed uniformly across the 
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catchment allowing the river to develop into a gaining state where infiltrated water moving as 

IF discharged into the stream. Changes in the saturation and GW level from the start of the 

simulation until runoff initiation were minimal for the sandy loam due to the fast response given 

by the Horton overland flow mechanism. 

1.13 Discussion 

The goals of this study were to provide insight into the main factors controlling the threshold 

behavior of streamflow generation in IRES by analyzing the development and spatial extent of 

active areas and determining the dominant flow generation mechanisms. The effects of initial 

depth to GW, soil hydraulic properties, and different precipitation scenarios were investigated 

to assess how they impact streamflow onset on IRES in low‐gradient catchments in 

Mediterranean climates. 

1.13.1 Streamflow Generation Major Controls and Dominant Processes 

The results of the simplified simulation scenarios presented here showed that soil type is a key 

control on streamflow generation and is the major factor determining the development and 

spatial extent of active areas by a given flow generation mechanism and the contributing 

processes at the threshold of flow generation (Figure 0.6). The importance of soil type in 

streamflow onset is consistent with previous work by Mirus and Loague (2013), who 

quantitatively showed that hydraulic conductivity is a leading factor in runoff generation. In this 

study, we gain further insight on the extent to which soil properties dictate the development 

and spatial extent of active areas and the contributing processes for flow generation. 

This is a major step toward understanding the thresholds of flow generation by different flow 

generation mechanisms and the effects other controls have on such thresholds for IRES. For 

instance, as expected, we observed that initial depth to GW was not a defining factor in the 

threshold of flow generation when the dominant mechanism was Horton overland flow (sandy 

loam soil scenarios). Conversely, the cutoffs on streamflow generation after a given initial GW 

depth for scenarios dominated by Dunne and IF mechanisms (sandy and sandy gravel soils), 

indicated that in such scenarios, GW depth is a key constraint for streamflow generation (Figure 

0.5). Furthermore, the results showed that the unsaturated storage dynamics, as observed by the 

response of the GW levels, helped explain the spatial extent of active areas, dominant processes, 
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and thresholds of activation for the sand and sandy gravel soils. These results are consistent 

with previous studies which found that unsaturated storage dynamics largely dictate the 

processes by which runoff is generated (Mirus & Loague, 2013; Smith & Hebbert, 1983; 

Vanderkwaak & Loague, 2001). 

The linear decrease in simulated flows by hydrograph location from the outlet to the top of the 

catchment for the sand and sandy gravel soils was the result of the catchment topography due 

to differences in the impermeable basal boundary depth across the domain. With the 

impermeable boundary depth increasing from the outlet toward the top of the catchment, the 

initial depth to GW, and therefore the soil water storage, was greater at the upstream locations. 

The decrease in flows by hydrograph location reconfirmed our observation that unsaturated 

storage dynamics are major controls for flow generation when the dominant generation 

mechanisms are Dunnian and IF. Depth to a low‐permeable bedrock or soil layer is known to 

be an important feature controlling hydrological processes (Shangguan et al., 2017). Several 

studies have shown the influence of bedrock geology as a major contributor of streamflow 

generation through subsurface processes (Huntington & Niswonger, 2012), and other studies 

have shown that contrasting soil layers and soil heterogeneity can promote subsurface storm 

flow by restricting vertical flow and favoring the development of a perched aquifer (Maxwell & 

Kollet, 2008; Smith & Hebbert, 1983). The importance of unsaturated flow dynamics are 

stressed by Mirus and Loague (2013) as their results showed that contrast among soil layers is a 

critical control on the threshold of runoff generation. Moreover, several studies mention the 

relevance of the underlying geologic structure in water storage and permeability, which controls 

not only the wetting but also the drying thresholds in stream length dynamics (Godsey & 

Kirchner, 2014; Jensen et al., 2017; Ward et al., 2018). Saft et al. (2016) found that soil depth 

was related to shifts in the rainfall‐runoff response and pointed out that deeper soils with larger 

soil water capacity might need more time to respond. For the case of the sandy loam, where the 

dominant flow generation mechanism was Horton overland flow, we attribute the decrease in 

observed flows to the reduction in the catchment area with potential to contribute overland 

flow at the upstream locations. 

Understanding the impacts of unsaturated storage dynamics for streamflow generation is of 

particular relevance for IRES, where water table depths can range from a couple of meters to 
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tens of meters, and where GW decline is a constant risk due to overextraction of GW and the 

cumulative impact from prolonged droughts. Our results suggest that impacts of GW declines 

in streamflow generation would be larger in IRES dominated by Dunne and subsurface 

processes. Several studies have shown the impacts of GW level declines and changes in 

catchment storage in reducing runoff, affecting the stream‐aquifer interactions, and potentially 

changing long term watershed dynamics (Falke et al., 2011; Saft et al., 2016; Vivoni et al., 2007). 

Our results reaffirm the need to understand unsaturated flow dynamics and storage controls 

from soil stratigraphy and geologic settings in order to understand streamflow generation in 

IRES.  

As expected, extreme precipitation intensities (0.2% AEP) within each application duration 

generated the maximum number of flows simulated for all soils (Figure 0.4). However, 

comparisons among all the application rates within the three duration blocks, show that not 

only the total application depth, but how the precipitation occurs (intensity and duration), is 

important for streamflow generation in IRES. When comparing the number of simulated flow 

events by total application amount among common precipitations intensities (50% AEP), we 

observed the most streamflow events simulated for the 1 h duration, which also has the lowest 

total application (56 mm); conversely, with more than double the total amount for the 24 h 

duration (122 mm), only four simulations generated flow under this application rate. Moreover, 

we observed that the effect of precipitation rate and application duration on flow generation 

differed among soils and hence among different flow generation mechanisms. Results for the 

sandy loam (Hortonian flow) showed that precipitation intensity is more important to predict 

flow than the total amount, whereas for the sand and sandy gravel (Dunnian and subsurface 

flow), the long‐duration‐low‐intensity applications generated flows for more simulations 

(deeper initial GW depths). These results are consistent with other studies that have shown that 

precipitation intensity influences the overall catchment hydrologic response. For instance, Park 

et al. (2011) simulated a decrease in subsurface flow contributions with increasing precipitation 

intensity, and Thomas et al. (2016) identified significant changes in the recharge‐precipitation 

ratio with decreasing precipitation intensity. Moreover, in a concept‐development simulation, 

Loague et al. (2010) directly linked the generation of Dunnian flow to precipitation rates on 

saturated areas. The impacts of precipitation rates on flow generation are an important 

consideration for IRES as it is widely recognized that climate change is likely to affect not only 
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the variance of the total precipitation amount but also the precipitation characteristics (Dore, 

2005; Guilbert et al., 2015; Huntington & Niswonger, 2012; Trenberth et al., 2003). Our results 

reaffirm one of the major concerns regarding the high vulnerability of IRES to climate change 

associated not only to rising temperatures but also to changes in precipitation patterns (Chiu et 

al., 2017). 

1.13.2 Threshold of Time to Flow 

The threshold of time to flow (when flow was detected at a hydrograph location) for the 

different initial GW heads was also largely affected by the development of active areas and 

dominant flow generation mechanism given by the soil type, in combination with the rainfall 

rate. As anticipated, the higher precipitation rates showed the fastest times to flow, and the 

lower rates took longer for flow to be generated. This trend of time to flow versus precipitation 

rates was consistent among soils (Figure 0.5). However, the time lag for decreasing initial GW 

depth and among hydrograph locations was significantly different among soils (Figure 0.5) and 

was explained by the dominant flow generation mechanisms. The time lags for the sandy loam 

dominated by Hortonian flow were minimal (within minutes to hours for most application 

rates), and most flows occurred in response to the first precipitation application resulting from 

precipitation rates exceeding infiltration capacity. The opposite was observed for the sand and 

sandy gravel scenarios dominated by Dunnian and IF mechanisms, respectively, where time lags 

ranged from 2 to 5 days for the deeper initial GW depths and 1 to 2 days among the hydrograph 

nodes. For these soils, the variability of soil water content and the position and development of 

the water table was the major factor influencing the time (and hence the amount of water 

needed) for flow to be generated. The increasing time lags on time to flow by hydrograph 

location from the outlet to the top of the catchment for the sand and sandy gravel soils are 

explained by the unsaturated storage dynamics discussed in the previous section.  

1.13.3 Active Areas Development and Spatial Extent 

Results from the active areas analysis demonstrated the underlying processes contributing to the 

threshold of runoff initiation and subsequent streamflow generation. The importance of the 

areas contributing to streamflow (source areas) has been discussed extensively in traditional 

streamflow generation studies (Betson, 1964; Cappus, 1960; Dunne & Black, 1970; Hewlett & 

Hibbert, 1967; Ragan, 1968). Concepts arising from these studies, such as the “variable source 
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area” revolutionized the efforts to understand streamflow generation processes. However, as 

previously mentioned, traditional studies were developed for perennial systems where the 

presence of a saturated area within the catchment (the baseflow contribution) is inherently 

present or assumed. Moreover, it has been recognized that to better understand the 

spatiotemporal variability controlling catchment dynamics, we need to re‐evaluate the validity 

of the “variable source area” concept (Ambroise, 2004). Ambroise addressed this by introducing 

the concepts of variably “active” and “contributing” areas to differentiate the areas where 

processes are occurring (are active) at a given time and point in space but that do not necessarily 

contribute to the hydrological output at another point of interest, to areas that are both active 

and effectively contributing to flow at a given time and space. While the active and contributing 

processes might be the same in small‐scale systems (i.e., at the hillslope scale) for larger scale 

studies, and particularly in areas with significant flow depletion and retention processes, this 

distinction is necessary (Partington et al., 2013). This is particularly relevant for IRES where 

high infiltration and transmission losses are common, as well as ET losses in arid and semiarid 

regions (Levick et al., 2008; Shanafield & Cook, 2014; Snelder et al., 2013). Therefore, the 

understanding of how active areas develop within in a catchment and the processes involved in 

their progression before contributing to streamflow is essential to understand streamflow 

generation in IRES. Although in this study we were not able to differentiate between active and 

contributing areas, our results offer an initial insight to understand the development of active 

areas under a given dominant flow generation mechanism and the contributing processes at the 

threshold of flow for a range of scenarios pertaining to low‐gradient catchments in 

Mediterranean climates under idealized soil properties conditions. By analyzing the progression 

of the active areas and their dominant generation mechanisms, we were able to identify the 

underlying hydrological processes that explained how certain thresholds were reached for both 

runoff initiation and the onset of streamflow.  

1.13.4 Study Limitations and Future Work 

As is the case for all theoretical models, these simulations present a simplified version of what 

we recognize are complex and diverse natural systems. Nevertheless, similar simplified and 

idealized approaches have proven useful as “diagnostic tools” to provide insight into “threshold 

processes” in hydrological research (Ward et al., 2018; Zehe & Sivapalan, 2009), to emphasize 

the effects of a given parameter on runoff processes (Frei et al., 2010; Maxwell & Kollet, 2008; 
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Meyerhoff & Maxwell, 2011), and as an alternative approach for improving process 

conceptualization in general (Hopp & McDonnell, 2009).  

IRES occur all around the world, from humid temperate climates, to arid and Mediterranean 

ones; and from small headwater streams to major rivers. In these simulations, we have focused 

on parameters that would be appropriate to low‐gradient catchments in Mediterranean climates 

with weathered geology, therefore, the initial conditions and GW levels might not be appropriate 

for IRES in humid climates and alpine systems, such as are commonly found in western Europe 

and the United States. Moreover, with the aim of isolating the effects of contrasting soil 

characteristics, rainfall types, and different initial GW depths on streamflow generation and find 

commonalities, we excluded the effects of soil heterogeneity, catchment topography, and ET. 

It results evident that the distinct influence of soil type on the active and contributing flow 

generation mechanisms and times to flow were amplified by our simplifying assumption of soil 

homogeneity. While this was an expected result, we recognize that soil heterogeneity is the 

predominant feature of natural systems, and we expect that in real catchments, the development 

of active areas and dominant processes would be more complex and lead to more intricate 

interactions. For instance, results by Meyerhoff and Maxwell (2011) showed that Hortonian 

flow was controlled by the degree of heterogeneity in the subsurface, while Maxwell and Kollet 

(2008) indicated the development of shallow perching caused by the presence of low hydraulic 

conductivity layers in the subsurface. Moreover, other studies have shown that under 

heterogeneous hydraulic conductivities, runoff is generated earlier and flow durations are longer 

due to the delayed runoff response from areas with higher infiltration capacities (Ebel et al., 

2016; Luce & Cundy, 1994; Smith & Hebbert, 1979). Although catchments in real scenarios are 

highly heterogeneous, often dominant soil types can be identified, and therefore, understanding 

the role of soil properties (mostly Ksat) on streamflow generation under a given mechanism 

could be valuable. Further studies that explore the effects of soil heterogeneity on the 

development of active areas would be extremely valuable, not only to understand the thresholds 

of flow generation, but to explain how the transition from ephemeral to intermittent flow occurs 

for certain IRES. Our results focused on the dominant mechanisms from catchment activation 

to streamflow initiation, although other mechanisms may have also contributed to the 

catchment's response at that or a later time. Future work on differentiating between active and 
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contributing areas would be essential, especially for larger and more complex systems where 

depletion processes might play a more critical role. 

Future studies that include the impact of vegetation through ET on streamflow generation are 

necessary to better represent system dynamics for arid and semiarid catchments where IRES are 

the most common feature. The impact of ET is especially important for areas where rainfall 

occurs during the summer months such as the Sonoran and Chihuahuan Deserts in North 

America (Pierini et al., 2014), where ET demands are high and exacerbate initial losses. 

Moreover, with precipitation and flow regime shifts predicted by most climate scenarios (Head 

et al., 2014; Trenberth et al., 2003), understanding the effects of ET on streamflow generation 

is vital to predicting if and how climate change could affect streamflow generation in all IRES. 

Lastly, understanding the effects of ET along with soil heterogeneity, would be necessary for 

looking at the transition from ephemeral to intermittent streamflow that occurs in many arid 

systems, as well as for assessing the risk of perennial systems becoming intermittent. 

Another area for further research is the role of longer term precipitation patterns. Due to the 

high computational demand of this exercise, we limited the simulations to relatively short 

precipitation applications within an overall short simulation period. A seasonal or even a 

multiyear simulation would be ideal to explore the effect of the memory of the system, that is, 

how important a previous year's rainfall season was to the next year threshold behavior for flow 

generation. 

Finally, future simulations should include a larger scale catchment to explore the variability in 

time and space of flow generation processes in IRES in more detail and also consider testing 

other catchment controls. From the seminal paper on “drainage basin characteristics” by 

Horton (1932) to a recent work on the extension and contraction of stream networks by 

Prancevic and Kirchner (2019), the importance of topographic controls on streamflow 

generation is well documented in the literature. Therefore, it is paramount for future work to 

explore the effects of a range of topographic controls such as catchment shape, slope, mean soil 

thickness, and contributing drainage area. 

1.14 Conclusion 
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A concept‐development approach was used to explore the effect of a range of catchment and 

climatic controls representative of low‐gradient Mediterranean-climate IRES on the variability 

on the threshold of flow by determining the dominant flow generation mechanisms and the 

development and spatial extent of active areas. This approach was implemented through a 

physically based ISSHM in a well‐established experimental catchment setup, allowing us to 

examine over 1,600 unique “hypothetical realities” to gain insight into the hydrological 

processes that influence streamflow generation in IRES. Results from this study showed the 

importance of soil properties for streamflow generation, particularly, for determining the 

development and spatial extent of active areas and the dominant streamflow generation 

mechanisms. Understanding the extent to which soil properties dictate the dominant active and 

contributing processes for streamflow generation is important not only to explain the threshold 

of flow generation, but how other controls such as depth to GW and different precipitations 

characteristics influence this threshold. Furthermore, the results reaffirm the importance of 

unsaturated storage dynamics to explain the thresholds and pathways of flow. The insight gained 

from these results have important implications for understanding IRES. Our findings show the 

importance of considering soil type and depth to GW when modeling or managing streamflows 

in low gradient, Mediterranean-climate type IRES. In a broader sense, these findings can aid 

management decisions when evaluating the vulnerability of a catchment dominated by a given 

mechanism to impacts from factors such as GW level declines, land use changes, soil erosion, 

and shifts on precipitation patterns. Additionally, flow generation mechanisms are key to 

understand flow pathways which highly influence ecosystems functions, water quality, and land 

surface processes (Alexander et al., 2007; Freeze, 1974; Haria & Shand, 2004; Liu et al., 2008; 

Zimmer & McGlynn, 2018). This is an initial step toward a more complete explanation of 

streamflow generation for some IRES; future work should complement this study by expanding 

on the effects of other controls for more complex and larger catchments. 
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Chapter 3 

Taking theory to the field: streamflow generation 

mechanisms in an intermittent, Mediterranean-

climate catchment. 

1.15 Introduction 

In a world of increasing water scarcity, understanding the hydrology of rivers in drylands has 

become increasingly important. It is widely recognised that our hydrologic understanding of 

these IRES is still insufficient (Costigan et al., 2017; Boulton et al., 2017). This is partly due to 

lack of appropriate data; indeed, it has been shown that streamflow gauges, which provide the 

most fundamental data to understanding the hydrology of rivers, are preferentially located on 

perennial rivers (Fekete & Vörösmarty, 2002; Poff, Bledsoe, & Cuhaciyan, 2006). Data 

availability for the many other parameters needed to accurately understand the water balance of 

IRES is also lacking. Coupled with the added difficulties of characterising unsaturated flow, the 

natural wetting and drying cycles, and other highly non-linear processes, there are still large 

knowledge gaps in our understanding of the processes that lead to streamflow generation in 

IRES.  

Numerical models offer one method to better explore the complex drivers that lead to 

streamflow production in a catchment (Appendix E). By exploring relationships in theoretical 

or simplified models, data paucity constraints to study streamflow-runoff generation in IRES 

can be circumvented. Past modelling studies have used fully integrated Surface-Subsurface 

Hydrological Models (ISSHMs) in IRES have provided insight on the role of soil cover, 

topography, and soil heterogeneity on runoff generation (Pierni et al., 2014; Ebel et al., 2016; 

Maxwell & Kollet, 2008) and on the evolution of saturated area patterns (Weill et al., 2013), as 

well as the importance of unsaturated storage dynamics as major controls on the processes of 

runoff generation (Vanderkwaak & Loague 2001; Mirus & Loague 2013). In an idealized 

concept development study, Gutierrez-Jurado et al. (2019) concluded that soil hydraulic 
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properties control streamflow generation and determine the spatiotemporal development of 

runoff generating areas and dominant flow generation mechanisms. 

While these studies have advanced our understanding on the hydrology of IRES, the required 

level of information to adequately parameterize boundary value problems have restricted the 

use of ISSHMs in IRES to mostly small-scale hillslope or headwater catchments (0.001-0.9 km2). 

A limitation of the localized insight from these studies is that it does not capture key 

spatiotemporal processes that control catchment dynamics. For instance, in small-scale systems, 

the hydrological processes occurring at a given time and place (i.e. ‘active’ processes [Ambroise, 

2004]) might be the same as those contributing to flow generation at that same time. However, 

in large-scale systems the hydrologic response is influenced by different surface water-

groundwater travel times, initial losses (e.g. evapotranspiration or infiltration) and the 

connectivity of the areas where hydrological processes are occurring. Consequently, the active 

processes occurring at a time and place does not necessarily contribute to the integrated 

catchment response at another given point at that or a later time. This is particularly important 

for IRES where a defining characteristic of the dry-wet transition is that the dry initial conditions 

exacerbate initial losses causing the development of saturated areas and generation runoff and 

streamflow to occur discontinuously throughout the catchment. In their study, Gutierrez-Jurado 

et al. (2019) highlighted the importance of understanding the development and progression of 

active areas (i.e. where processes are active) and their dominant flow generation mechanisms to 

understand the pathways and threshold of streamflow generation for IRES.  

Another limitation of previous modelling efforts for IRES is that most studies have been set up 

in a rainfall-runoff approach with relatively short modelling periods (2h – 330 days). Under this 

approach, the aim is to investigate the integrated system response to a set of distinctive scenarios 

and/or conditions (Carr et al., 2014; Di Giammarco et al., 1996; Heppner et al., 2007; Kollet et 

al., 2017; Mirus et al., 2009; Panday & Huyakorn, 2004) rather than to understand longer-term 

hydrological processes that control the dry-wet transition. In the case of the few process-

oriented and concept development studies, the assumptions and simplifications make it difficult 

to assess how the theory would apply to real, more complex and, larger-scale catchments.  

The goal of this study is to investigate the physical processes leading to and at the threshold of 

stream flow generation in a medium-sized catchment with a temporary stream network, to 
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evaluate how the theory of previous modelling efforts applies to a real case scenario. To do this, 

we use an ISSHM coupled with the Hydraulic Mixing-Cell method (HMC) developed by 

Partington et al. (2011) to capture the physical processes to explain the thresholds of streamflow 

generation in a temporary stream network within a larger-scale Mediterranean-climate 

catchment in South Australia. The HMC method tracks the water as it enters the system allowing 

the identification of active areas by a given flow generation mechanism and the quantification 

of contributing flow generation mechanisms at selected locations along the catchment (further 

details on the HMC are provided in the methods section). 

Given the inherent difficulties of modelling a large unsaturated domain with contrasting soil 

layers to capture the physical processes at a rather sudden state change (dry to wet), the goal of 

this study is not to exactly reproduce the field observations, which in temporary rivers are 

strongly a function of antecedent moisture conditions. Instead, we present a conceptual model 

of our understanding of the potential physical flow processes, based on field data combined 

with our understanding of the geology, topography, and water levels of the catchment. We use 

the conceptual model to compare the integrated model results to re-evaluate our conceptual 

understanding of the physical processes occurring in the catchment. The specific objectives of 

this chapter are to: 

1. Develop a conceptual model of the stream system based on available data to build 

hypotheses about flow generation that can be tested with the integrated model.  

2. Use the conceptual model to inform the integrated model setup to identify the development 

of active areas and determine the dominant flow generating mechanism given distinct 

differences in geology, topography, and groundwater level within the catchment. 

3. Provide insight into the challenges faced in modelling streamflow generation in IRES and 

how to overcome them.  

1.16 Methods 

1.16.1 Study Site 

The catchment used for this model is Pedler Creek which is part of the larger Willunga basin 

located roughly 30 km south of Adelaide, South Australia (Figure 3.1). Pedler Creek lies within 

the McLaren Vale region, an area of high agricultural value mainly for the viticulture industry. 
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The catchment area is approximately 107 km2 and discharges into the sea on the Gulf of St 

Vincent to the west of the catchment. A wastewater treatment plant located in the town of 

McLaren Vale discharges water into the creek; therefore, we only considered the area upstream 

of the creek before it passes through the town for this study. The Pedler sub-basin has an area 

of 69 km2, encompassing over 60% of the catchment and more importantly, it contains roughly 

80% of the total length of the stream network. The creek flow regime is generally intermittent 

from July to September in response to the winter rains and ephemeral during the rest of the 

year, flowing only after extreme rainfall events. For the period of record 2000-2018 at gauge ID 

A5030543, the creek flows on average 120 days per year, ranging from 33 to 199 d yr-1. Mean 

annual discharge is 3.88 x 106 m3 with the higher flows occurring between July and September 

(Water Data Services, 2019). Mean annual precipitation for the basin is 550 mm ranging from 

289 to 812 mm for the period of record 1900-2018 at the McLaren Vale station 232729 (SILO 

- Australian Climate Data, 2019). Mean daily temperatures range from 37 to 5 °C, with higher 

daily temperatures occurring in January and lower daily temperatures registered during June and 

July (SILO - Australian Climate Data, 2019). 

 

Figure 0.1 Pedler Creek catchment location showing the original watershed boundary, the 
stream network, and the Willunga Fault. The five major land uses are shown for the model 
sub-catchment area.  
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As part of the Willunga basin, Pedler catchment presents a complex multi-aquifer system. The 

groundwater system consists of four main aquifers: Quaternary sediments, Port Willunga 

Formation, the Maslin Sands, and the Basement Fractured Rocks (Aldam, 1989). The Maslin 

Sands and the Port Willunga aquifer are separated in some locations by the Blanch Point 

Formation which acts as an aquitard. All the hydrogeological units outcrop at the surface and 

regional groundwater flow towards the coast from northeast to southwest.  

The catchment topography consists of a low-lying coastal plain with mild undulating hills 

towards the north of the catchment and separated by the Willunga Fault to the steep hills located 

on the east of the catchment (Figure 3.2). Elevation ranges from ≈400 m on the northeast of 

the sub-catchment (steep hills) to ≈50 m at the sub-catchment’s outlet (Figure 0.3.c). The hills 

area on the east of the fault is characterized by having a shallow sediment profile (0.5 - 2 m) 

which is underlain by the basement rocks while west of the fault the sediments thicken seaward 

(Figure 3.2.b). Shallow soil types in the sub-catchment can be clustered into three major soil 

groups: loam, sand, and clay. Covering roughly 62% (42.36 km2) of the sub-catchment, the loam 

soils are distributed on the middle-eastern area; sandy soils cover around 32% (21.7 km2) and 

are located mainly on the north part of the sub-catchment with some patches present in the 

middle section (valleys); the clay soils account for only 6% (3.94 km2) of the sub-catchment area 

and are located on the further downstream section towards the west of the sub-catchment 

(Figure 3.2.a). Most of the stream network (over 80%) is located within the loam soil. Detailed 

soil profiles obtained from the Department of Environment Water and Natural Resources 

(DEWNR) consistently show a distinctive clay layer starting from 1.1 to 1.5 meters depth in the 

sandy soil areas and at around 0.5 m within the loam areas. From the 4 major land uses in the 

sub-catchment, agriculture (45%-30.4 km2) and grazing (46%-31.8km2) dominate over 90% of 

the landscape. Urban (residential and commercial) account only for 8% (5.4 km2), and plantation 

forestry covers less than 1% (0.38 km2) of the sub-catchment (Figure 3.1).  
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Figure 0.2 Pedler catchment slopes highlighting the three distinctive areas for the sub-catchment 
area: undulating hills on the north, the steep hills on the east and the low gradient valley. 
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Figure 0.3 a) Three-dimensional representation of Pedler catchment showing the mesh 
discretization, the spatial distribution of shallow soil types, and the location of observation wells 
and hydrograph nodes. b) Slices showing the distribution and thickness of the hydrogeological 
layers. c) Digital elevation model showing the surface topography. 
* Approximated location of the discretised stream network and the fault line are over imposed 
for illustration purposes. 

Surface water-groundwater interactions within Pedler catchment have been documented in 

previous studies to play a critical role in the creek flow’s regime. Sereda and Martin (2000) 

observed rapid groundwater level rises in response to large precipitation events in some shallow 

monitoring wells adjacent to creeks while noting that GW level declines in the Quaternary 

aquifer during 1995-1999 could be attributed to a decrease of yearly precipitation during that 
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period. Moreover, Harrington (2002) observed that groundwater levels seemed to mirror 

streamflow records for the Creek. While these observations confirm that GW recharge occurs 

from precipitation and creek seepage, these and other studies have also indicated that GW 

discharge occurs in some areas of the creek (Harrington 2002, Anders 2012). Further studies 

have indicated that the creek presents both gaining and losing stream sections, which are not 

only spatially but temporally variable and which are dependent on rainfall and shallow 

groundwater levels (Harrington 2002; Brown 2004; Irvine 2016; Anders 2012). 

1.16.2 Conceptual Model of Streamflow Generation Process in Pedler Creek 

For medium to large size catchments, like Pedler Creek, the interactions of varying topographic 

features such as slope and mean soil thickness in conjunction with heterogeneous shallow soils 

and aquifers properties and a variable depth to GW are likely to result in different streamflow 

generation processes developing at different spatiotemporal scales throughout the catchment. 

To understand the integrated catchment response as well as the stream network dynamics 

(development, expansion, and contraction) it is paramount to capture the spatiotemporal 

occurrence of the different streamflow generation mechanisms. In a similar classification to 

Gutierrez-Jurado et al. (2019) the streamflow generation mechanisms include: infiltration excess 

overland flow (IE‐OF), saturation excess overland flow (SE‐OF), unsat/sat interflow (Sat-IF, 

Unsat-IF) and pre-event GW (old GW). Further details on the streamflow generations 

mechanisms can be found in Gutierrez-Jurado et al. (2019). 

Based on field data and available soil and aquifer information we developed a conceptual model 

to outline the most likely processes leading to streamflow generation and what the dominant 

streamflow generation mechanisms might be for Pedler Creek. We identified three major areas 

with distinctive characteristics; 1) the steep hills on the east, 2) the undulating hills on the north, 

and 3) the flat valley on the south-west area of the catchment ( 
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.a). We hypothesize that contrasts in the topography, soil characteristics, and groundwater level 

among these three areas will lead to differences in the physical recharge and discharge processes 

that occur within these regions of the catchment, ultimately creating the observed seasonal 

patterns of ephemeral and intermittent streamflow responses. 
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The three main areas in the map aim to provide a spatial understanding of the most likely 

streamflow generating processes. As the ephemeral flows in Pedler Creek occur in direct 

response to extreme precipitation events (characterized by low-duration, high-intensity 

precipitation), the temporal component can be considered negligible. Instead, flow is mostly 

linked to the spatial characteristics of the catchment where we hypothesize that the dominant 

flow generation mechanism is infiltration excess overland flow originating from the loam and 

clay soils throughout the catchment. Conversely, it is paramount to include the temporal 

component to understand how these processes develop and the threshold of flow is reached 

for intermittent flow during the rainy season. We hypothesize that the dry conditions at the 

Figure 0.4 a) Conceptual diagram showing the three major areas that are likely to develop 
distinct streamflow generation mechanisms during the intermittent flow season. b-d) 2D 
soil profiles for the three major areas detailing the processes developing from the initial 

conditions until the threshold of flow (modified from Gutierrez‐Jurado et al., 2019) e) 
Typical hydrograph during the intermittent season highlighting the hypothesized ‘fast’ and 

‘slow’ flow compon ents.  
*For illustration purposes, the aquifers are presented as a single unit depicted in grey. 
*Arrows represent flow direction 
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beginning of the rainy season will result in most of the rainfall to infiltrate due to the high 

infiltration capacity of the soil. However, differences in topography and soil characteristics will 

promote different processes to develop as the rainy season progresses. A detailed description 

of the processes for each area and the spatiotemporal development of the most likely dominant 

streamflow generation components for intermittent flow are provided below (Figure 3.3.b-d).  

1.16.2.1 Steep Hills; Fast Flow: 

The steep hills are characterized by a permeable, shallow, loam soil underlain by a heavy clay 

profile with steep slopes (Figure 3.2 and Figure 3.3.b). The combination of the soil permeability, 

the high infiltration capacity, and the steep slopes are likely to allow the water to infiltrate and 

to flow relatively fast as unsat-IF towards the stream (Figure 3.3b.1-2). We hypothesize that the 

shallow soil profile and the water holding capacity of the loam will promote a perched GW 

mounding along the riverine area which will result in SE-OF from the riverine area and the 

adjacent hillslope to develop as the dominant streamflow generation mechanism (Figure 

3.3.b.3).  

1.16.2.2 Undulating Hills; Slow Flow: 

The undulating hills consist of a highly permeable deep sandy soil profile underlain by a heavy 

clay layer with mild slopes (Figure 3.2 and Figure 3.3.b). The high soil infiltration capacity and 

permeability will result in a large infiltration rate allowing most of the precipitation to infiltrate 

in this area (Figure 3.3.c.4). As the infiltrated water reach the low permeable clay layer it will 

move in the subsurface as IF towards the low-gradient areas (Figure 3.3.c.5). We hypothesize 

that the high infiltration rates in combination with the mild slopes (or low-gradient areas in the 

valley) will favour the development of a perched GW that will rise uniformly allowing the river 

to develop into a gaining condition. As the infiltrated water moves as IF it will discharge into 

the downstream areas (Figure 3.3.c.6). Due to the larger unsaturated storage and the mild slopes, 

this area will likely take longer to contribute to flow (i.e. more water will be needed and therefore 

more time to reach the threshold of flow generation). We hypothesize that these areas will 

provide the “slow flows” necessary to sustain intermittent flow for the days without rainfall 

during the intermittent season and conversely, they are not likely to contribute to flow during 

ephemeral events (Figure 3.3.e).  

1.16.2.3 Flat Valley; Mixed Flows: 
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The flat valley comprises a mix of the previous two soil profiles (deep sand and shallow loam 

both underlain by heavy clay) and heavy clay small area, all located in a low-gradient topography 

(Figure 3.2 and Figure 3.3.d). The GW becomes shallower near the riverine areas in the valley 

and depth to GW decreases towards the outlet area (the shallowest bore is located near the 

outlet with the GW ≈2 m below surface elevation). This zone has the largest draining area with 

both the steep and undulating hills draining towards it. The diversity of conditions in this area 

is likely to result in a combination of the processes previously discussed as well as additional 

ones. We hypothesize that the processes originating on the sandy soil areas on the valley will be 

similar to those on the undulating hills with the difference that the unsat-IF that might originate 

early during the season might only contribute with a small amount of flow that might reflect 

further downstream. We also expect to see some sat/unsat-IF originating early in the season in 

the loam areas on the valley (Figure 3.3.d.8-9). However, we hypothesize that the low-gradient 

terrain along with the water holding capacity of the soil will slow down water moving as 

interflow and rather promote the soil saturation to build up in the shallow soil profile. As the 

saturation increases, we expect the dominant streamflow generation mechanism will switch to 

saturation excess overland flow from both the hillslope and the river area.  

The low permeability of the soil will limit infiltration and favour water to pond on the surface 

for the clay areas, which will eventually result in infiltration excess overland flow (Table 3.3.d.10-

11). The large draining area of the valley combined with the low-gradient topography is likely to 

promote the development of a perched GW along the riverine area which will result in SE-OF 

along some sections of the river (Figure 3.3.d.9). During wet years, sections of the creek near 

the outlet where GW is shallow, are likely to develop into a gaining state with old-GW 

contributing to streamflow (Figure 3.3.d.10). Once the saturation threshold has been met along 

the riverine area in the steep hills and throughout the loam areas in the valley, SE-OF and the 

IE-OF from the clay are likely to contribute with the “fast flows” as travel times for overland 

flow are generally smaller than those for subsurface processes (Figure 3.3.b). 

1.16.2.4 Impacts of these Processes on the Hydrograph: 

We hypothesize that the development of these “fast” and “slow” streamflow generation 

mechanisms across the catchment is reflected on the hydrograph (Figure 3.3.e). The peaks 

showing a “fast” rise followed by a sharp recession are likely to reflect large precipitation events 
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that result on overland flow (SE-OF and IE-OF) mechanisms occurring from the loam and clay 

areas across the catchment. We believe that it is the subsurface processes, mainly the interflow 

originating from the sandy soil areas that contribute the flows that maintain streamflow during 

periods of small rainfall events or in the absence of rainfall during the intermittent flow season. 

1.16.3 Modelling Platform and HMC Method 

To explore the potential for streamflow within the structure of the conceptual model, we built 

a fully integrated, numerical model of the catchment. For this study, we used HydroGeosphere 

(HGS), a 3-D fully integrated surface-subsurface hydrological model (ISSHM). HGS’s fully 

integrated approach allows producing physically-based simulations of hydrological processes by 

using the control-volume finite element method to simultaneously solve the surface and 

subsurface flow equations. The numerical code uses the diffusion wave approximation to the St 

Venant equations for 2D surface flow and a modified form of Richard’s equation to solve the 

variably saturated subsurface flow. Further details on the physical and mathematical 

conceptualization and the implementation of the HGS code can be found in Aquanty Inc. 

(2016) and the review by Brunner and Simmons (2012).  

The decomposition of flow into the different generation mechanisms is provided by coupling 

HGS with the HMC method which is based on the modified mixing-cell method (Campana & 

Simpson, 1984). Using the standard hydrological output from a numerical model, the HMC 

method allows the partition of flow in any node within the catchment. To do this partition the 

HMC method tags the existing water at the beginning of the simulation and any new water as it 

enters the model domain by area of origin (i.e. stream, hillslope, and the porous media), by 

boundary condition (i.e. the source of water) and for the case of the new water, by the internal 

model state of saturation of the area of origin (i.e. saturated or unsaturated soil profile). This 

allows the partition to include all previously mentioned streamflow generation mechanisms 

stated in section 3.3.2 for each of the specified areas of origin. Using these tags, the water is 

tracked as it moves through the model domain and after each time step of the flow simulation 

the method calculates the fraction of water in each cell that derives from the different flow 

components. Detail information on the numerical formulation and application of the HMC 

method are given in Partington et al. (2011), Partington et al. (2013), and Gutierrez‐Jurado et al. 

(2019). 
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To test the hypothesis outlined in our conceptual model (section 3.3.2) the hillslope fraction 

was further divided into the three dominant soil types (sand, loam, and clay). A summary of the 

flow generation mechanisms covered by the resulting fractions and the fractions origin are 

detailed in Table 3.1. 

Table 0.1 Hydraulic Mixing-Cell delineated fractions 

Flow generation mechanism Fraction name Fraction origin 

Saturation excess overland flow 

 

Infiltration excess overland flow 

 

Saturated interflow 

 

Unsaturated interflow 

 

Pre-event GW 

SE-OF (Dunne)* 

 

IE-OF (Horton) 

 

Sat-IF  

 

Unsat-IF 

 

Pre-event GW (old GW) 

In-stream and sand, clay and 
loam hillslopes 

In-stream and sand, clay and 
loam hillslopes 

In-stream and sand, clay and 
loam hillslopes 

In-stream and sand, clay and 
loam hillslopes 

Porous media 

Note. HMC = Hydraulic Mixing‐Cell; IF = interflow; SE‐OF = saturation excess overland flow; 

IE‐OF = infiltration excess overland flow; GW = groundwater. 
*Common names used for the fractions are shown in parenthesis 

1.16.4 Model Setup 

1.16.4.1 Model Discretization 

Two major considerations preceded the 2D model discretization: 1) the stream network extent 

represented in the mesh, and 2) the mesh refinement along the stream network. A representative 

stream network was needed to be able to capture the development of active areas leading to 

streamflow generation in different parts of the catchment (Appendix F), while smaller elements 

along the streams were needed to better capture the topographic features allowing a more 

accurate representation of the hydrodynamic processes. 

Initially, we created a 2D mesh which consisted of 57,978 nodes and 115,168 triangular elements 

with a ≈5-10 m nodal spacing around the streams in comparison to the ≈0.5-3 m stream width 

observed in the field (Error! Reference source not found..a). The coarser resolution along the 

stream sections was a compromise to include a larger stream network which would be 

representative of the three major areas in the catchment (Figure 0.3). A preliminary model test 
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showed that the model convergence was extremely slow, and we decided to relax the 2D surface 

discretization. A selected set of additional meshes that were tested are shown in Error! 

Reference source not found..b-d.  

The final 2D surface domain discretisation consisted of 3015 nodes and 5869 triangles with the 

nodal spacing ranging from ≈40-70 m around the streams and up to ≈500 m at the catchment 

boundary (Error! Reference source not found..c). Vertically, the subsurface domain was 

discretised into 28 layers with a finer resolution implemented for the upper 20 m (within the 

range of the shallow aquifer’s water table for most of the shallow observation wells). For the 

first two layers the resolution was 0.05 m, followed by 0.2 m up to a depth of 2.1 m (layers 1-

13), and grading to 5 m at a depth of 20 meters (layers 14-18). The consecutive layers ranged 

from 12 to 120 m at the bottom of the domain (layers 19-28). The final 3D grid consisted of 

84,420 total nodes and 159,192 total triangular elements. The topography for the surface 

elevation was implemented by using a digital elevation model based from 5 m contours with a 

final resolution of 10 m. To compensate for the coarser nodal spacing around the stream 

network we subjected the digital elevation model to a post-processing routine using Python to 

depress the elevation along the stream and incise the stream nodes (Appendix G). We tested 

four different scenarios by incising the stream nodes by 4, 6, 8 and 10 m respectively.  
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Figure 0.5 Selection of a set of tested 3D meshes showing the impact of the 2D discretization 
on the topography representation from fine to coarse (top to bottom). The figures on the 
left have the mesh mapped to provide a visual of the discretization around the streams. The 
right column shows a zoomed view of the catchment with a larger vertical exaggeration and 
without the grid to provide a better view of the resulting topography. A summary of the total 
number of layers, nodes, and elements is provided for each 3D mesh.  
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1.16.4.2 Porous Media Properties 

Soil physical and hydraulic properties were applied to the subsurface to capture the horizontal 

and vertical soil heterogeneity for both the shallow soils and the Quaternary Sediments, Port 

Willunga Formation, Blanche Point formation and the Maslin Sands hydrogeological layers. 

Since the aims of this research are mostly linked to surface water-groundwater processes 

occurring in the shallow subsurface and to improve computational time, we chose to not include 

the basement fracture rock and therefore the elements corresponding to this unit were made 

inactive. Although we know from field observations that east of the fracture, the basement 

contributes flow to some areas, there is not enough information to inform the model about 

these occurrences. 

To select and apply the properties to the hydrogeological units we used rasters of the top and 

bottom elevations for each unit generated from a previous study. Hydraulic conductivity, 

porosity and specific storage for the selected hydrogeological units were obtained from literature 

estimates (Aldam 1990; Anders 2012; Irvine 2016; Martin 1998, 2006) and are reported in Table 

3.2. Values for the unsaturated functions were not available, therefore we used values obtained 

from the soils from Carsel and Parrish (1988) and Mirus et al. (2011) which had the closest 

hydraulic conductivity values to the estimates for each hydrogeological unit.  

Table 0.2 Surface-Subsurface Parameters for Pedler Creek 

Media Parameter Value 

 Surface  
Floodplain Agriculture Manning’s roughness n 4.05 E-7 s/m1/3 
 Rill storage 0.01 m 
 Obstruction storage 0.0 m 

Floodplain Pasture Manning’s roughness n 3.47 E-7 s/m1/3 
 Rill storage 0.01 m 
 Obstruction storage 0.0 m 

Floodplain Urban Manning’s roughness n 1.85 E-7 s/m1/3 
 Rill storage 0.01 m 
 Obstruction storage 0.0 m 

Creek Valley Manning’s roughness n 1.15 E-6 s/m1/3 
 Rill storage 0.01 m 
 Obstruction storage 0.0 m 

Creek Headwaters Manning’s roughness n 4.05 E-7 s/m1/3 
 Rill storage 0.01 m 
 Obstruction storage 0.0 m 

Surface-Subsurface Coupling  Coupling length 0.001 m  
 Subsurface  

Sand  Hydraulic conductivity Ksat 0.314, 1.06, 7.128 m/d 
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 Porosity  0.43 
 van Genuchten α 5.9, 7.5, 14.5 m-1 
 van Genuchten β 1.48, 1.89, 2.68 
 Residual saturation θr 0.045 

Loam  Hydraulic conductivity Ksat 0.0624, 0.108, 0.2496 m/d 
 Porosity  0.46 
 van Genuchten α 1.9, 2.0, 3.6 m-1 
 van Genuchten β 1.31, 1.41, 1.56 
 Residual saturation θr 0.067, 0.095, 0.078 

Clay  Hydraulic conductivity Ksat 0.0624, 0.0009 m/d 
 Porosity  0.475 
 van Genuchten α 1.9, 0.6 m-1 
 van Genuchten β 1.31.  
 Residual saturation θr 0.095 

Quaternary Sediments  Hydraulic conductivity Ksat 0.86301 m/d 
 Porosity  0.3 
 van Genuchten α 7.5 
 van Genuchten β 1.89 
 Residual saturation θr 0.065 

Port Willunga Formation Hydraulic conductivity Ksat 4.1095 m/d 
 Porosity  0.3 
 van Genuchten α 12.4 m-1 
 van Genuchten β 2.28 
 Residual saturation θr 0.057 

Blanch Point Formation  Hydraulic conductivity Ksat 8.6E-05 m/d 
 Porosity  0.3 
 van Genuchten α 4.3 m-1 
 van Genuchten β 1.25 
 Residual saturation θr 0.02 

Maslin Sands  Hydraulic conductivity Ksat 0.86 m/s 
 Porosity  0.3 
 van Genuchten α 7.5 m-1 
 van Genuchten β 1.89 
 Residual saturation θr 0.065 
 Evapotranspiration  
Grass Evaporation depth 1 m 
 Root depth 1 m 
 Leaf area index 1 
 Transpiration fitting parameter c1  0.5 
 Transpiration fitting parameter c2  0.0 
 Transpiration fitting parameter c3  1.0 
 Wilting point 0.29 
 Field capacity 0.56 
 Oxic limit  0.75 
 Anoxic limit 0.9 
 Limiting saturation (minimum)  0.25 
 Limiting saturation (maximum)  0.9 
 Canopy storage parameter  0.0 m  
 Initial interception storage 0.0 m  

Eucalyptus Evaporation depth 3 m  
 Root depth 5 m  
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We used a digital soil-landscape map obtained from the Department for Environment, Water 

and Natural Resources of South Australia (DWLBC 2004; Hall et al., 2009) to differentiate the 

spatial distribution of the three dominant shallow soil types. The vertical heterogeneity was 

determined by analysing soil characterisation datasheets from detailed soil profiles available 

within the Pedler sub-catchment (Appendix H, [DEWNR 2016]). The shallow soils were 

considered as the top 1.5 m of the subsurface domain which was the average depth reported in 

the soil characterisation datasheets. Consistently, the soil profiles for the loam and sandy areas 

showed a distinct transition into a clay layer at an average depth of 1.1 m for the sand and from 

0.3 m for the loamy areas. The information of the horizontal and vertical distribution of soils 

was assigned into the model using 2D overlays (horizontal) for the three main soil areas and the 

mesh layers generated during the grid discretization (vertical). As quantitative soil hydraulic 

properties were not available in the soil datasheets, we tested a range hydraulic parameters 

representative of the three main soil types (sand, loam and clay) obtained from Carsel and 

Parrish (1988) as shown in Table 3.1. Data of particle size distribution at two different depths 

(soil layers) was available for two of the soil profiles within the catchments and four additional 

sites nearby. We used the ROSETTA model H2 (Schaap et al., 2002) to estimate the soil 

hydraulic parameters and to validate the selected range of values that were tested (Appendix I). 

1.16.4.3 Overland Flow Properties 

Manning’s roughness coefficients (n) derived from Chow (1959) were implemented for the three 

prevalent land uses (i.e. agricultural, pasture, and urban) which account for over 99.5% of the 

sub-catchment area. We used the values for cultivated areas with mature row crops (4.05E-7 

d/m1/3) for the agricultural areas, for pasture with no bush and short grass (3.47E-7 d/m1/3), 

and the value of asphalt (1.85E-7 d/m1/3) was applied to the urban area (Table 3.2). For the 

 Leaf area index (LAI) 2.08 
 Transpiration fitting parameter c1  0.6 
 Transpiration fitting parameter c2  0.0 
 Transpiration fitting parameter c3  1.0 
 Wilting point θwp 0.29 
 Field capacity θfc 0.56 
 Oxic limit θo 0.8 
 Anoxic limit θan 0.95 
 Limiting saturation (minimum)  0.25 
 Limiting saturation (maximum)  0.9 
 Canopy storage parameter  0.00045 
 Initial interception storage 0.0003 
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stream network, we used values for a clean and straight natural channel for the headwater 

sections (4.05E-7 d/m1/3) and of weedy reaches for the middle-lower sections (1.15E-6 d/m1/3). 

Rill storage height was set to 0.01 m uniformly across the domain and no obstruction storage 

height was implemented. The coupling length was set at 0.001 to warrant a good coupling of 

the surface-subsurface domains which is paramount to capture streamflow generation processes 

(Liggett et al., 2014). 

1.16.4.4 Simulation Period and Initial Conditions 

We selected a 4-year simulation period from January 2015 to December 2018 to ensure a 

representative set of years with average (2017 ≈ 500 mm/y), below average (2015 and 2018 

≈400 mm/y) and above-average (2016 ≈ 800 mm/y) rainfall amounts. Precipitation records 

from the McLaren Vale and the McLaren Flat stations (located in the valley and close to the 

steep hills respectively) were averaged and applied as a fluid flux to the surface of the model 

domain (MEA, 2019). To determine the optimal time resolution for the precipitation forcing 

we tested preliminary models with quarterly-hour, 1-hour and 24-hour inputs. Results from the 

preliminary models show better convergence and smaller errors in the water balance for the 

hourly precipitation inputs. Estimates of potential evapotranspiration (ET0) were only available 

at a daily time step, therefore we used values of solar radiation to approximate ET0 at hourly 

intervals to match the precipitation inputs. Values of ET0 that were less than 0.0001 m/h were 

considered numerical noise and were excluded from the input dataset. The resulting ET0 dataset 

was applied to the surface domain. Actual evapotranspiration (ET) and interception are 

simulated as mechanistic processes within HGS using the concepts by Kristensen and Jensen 

(1975) and Wigmosta et al. (1994) which require plant and soil conditions (Aquanty, 2016). 

Vegetation characteristics cited in the literature for Eucalyptus were used on the riverine area 

and values typical of grass where used for the rest of the catchment (Table 3.2). Although a large 

area on the catchment consists of vineyards, during the winter months the vines are dormant 

without leaves and grass is commonly used as an inter-row soil cover. For the scope of this 

study, we did not include the effects of irrigation, ET and interception during the vines growing 

season as we considered the overall effects for streamflow generation would be negligible since 

they occur during the driest and hottest months of the year when streamflow is practically non-

existent.  
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With the simulation starting in January (the hottest month) we assumed completely dry initial 

conditions for the surface domain. For the subsurface domain, we first tried to approximate the 

initial GW heads using GW levels from all the available shallow wells in the area (Appendix J). 

Due to the lack of spatial coverage of wells across the catchment the approximated GW raster 

was considered unrealistic and it was discarded. Subsequently, we opted for approximating the 

initial groundwater heads by draining a fully saturated model domain. We applied a fluid transfer 

around the catchment outlet and a constant evapotranspiration rate to drain the model. 

Observation wells were set up in the model domain in all the locations where shallow GW 

elevation data were available. The convergence of water draining from the hills towards the 

valley where the catchment becomes narrower coinciding with the fact that the elements around 

the outlet consisted of the Blanch point aquitard (low Ksat), resulted in ‘bottle-neck’ effect at the 

outlet. To counter this issue, we modified the Ksat values for the different hydrogeological layers 

and tested different initial GW heads ranging from 0-4 m below the surface as the start of the 

draining scenarios. We tested over 37 different combinations until a scenario modelled GW 

heads that were within the historically observed levels for most of the available shallow wells. 

We identified the output time where the simulated GW heads and the average observed heads 

were in closest agreement, giving preference to match shallow GW heads (< 10 m depth) located 

close to the streams which are known to potentially develop into gaining conditions (Appendix 

K). The porous media head from the selected scenario and output time was subsequently used 

as the initial conditions for the porous media in the subsequent simulations. 

1.16.4.5 Boundary Conditions 

Boundary conditions for the outflow in the surface domain were set as a critical-depth boundary 

at the catchment’s outlet and as a no-flow boundary condition for the rest of the domain. For 

the subsurface domain, a fluid transfer boundary condition was set at the outlet faces. The 

hydraulic gradient for the fluid transfer was given by setting a hydraulic head ≈4 m below the 

surface elevation (the known deepest GW head near the outlet) and at 10 m from the outlet 

faces. 

Sets of nodes comprising the stream cross-section were included at 32 locations distributed 

across the catchment as hydrograph nodes (Figure 3.2.a). Gauging data (flow) or river stage data 
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(water depth) were available at 6 of those hydrograph locations. Similarly, the network of 

observation wells previously described was included as observation wells in the model. 

1.16.4.6 Simulation Implementation 

The simulations were performed in HGS using the control-volume finite-element mode and the 

dual-node approach for surface-subsurface coupling. We used an adaptive time step with a 

computed under-relaxation factor scheme to aid the computational efforts. Adaptive time-

stepping was applied by an initial step size of 0.001 days, a maximum step multiplier factor of 

2.0, and a maximum time-step of 5 days. The simulations were run in parallel mode using 6 

CPUs to partition the model domain. The HMC method was set up to track the flow generation 

mechanisms originating from the different soils in the overland areas (clay, loam, and sand 

hillslopes), directly in the river (in-stream), and from the porous media (Table 3.1).  

We ran over 52 preliminary models testing different mesh discretizations, time resolutions for 

the model forcings (i.e. precipitation and ET), simulation controls values, and draining 

simulations to try to select the optimal model setup. From the final setup we developed a final 

set consisting of 8 scenarios to be tested; four corresponding to sets with different combinations 

for the shallow soils hydraulic properties (Ksat and their corresponding unsaturated storage 

parameters α, β, and θr); and four scenarios with different values for incising the river nodes 

(Table 3.3). Due to the computational burden, only one set of soil hydraulic properties was used 

to test the scenarios with the incised stream. Results from these two sets of scenarios were used 

to evaluate the need to modify and test further scenarios.  

Table 0.3 Final set of tested model scenarios 

Scenarios testing the shallow soils Ksat (m/d)a 

Scenario 1 
Sand = 1.06  
Loam = 0.108 
Clay = 0.0009 

Scenario 2 
Sand = 0.314 
Loam = 0.0624 
Clay = 0.0009 

Scenario 3 
Sand = 1.06 
Loam = 0.0624 
Clay = 0.0009 

Scenario 4 
Sand =0.314 
Loam = 0.108 
Clay = 0.0009 
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Scenarios testing the stream incision values (m)b 

Scenario 5 4 

Scenario 6 6 

Scenario 7 8 

Scenario 8 10 

a For the corresponding values of the unsaturated storage parameters refer to Table 0.2 
b Soil hydraulic properties for these scenarios correspond to scenario 4 

1.17 Data Analysis of Model Results 

To evaluate the differences among scenarios we compared the results from the water balance 

components, the hydrographs, the observation wells, and the information from the surface and 

subsurface domains.  

1.17.1 Development of Active Areas and Flow Generation Processes Analysis 

Model output for the surface domain (2D) was post-processed to identify and quantify the 

activation of areas (flow onset) by a given flow generation mechanism. The output files were 

processed in Python to determine the HMC fraction that contributed most of the flow 

(dominant fraction) at every single node and for each output time. Results of the dominant 

fraction were then included as a new variable to the overland output file to allow visualization. 

A water depth threshold equal to the rill storage height (0.01 m) was used to determine when 

an area was considered active (i.e. values of 0.01 m or less were considered as rill storage and 

not flow). Output for the porous media (3D) was used to explore any potential surface water-

GW interactions to support the HMC dominant fractions findings. 

The results from the HMC dominant fractions coupled with the PM output was used to contrast 

the simulated flow generation mechanisms with the hypothesized physical processes proposed 

in the conceptual model. 

1.18 Results 

The computational demands of modelling a large and variably saturated domain resulted in 

extremely slow model convergence which was exacerbated during the sudden state changes 
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from dry to wet. From the set of scenarios testing different values for incising the stream (Table 

3.3), only scenario 8 (incision = 10 m) finished under a reasonable computation timeframe. 

Scenarios 5-7 showed less than 10% of progress after 20 days of computation time. 

Nevertheless, the comparable results between scenario 8 and 4 which shared the same soil 

hydraulic properties but had the two ends of the spectrum in respect to the river incision (the 

most vs. none) suggest that results from scenarios 5-7 would have likely shown similar results. 

Therefore, from here on we will only focus on the results from scenarios 1-4 and 8. 

1.18.1 Water Balance Results 

Among the scenarios with different sets of hydraulic properties (scenarios 1 through 4), the 

water balance breakdown was virtually identical for scenarios 2&3 (<0.1% difference) and 1&4 

(≈0.1% difference) and only small differences (as a percentage of the overall water balance) 

were observed (≈0.1 - 4% difference) as shown in Figure 3.6. The results showed a higher PM 

and OLF and smaller FT values for scenarios 2&3 than for scenarios 1&4. Since the change in 

storage is the sum of the OLF and PM components, scenarios 2&3 also showed a larger change 

in storage than scenarios 1&4. The largest differences were simulated among the results from 

scenarios 1-4 (no incised stream) and scenario 8 (incised stream). Scenario 8 had the largest OLF 

and change in storage values and the smaller ET values.  

 
Figure 0.6 Cumulative values of the water balance components for scenarios 1-4 and 8 
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Across scenarios, the largest component of the water balance was the FT which accounted on 

average for over 35% with values ranging from 34-38% (Figure 3.7). The average PM and ET 

were ≈26 and 22% with values ranging from 25-28% and 18-24% respectively. The OLF 

component ranged from 11-16% and the critical depth (surface outflow at the model outlet) 

accounted roughly for <2%. Random errors were noted in all the simulations, however, the 

overall total error accounted for less than 0.5% of the total water balance in all the scenarios. 

Among the scenarios with different sets of hydraulic properties (scenarios 1 through 4), 

scenarios 2&3 showed practically the same results and scenarios 1&4 were in close agreement 

(1-3% differences for some components). The largest difference between scenarios 2&3 and 

1&4 was reflected in the porous media component with an average difference of over 12%.  

Another difference between the set of scenarios 1-4 and scenario 8 was observed in the partition 

of the total evapotranspiration components (Figure 3.8). Across all the scenarios the largest 

component was the PM evaporation with 41-42%. However, surface evaporation accounted for 

36% and PM transpiration for 23% for scenarios 1-4, while for scenario 8 the second ET 

component was PM transpiration with 34% followed by surface evaporation with 25%. 
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Figure 0.7 Water balance for each scenario and breakdown of the rainfall input. The pie chart 
shows the breakdown of the proportional contribution in percentage of each water balance 
component  
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Figure 0.8 Simulated ET components for each scenario. The pie chart shows the breakdown 
of the proportional contribution in percentage of each ET component. 
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1.18.2 Hydrographs and Observation Well Results 

From the 33 hydrograph nodes distributed across the catchment, streamflow was only simulated 

at the outlet nodes in all the scenarios (Figure 3.9). The simulated flow response was comparable 

across all scenarios with only slight differences mostly on the magnitude. Similarly to the water 

balance results, the hydrographs were practically identical among scenarios 1, 4 and 8, and 

between scenarios 2 and 3 (Figure 0.10). For scenarios 1, 4 and 8, flow started at simulation day 

38 and for scenarios 2 and 3 at day 33. For neither of the scenarios, the transition to streamflow 

was explained by a rainfall event, since the preceding last precipitation occurred around 

simulation day 12 and the observed streamflow (at the closest stream gauge to the simulated 

outlet) occurred around day 195. Besides the wrong timing of the simulated flow versus the 

observed flow, the magnitude of the simulated flows was two orders of magnitude less than the 

observed flows. The simulated flows at the outlet were so small that they could be considered 

sheet flow rather than streamflow (max rates ≈0.0138m3/s). Moreover, once flow was simulated 

at the outlet it continued to flow throughout the rest of the simulation in all the scenarios. 
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 Figure 0.9 Catchment’s outlet hydrograph for all scenarios showing the simulated flow versus 
the observed flow from the closest nearby gauging station. 
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Figure 0.10 Catchment’s outlet hydrograph zoomed to show the simulated flow similarities 
between the scenarios.  
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With the exception of wells 9, 11 and 12, all wells presented either a gradually-continuous 

upward or downward trend. Rising heads were simulated for wells 1, 2, 4, 5, 6, 7(scenario 8), 8, 

9, 10, and 11 with head increases ranging from 7.3 to 0.33 m with an average of 2.5 m. 

Decreasing heads were simulated for wells 3 and 7 (scenarios 1-4) with an average head decrease 

of 0.7 m ranging from 0.2 to 5.9 m. A seasonal response to precipitation was simulated only on 

wells 9 and 11 and well 12 stayed constant during the simulation. In general, the response was 

similar among scenarios in most wells. Except for well 1, the simulated GW heads were 

practically identical for scenarios 1-4 (± 0.01-0.15 m) while heads for scenario 8 show larger 

differences for wells 1, 2, 3 and 7. GW heads were simulated to rise above the surface elevation 

only at the location of well 1.  
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1.18.3 Active Areas and Simulated Dominant Flow Generation Processes 

The development of active areas (initiation of flow) in terms of the timing and extent was similar 

among scenarios 1-4, while for scenario 8 (scenario with the incised stream nodes) the aerial 

extent was consistently smaller. Across all scenarios, flow was generated first on areas from the 

steep hills and these areas expanded and contracted throughout the simulation. Fragmented 

active areas developed along the stream network for scenario 8 while for scenarios 1-4, the 

Figure 0.11 Simulated GW head elevations for all the different scenarios. The surface elevation 
for each location is depicted by the grey dashed line. Location of the observation wells is shown 
in the map insert. 
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active areas along the stream develop as a result of the flow from the hills connecting to stream 

network and expanding from there. Although the overall active areas along the river were larger 

for scenarios 1-4, a larger length of the stream network showed flow for scenario 8.  

The development of active areas across scenarios matched the areas where the shallow soil 

profile reached saturation. The dominant flow generation mechanism on most of the steep hills 

shifted from IE-OF from the loam soil in the hill slopes during precipitation events to pre-event 

GW afterwards. A few small areas on the steep hills also showed unsat-IF as the dominant 

mechanism. In the area near the outlet the flow generation mechanisms during precipitation 

events included IE-OF from the clay hillslopes, in-stream unsat-IF, and pre-event GW. After 

precipitation events, pre-event GW was prevalent in the areas near the outlet. Flow was 

simulated mostly through unsat-IF in a few areas along the stream network in the mild-sandy 

hills. 

 

Figure 0.12 Snapshots of time step 960 during a rainfall event showing (a) the spatial extent of 

active areas by their dominant HMC component (flow generation mechanism) and (b) the 

porous media saturation for each scenario (1-4 and 8). The spatial extent of active areas as a 

percentage of the catchment area is shown below the snapshots. Colours for the HMC 

components show both the dominant process and the origin of the water contributing to the 

flow in each cell. For example, all red areas are from Pre-event GW some of which can 

contribute to active areas in both the stream and in the stream banks. 
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1.19 Discussion 

The goals of this chapter were to provide insight into streamflow generation processes for an 

intermittent Mediterranean-climate catchment under a similar approach to prior theoretical 

models. The key consideration for this study, therefore, was to try to replicate the approach of 

small and simplified theoretical models for a real catchment, with the aim of understanding 

processes rather than matching observations and to evaluate how well previous findings 

translate to a larger and more complex model setup. For this, we developed a conceptual 

framework based on lessons learnt from previous studies (in particular from Gutierrez‐Jurado 

et al. [2019]), on historical observations of streamflow and GW heads, and all the available 

information of the catchment characteristics such as slope, the spatial distribution and 

characteristics of shallow soils, and the local geohydrology. Overall, the conceptualization of 

the hydrological processes leading to distinct flow generation mechanisms across the catchment 

relied mostly on the vertical and longitudinal heterogeneity of the shallow soils, on the 

catchment topography and to a lesser degree on SW-GW interactions (for the area near the 

outlet). The conceptual model identified three distinct subregions within the catchment and 

proposed likely flow generation mechanisms within those subregions. The steep hills are 

characterised by permeable shallow loam soils, steep slopes and deep GW heads which would 

result in Sat-IF and SE-OF. The undulating hills are characterised by high permeable deep sandy 

soils, mild slopes and deep GW heads which would result in unsat-IF. The flat valley consisted 

of a mix of the previous soils with the addition of a clay area all located in low-gradient terrain 

and with areas of shallow GW heads towards the outlet which would result in a mix of flow 

generation processes.  

Because of the lack of information of the soil hydraulic properties, and soil properties also tend 

to have high heterogeneity, we tested 4 scenarios with different values that are within the ranges 

found in the literature and which were validated by estimates from the ROSETTA model for 

each soil type. Additionally, we tested 4 

A final set of 8 models comprising 4 scenarios testing different sets of soil hydraulic properties 

for the shallow soils and 4 scenarios testing different values for incising the stream nodes were 

tested. Results among the tested scenarios, however, showed only small disagreements which 

were driven by the hydraulic properties of the loam soil since the scenarios with identical 
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responses (2&3 and 1&4) shared the same loam but different sand hydraulic properties. The 

loam’s smaller hydraulic conductivity for scenarios 2&3 (0.0624 m3/d) limited infiltration which 

translated to more OLF while at the same time the higher water holding capacity in the loam 

areas, might have slow down subsurface flows to either exfiltrate to the surface or to contribute 

to the FT. In contrast, the tested values for the sand resulted in a low water holding capacity 

that allowed the incoming precipitation to drain past the root zone and move in the subsurface 

contributing to the FT. This is supported by the higher FT values shown for scenarios 1&4. 

Similarly, the development and extent of active areas and the dominant flow generation 

mechanisms were also practically identical for scenarios 1-4. This overall similar responses 

among scenarios 1-4 was unexpected, given that the role of soil heterogeneity on different 

streamflow generation processes has been documented in previous studies. For instance, studies 

have shown that vertical soil heterogeneity can result in the development of perched saturated 

zones that contribute to flow generation (Hathaway et al., 2002; Maxwell and Kollet, 2008). 

Other studies indicated that horizontal heterogeneity contributed to the spatio-temporal 

variability of flow generation under different mechanisms which overall resulted in longer flow 

durations due to delays in runoff occurring from areas with high infiltration capacities (Ebel et 

al., 2016; Luce & Cundy, 1994; Smith & Hebbert, 1979).  

The major differences were simulated between the set of scenarios 1-4 (no incised stream) and 

scenario 8 (incised stream). The lack of stream definition resulted on larger OLF component, a 

smaller ET component and smaller active areas for scenario for scenario 8. The roles of a good 

channel representation in ISSHMs is extensively discussed by Käser et al. (2014). While their 

discussion of channel representation revolves on the ability of ISSHMs to quantify GW-stream 

interactions (which was not a major component for this model), the hydrological principles are 

relevant and transferable to explain the importance of channel representation to capture 

streamflow generation processes. An important consideration for the channel representation in 

streamflow generation studies for IRES is the relationship of flow and the wetted area. The 

larger the channel (both vertically and horizontally) the larger the area of exchange to the 

unsaturated zones during a flow event (Doble et al., 2012), which would be exacerbated under 

low flows (Käser et al., 2014). This is particularly significant when evaluating streamflow 

generation for IRES where high streambed infiltration and transmission losses are common 

(Gutierrez‐Jurado et al., 2019; Levick et al., 2008; Shanafield & Cook, 2014; Snelder et al., 2013) 
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and often prevent flows from even reaching the catchment outlet as documented on the works 

of Keppel and Renard (1962) and Aldridge (1970). For the scenarios 1-4 (no incised stream), we 

observed that without a defined stream to ‘channel’ the water, the little overland flow that was 

simulated (water depth was barely larger than the rill storage) spread over a larger area than in 

scenario 8 which had the stream incised (Figure 3.11). The same was true for the patterns of 

increased saturation of the PM across the catchment. Results from the water balance reflected 

the effects of having both flows and PM saturation spread over larger areas by exacerbating ET 

and decreasing the overall amount of overland flow for scenarios 1-4. This is consistent with 

the remarks by Käser et al. (2014) regarding the likely impacts to the water flow budget by the 

spatio-temporal aspects linked to channel representation due to spatial exchange patterns.  

Importantly however, our results support our conceptual understanding of the flow generating 

processes in Pedler Creek. Results from the active areas showed distinct mechanism developing 

in the three major areas supporting the idea that there is a spatial variation of flow generation 

processes in Pedler Creek. In the model, flow developed first at the steep hills areas (fast-flow) 

and the dominant mechanism was SE-OF with a few areas showing unsat-IF as hypothesized 

in our conceptual model (Figures 3.4b and 3.12). An unexpected development was the 

contribution of pre-event GW during flow recessions. In this area the pre-event GW was likely 

to be pre-event soil water since the wells located in the hills (7 and 12) had GW heads that did 

not rise to intersect land surface (Figure 3.11). The flows generated in the valley near the outlet 

were similarly simulated via the conceptualized mechanisms (Figures 3.4d and 3.12). We saw 

small areas with flow originating from IE-OF from the clay areas, and a combination of unsat-

IF and pre-event GW for the rest of the active areas in this region. The GW heads rising above 

the surface elevation in well 1 supported the GW contribution to flow in this area. Finally, in 

the few small areas close to the sandy mild hills, flow was simulated through the unsat-IF 

mechanism as predicted in our conceptual framework.  

These results support the findings by Gutierrez‐Jurado et al. (2019) who suggested that soil 

properties largely dictate the dominant flow generation mechanisms. Yet, our lack of simulated 

streamflow from the different hydrograph node-sets did not allow us to evaluate the hypothesis 

that different mechanisms dominate different parts of the hydrograph response at different 

locations across the catchment. We attributed streamflow being simulated only at the outlet to 
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the loss of channel representation and the coarseness of the riverine elements. Without a defined 

channel the connection to the floodplain was lost and the shallow sheet-flow and most of the 

precipitation infiltrated and stayed within the porous media. The importance of the connection 

of the floodplain to the channel is discussed by Käser et al. (2014), as he argued that not only is 

the channel topography important but also its connection to the floodplain given that riverbank 

geometry is key for bank storage and overbank flooding. While overbank flooding is not 

considered important for this study (flows in Pedler only rarely will experience overbank 

flooding), the stream-floodplain connectivity and bank storage were key aspects under our 

model conceptualization. Namely, the predicted dominant mechanisms relied upon either the 

saturation to build up on along the riverine zone in the loamy areas which would lead to 

saturation excess overland flow; and we expected a perched groundwater developing on the 

sandy hillslopes which would, after intersecting the stream, contribute with interflow into the 

stream. While we observed these processes developed, they only occurred briefly as very shallow 

runoff. 

1.19.1 Main Challenges 

The large computational time to run the simulations was the major restraint we encountered 

since the early preliminary stages of this study. During the preliminary simulations, we started 

with an ambitious model setup consisting of a finer mesh and quarterly-hour model inputs. 

However, while trying to obtain the PM initial conditions by draining the model, we saw a very 

slow model convergence (simulations running for over 10 days only got to day ≈100 of the 

simulation). We decided to relax the mesh and we were able to get a set of initial conditions 

after testing over 37 scenarios.  

During the first set of scenarios running for the full 4-year simulation, we observed that the 

simulation convergence consistently slowed down when the simulation encounter a 

precipitation input (Appendix L) and particularly during prolonged precipitation events (i.e. 

consecutive precipitation inputs). We tried implementing different input times (daily and hourly) 

and while we observed a slight improvement for the hourly time scale, the slow convergence 

prevailed (simulations times ranged between 17-30 days). We attributed the slow model 

convergence, particularly during precipitation inputs, to the model struggling to solve the highly 

non-linear equations for unsaturated flow in a complete unsaturated surface domain. Overall, 
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the slow model convergence had a significant impact on our ability to develop and test further 

model scenarios in the iterative processes of trial and error common for complex integrated 

models. 

Furthermore, the importance of the topography, which was a major component on our model 

conceptualization, was largely affected after we were forced to relax the mesh discretization. 

Although the general characteristics of the elevation difference for the valley and the hills were 

preserved, the representation of the stream channel was completely lost and our attempt to 

lower the stream nodes probe ineffective given the coarseness of the stream elements. At the 

end, by completely losing the channel representation, we lost the ability for those processes to 

develop as streamflow which we believe was the major pitfall that explains our lack of 

streamflow results. 

As stated before, GW-stream interactions were conceptualized to occur only near the catchment 

outlet (and likely only during certain ‘wet’ years) and therefore were not the focus of this study. 

However, as mentioned by Snelder et al. (2013) flow intermittence in many rivers can be 

attributed to a water table fluctuation relative to the stream channel elevation. In such 

catchments, a good representation of the stream and the initial GW heads would be paramount 

to capture flow intermittency (i.e. flow generation and flow recession). Estimating the initial 

GW heads for a multi-aquifer system proved to be an intensive and challenging task. Our first 

approach was to use all available information from shallow wells (0-30 m deep) in the area to 

create a GW elevation raster. While we found almost 50 wells suitable to use in our analysis 

(from analysing around 400 wells as shown in Appendix J), due to the spatial distribution of the 

observations (mostly skewed north of the catchment) we considered the resulting raster would 

not be reliable. In most transient ISSHMs the standard to obtain the initial conditions for both 

the porous media and the surface domain is to use the results from a steady-state model 

(Anderson et. al., 2015). Under this approach, the steady-state is achieved by matching observed 

base flows at the catchment outlet which is not possible when modelling IRES. In a variation 

of this approach, we tried to obtain the initial conditions by draining an initially saturated model 

until we could match the simulated GW heads with the average GW head elevation from the 

shallow observation wells. While at the end we were able to reasonably match most of the wells 

in the valley, the wells close to the hills were difficult to match. Moreover, it is important to 
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recognize that extensive shallow well information is not likely to exist in most IRES systems 

particularly at the catchment scale.  

1.19.2 Future Work 

From the lessons learnt in this study, we recognise several key points that would aid in future 

ISSHM modelling studies addressing streamflow generation modelling in IRES. Firstly, 

reducing the computational times should not be achieved by compromising the topography 

representation, particularly the channel representation. In our case, this could have been 

attempted in a few ways which are discussed below.  

By rethinking our conceptual model, most of the streamflow generation processes were 

hypothesized to develop on the shallow soil profile and the GW contribution to streamflow was 

expected to be small and limited to a lesser portion of the catchment (near the outlet). We could, 

therefore, have model only the shallow soils using the clay layer as the no-flow boundary 

condition. Only including the shallow soils would have had a massive impact since it would 

eliminate over two-thirds of the PM layers on the sandy areas and almost three-quarters on the 

loam areas (leaving only 9 and 4 layers out of 28 respectively). This setup would have reduced 

the number of elements vertically, without compromising the 2D mesh discretization. Another 

possible modification to reduce the number of nodes without compromising the channel 

representation would have been to simplify the representation of the stream network (i.e. 

included fewer stream branches). While we wanted to capture streamflow generation processes 

across all stream orders, we could have simplified the stream network to include only a few 

strategic branches into the mesh discretization.  

A different approach altogether could have been to model smaller representative sub-

catchments for the three areas of our conceptual model (the steep hills, the undulating hill, and 

the valley). This would have allowed us to explore the processes contributing to flow in each 

area which was the core proposition on our conceptual model. The benefits of having smaller 

model domains not only relates to the ability to use a finer discretization but also by dramatically 

reducing the computational effort, more scenarios could have been tested. The ability to run 

more scenarios would have been particularly important to test a larger range of soil hydraulic 

properties. Although we have previously discussed the pitfalls of limiting IRES modelling to 

small plots or headwater catchments, we argue that we could use smaller sub-catchments to test 
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our parameterization and the principles of the proposed conceptual model. Results from this 

approach could inform the parameterization of a larger catchment and modifications to the 

conceptual model. 

1.20 Conclusion 

A physically-based ISSHM for a medium-size Mediterranean-climate catchment with IRES was 

developed to test how streamflow generation concepts and theories from smaller and simplified 

models would apply in a real catchment. The focus of this study was to develop a conceptual 

understanding of the processes and thresholds of streamflow generation rather than to match 

observations. We aim to unravel how different processes developed across the catchment and 

how their interaction could explain the integrated catchment response. A conceptual model for 

Pedler Creek was developed and used to inform the parameterization of the numerical model. 

The two core aspects of our conceptual model were the effects of soil heterogeneity (both 

vertically and horizontally) and the catchment topography to hypothesize streamflow generation 

processes. The simulated flow generation mechanisms were in overall agreement with our 

conceptual understanding of the spatial flow generating processes in Pedler Creek. However, 

the simulated flows did not translate into streamflow due to problems with the channel 

representation. From our results we have highlighted important insights into the pitfalls and 

challenges of using ISSHMs to model streamflow generation for IRES at the catchment scale. 

Overall, the large computational time was the main challenge for this study as we experienced 

very slow model convergence, particularly during the precipitation inputs. After exhausting all 

options to reduce improve convergence, we resorted to relax the 2D mesh which caused the 

loss of the channel topographic representation. The loss of channel representation led to a 

disconnection of the stream with the floodplain which resulted in only runoff and not 

streamflow being simulated. Our results highlight the importance of preserving channel 

representation to model streamflow generation on IRES. We propose that in future modelling 

efforts the nodal relaxation (to reduce the computation time) could be achieved by simplifying 

the vertical representation instead of the 2D mesh. However, this would only work for IRES 

were the GW is not a major contributor to streamflow generation. Another alternative to 

overcome slow convergence is to break down the catchment into smaller representative areas 

which can be informed by the catchment’s conceptual model. The smaller models could be used 
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during the preliminary simulations to test the validity of the conceptual processes and to find 

optimal surface-subsurface parameters that could be later implemented to a catchment scale 

model. Results on capturing the dominant flow processes are promising and provide an 

important insight of flow in IRES. This study is an initial step towards understanding flow 

generation processes at the catchment scale and providing insight on the challenges of 

implementing ISSHMs for process understanding in IRES. Future work should build upon the 

lessons learned from this study. 

. 
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Chapter 4 

Testing and Advancing a New Methodology to 

Capture Intermittent Streamflow from Streambed 

Temperature Data. 

1.21 Introduction 

Non-perennial streams are defined as waterways that alternate between dry and wet states 

(Assendelft & van Meerveld, 2019). Although flow regimes classification can be complex 

(Costigan et al. 2017; Kennard et. al 2010), non-perennial streams are typically grouped into 

intermittent rivers and ephemeral streams (IRES). Intermittent streams are characterized by 

long (often seasonal) flowing phases, while ephemeral streams present sporadic flows that occur 

in direct response to extreme precipitation events. IRES constitute over half of the global river 

network, contribute with half of the total river discharge and are found across all landscapes 

and climates (Costigan et al. 2016; Datry et al. 2014; McDonough et al. 2011; Sheldon et al. 

2010). For arid and semi-arid regions, including those in Mediterranean climates, IRES dominate 

the landscape and are often the only source of surface water. For instance, they account for over 

70% of the streams in Australia (Sheldon et al., 2010), over 80% of the stream network in the 

Southwest USA (Levick et al., 2008), and they encompass a higher proportion of the river length 

in Mediterranean basins in Europe (Stubbington et al., 2018). Moreover, in the last 50 years, 

most of the formerly perennial rivers in arid and semiarid regions have become intermittent, 

including some major rivers such as the Nile in Africa, the Yellow in Asia, and the Rio Grande 

bordering the US and Mexico (Datry et al., 2014). With projected climate shifts and the 

increasing demand on water supply, more perennial rivers are likely to become intermittent 

(Costigan et al., 2016; Datry et al., 2014; Larned et al., 2010; McDonough et al., 2011). Besides 

their widespread distribution, IRES are important for biotic communities, the transport of 

nutrients and organic matter processing, groundwater replenishment, and in most arid and semi-

arid regions they support the local population livelihood (Lange, 1998; Seely et al., 2003). 
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Increasing awareness of their importance and their vulnerability to climate change has been at 

the centre of a surge of research on IRES over the past decades (Assendelft & van Meerveld, 

2019). However, the bulk of these studies have been done under the scope of ecological and 

biological research (Acuña et al., 2014; Bond & Cottingham, 2008; Costigan et al., 2016; Datry 

et al., 2016, 2014; Kennard et al., 2010; Larned et al., 2010; Skoulikidis et al., 2017; Steward et 

al., 2012; Stubbington et al., 2018) and important knowledge gaps of the hydrological 

functioning of IRES remain. Among the biggest limitations for hydrological studies in IRES is 

the unpredictable and variable nature of flow and the often-difficult access to the remote areas 

where they are found. Historically, these limitations have resulted on the lack of long-term-

spatially-distributed streamflow observations for IRES as they are often located on ungauged 

basins (Fekete & Vörösmarty, 2002; Poff, Bledsoe, & Cuhaciyan, 2006; Tzoraki & Nikolaidis, 2007). 

As a result, many studies on IRES have derived from research of perennial streams which 

contain intermittent or ephemeral sections common in small mountainous headwater 

catchments in temperate-humid climates. The majority of these studies have therefore focused 

on understanding streamflow dynamics on IRES from the expansion and contraction of the 

drainage network (Durighetto et al., 2020; Goulsbra et al., 2014; Prancevic & Kirchner, 2019; 

Ward et al., 2018; Whiting & Godsey, 2016; Wigington et al., 2005; Zimmer & McGlynn, 2017). 

These studies have provided important insight to the role of geological attributes (Durighetto 

et al., 2020; Ward et al., 2018), topography (Prancevic & Kirchner, 2019) and water table depth 

(Goulsbra et al., 2014; Zimmer & McGlynn, 2017) on the unsaturated storage dynamics that 

affect streamflow/runoff generation and stream network dynamics (Gutierrez‐Jurado et al., 

2019; Mirus & Loague, 2013; Smith & Hebbert, 1983; Vanderkwaak & Loague, 2001; Whiting 

& Godsey, 2016). However, in many arid-semiarid- catchments, IRES do not originate from the 

expansion of an already flowing stream but rather develop from completely dry stream network 

sections. Under these conditions, the development of flow generating areas at the catchment 

scale occur fragmented across the stream network resulting in highly variable flow patterns. 

Arguably one of the most important gaps in the understanding of the hydrology of these arid-

semiarid IRES is how they transition from dry to flowing and back to dry (i.e. onset and 

cessation of flow) and the streamflow processes associated with these transitions (Costigan et 

al., 2016, 2017; Gutiérrez-Jurado et al., 2019; Shanafield et al. [in prep]). 
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To study streamflow generation and stream network dynamics of IRES at the catchment scale, 

a dense and spatially distributed monitoring network is paramount. The flashy and erosive flows 

in most IRES, coupled with the need for a high spatiotemporal resolution, hinder the use of 

traditional streamflow monitoring approaches such as stream gauges or pressure transduces in 

IRES (Assendelft & van Meerveld, 2019; Blasch et al., 2002; Constantz et al., 2001). To 

overcome these challenges and limitations, researchers have continued to develop and test low-

cost streamflow monitoring alternatives including temperature sensors (Blasch et al., 2004; 

Constantz et al., 2001), electrical resistance sensors (Blasch et al., 2002; Jensen et al., 2019; Peirce 

& Lindsay, 2015), float switch sensors, and multi-sensor approaches (Assendelft & van 

Meerveld, 2019). While the use of electrical resistance sensors and multi-sensors approaches 

have become more common in recent years, temperature sensors remain widely used as they 

present certain advantages. First, temperature sensors are relatively inexpensive, do not require 

special modifications, and are broadly available off the shelf (Partington et al. [in-prep]). More 

importantly, their ruggedness and small size makes them better suited to withstand erosive flows 

and flows with high sediment and debris loads which are ubiquitous in most IRES.  

The concept used to infer flow using streambed temperature was tested in the pioneer study 

from Constantz et al. (2001). Put simply, the specific heat of water is significantly greater than 

the specific heat of air (4:1 ratio), therefore, the diurnal temperature variation of a dry stream 

(i.e. air temperature at the streambed) is significantly larger than that of a stream with water (i.e. 

temperature of water in the stream) (Arismendi et al., 2017; Assendelft & van Meerveld, 2019; 

Blasch et al., 2004; Constantz et al., 2001). The dry-wet transitions in a temporary stream can 

be determined accordingly by identifying these changes in the streambed temperature signal 

(Figure 4.1). 
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Figure 0.1 Conceptual model of the streambed diurnal temperature fluctuation for a dry (a) and 
a flowing stream (b) 

While the concept is simple and has been successfully used in several studies to identify periods 

of flow on IRES, some challenges remain. For instance, most of the setups and data analysis 

methods require additional “benchmark” data/sensors (Arismendi et al., 2017; Assendelft & 

van Meerveld, 2019; Constantz et al., 2001), a calibration period (Assendelft & van Meerveld, 

2019; Blasch et al., 2004; Gungle, 2006), the determination of subjective and site-specific (i.e. 

for each sensor) sets of parameters (Assendelft & van Meerveld, 2019; Blasch et al., 2004), 

and/or complicated installations that include burying the temperature sensors (Blasch et al., 

2004; Constantz et al., 2001; Gungle, 2006). While in small-scale experiments these 

considerations might not be troublesome, they would hinder the implementation of such 

methods at the catchment scale. 

In a recent study Partington et al. (in-prep) explored a series of alternative time series analysis 

methods that use only temperature time series data to predict flow. They compared six non-

stationary time-frequency transforms methods and tested them in two synthetic and one field 

data example. The initial analysis showed good results for both the synthetic and field datasets 

with flow/no-flow matching predictions of over 90% for all methods. Although promising, it 

is common that temperature signals differ among sites due to stream micro-climates and/or 

setup conditions, and therefore the application of these methods to other field data sites are 

necessary to validate their performance results. More importantly, the application of any of these 

proposed new methods still requires guidelines to determine the flow/no-flow threshold (i.e. 

the change in the signal) which is necessary for identifying the flow/no-flow transitions. 
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In this chapter, we build on using signal processing to identify periods of flow in time series 

data (Partington et al., [in-prep]) by examining flow/no-flow thresholds at the catchment scale. 

The goal of this study is to test the applicability and performance of the method over a range 

of conditions typical of arid or semiarid, low-gradient catchments with IRES. Specifically, we 

use the continuous wavelet transform (CWT) method on a field dataset from a mid-size 

catchment with a temporary stream network. The dataset includes 27 monitoring sites with 

stream water level (SWL) and streambed temperature data, which span a three-year period and 

represent a variety of distinct flow conditions. The advantages of testing the method from a 

network of distinct sites across the catchment will allow us to expand the performance analysis 

from the individual overall matching metrics used by Partington et al. (in-prep) to include a 

spatial analysis of the performance of the method across the catchment. Additionally, we aim 

to develop a simple method to estimate the threshold needed to identify flow/no-flow periods 

which is possibly the most critical element missing for this method yet. The specific objectives 

of this study are to: 

1. Test the performance of a manually selected flow threshold using the stream water level 

data. 

2. Develop a repeatable, non-site specific technique to estimate an appropriate threshold 

using only the temperature data and evaluate how its performance compares with the 

best visually selected threshold from objective 1. 

3. Expand the evaluation of the performance of the CWT method to include how well it 

can capture the spatiotemporal variability of flow across the catchment. 

1.22 Methods 

1.22.1 Study Site 

Data from a sub-basin of Pedler Creek catchment, located within the larger Willunga basin 

roughly 30 km south of the city of Adelaide, South Australia (Figure 0.2) was chosen for this 

study. Pedler Creek has a catchment area of approximately 107 km2 and a creek length of 

approximately 180 km, and the sub-basin encompass over 60% of the catchment (69 km2) and 

over and 80% of the total length of the stream network. Although there are a few small, 

perennial reaches east of the Willunga fault, most of the creek behaves intermittently during the 

winter months and ephemerally during the rest of the year. The creek flows intermittently from 
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late-June/early-July throughout September in response to the winter rainy season and ephemeral 

flows are observed after extreme rainfall events during the rest of the year. Ephemeral events 

frequently precede the start of the intermittent flow across the catchment. For the context of 

this paper, we consider flows lasting 7 or more days as intermittent while events of less than 7 

days were considered as ephemeral. The 7-day threshold was based on a rough estimate of the 

duration of spring and summer ephemeral flows from historical streamflow records in the 

catchment. Because the creek flows in response to the winter rains, streamflow permanence and 

stream discharge varies widely among seasons. The creek flows 33-199 days per year (on average 

120 d yr-1) and has a mean annual discharge of 3.88 x 106 m3, with the higher flows occurring 

during the intermittent season (period of record 2000-2018 at gauge A5030543; AMLR, 2019). 

The catchment’s mean annual precipitation is 550 mm, ranging widely from 300 to 800 mm and 

mean daily temperatures range from 37 to 5 °C (period of record 1900-2018 at station 232729; 

SILO - Australian Climate Data, 2019, Jeffrey et al., 2001). 

 

Figure 0.2 Location of the Pedler Creek Catchment showing the location of the stream loggers 
for 2011 and 2012-2013, the main topographic features, and the main shallow soil types within 
the subcatchment area. 
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The subcatchment has three main topographic characteristics: low-laying coastal plains which 

are surrounded by the mild, undulating hills to the north and the steep hills located east of the 

Willunga fault. The shallow soil types can be similarly grouped into three dominant soils: loam, 

sand, and clay. The loam soil is found in the coastal plains and throughout the steep hills which 

cover the majority of the catchment (≈62%). The sandy soils comprise roughly 30% of the 

catchment and are found throughout the mild, undulating hills, and on the coastal plains. The 

clay areas are found mostly in the downstream coastal plains where the three main stream 

branches converge. Vertically, the soils profiles also vary across the catchment, mostly along the 

lines of the topographic features. The hills east of the fracture are characterized by very shallow 

soils (≈0.5 m) underlain by bedrock, while the undulating hills have deep sandy profiles (≈1.5 

m) underlain by heavy clay, and most of the coastal plain has a shallow profile (0.5 m) of either 

sand or loam underlain by a heavy clay layer. Towards the outlet a small area consists of clay 

soil profiles. 

1.22.2 Field Methods  

The Willunga Basin was designated in 2009 as one of the six long-term groundwater monitoring 

sites by the National Research Infrastructure for Australia (NCRIS) initiative. The infrastructure 

at the Willunga site was planned to tackle five main research areas, one of which was surface 

water-groundwater interactions between intermittent creeks and groundwater systems. As a 

result, a network of stream gauges, SWL monitoring sites and shallow piezometers were installed 

and instrumented across the Pedler Creek catchment. Due to the existence of a wastewater 

treatment plant in the town of McLaren Vale, the monitoring network was concentrated 

upstream from the town in the sub-basin area described in this chapter. 

For this study, we used the data from the SWL monitoring sites from 2011-2013, which includes 

data of stream stage and streambed temperature (Figure 4.1). The stream stage (or water level) 

was used as a proxy of flow in this study. The number and distribution of the monitoring sites 

was determined by the research being conducted back during the early stages of the NCRIS 

Willunga monitoring site. A larger number of sensors were installed during 2011; however, they 

were mostly concentrated along a relatively short stretch of the main branch of Pedler Creek. 

In subsequent years (2012-2013), the density of sensors was reduced along the main branch, but 

new stream tributaries were instrumented to obtain a better spatial coverage of streamflow 
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across the catchment. In summary, we are using data for 22 sites from 2011, and for 17 sites 

from 2012-2013.  

For each stream monitoring site a steel post was hammered into the streambed and a non-

vented pressure transducer (In-Situ Level Troll 300) was secured to the post with the end of the 

logger (where the pressure and temperature are measured) at streambed level (Figure 4.1). The 

sensors measure pressure within a range of 30 psi (10.9 m) with an accuracy of ±0.2%, and 

temperature ranging from -20 to 80 °C with an accuracy of ±0.1° and a resolution of 0.01 C°. 

Two barometric loggers (In-Situ Baro TROLL) were installed at two nearby shallow 

piezometers to record the atmospheric pressure. The loggers (barometric and pressure 

transducers) were setup to record data at 30-min intervals. The pressure data from the stream 

loggers were corrected for atmospheric pressure fluctuations and a series of manual field 

measurements of water levels (≈10 per year) were used to validate the logger’s SWL data. After 

an initial visual inspection, it was noted that some “noise” remained in the corrected signal as 

the readings did not go to 0 m (no water) for the times where the field observations recorded a 

dry stream. A correction factor was therefore calculated for each logger as the maximum value 

recorded during the day when the manual observation recorded no-flow. The SWL time series 

data was corrected by changing any value smaller than the correction factor to equal 0. Daily 

precipitation data (mm) for the McLaren Vale station 23876 for 2011-2013 were obtained from 

the SILO database (SILO- Australian Climate Data, 2019).  

1.22.3 Continuous Wavelet Transform Method 

Wavelet transforms are an alternative to Fourier transforms which allow for a range of basis 

functions to be used in wavelet analyses. The continuous wavelet transform (CWT) is a 

convolution of a data sequence (here, a time series of flow or temperature) with a set of 

functions generated by the mother wavelet, in this case a complex Morlet wavelet. CWT and 

similar wavelet methods allow for relatively easy analysis of time-localized oscillations, and have 

been used previously in hydrologic applications, where oscillations in time series data are 

commonly of interest (Partington et al., [in-prep]; Rhif et al., 2019; Sang et al., 2013). The CWT 

was selected from the signal processing methods tested by Partington et al. (in-prep) because it 

performed well among the signal processing methods examined, and holds significant 

advantages in terms of simplicity, low computational cost, and ease of implementation.  
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As observed by Partington et al. (in-prep), the scaleogram from the CWT showed distinct 

decreases in energy in the signal at the one cycle per day (1-cpd) frequency that matched the 

streamflow events. However, there was still some noise present in the transformed signal and 

therefore, the amplitude of the transformed temperature signal at 1-cpd was convoluted using 

a triangle function (hat function) with an integrand of 1 as the kernel and with a window of 500 

samples. The resulting convoluted amplitude signal was subsequently used to infer streamflow 

occurrences. Assuming that all points within the time series were independent, points where the 

convoluted temperature amplitude (CTA) dropped below a given threshold were considered 

indicative of streamflow, whereas periods when the amplitude signal was above the threshold 

represented no-flow conditions. The procedures to determine the threshold are provided in the 

subsequent sections. 

1.22.4 Flow/No-Flow Thresholds 

The threshold determination process was split into two parts: (1) selecting a visual threshold 

using the SWL data, and (2) developing a procedure to estimate the threshold without 

knowledge of SWL. By taking advantage of the SWL data to select visual thresholds we expected 

to be able to detect repeating trends on the data to develop a systematic process to estimate the 

thresholds with only the input data and CWT results.  

During the first attempt at selecting a visual threshold we observed that a single value for a 

number of multi-year datasets would match flow/no-flow periods for a given year but would 

over/under-estimate the matches for other years. Consequently, we decided to continue the 

remainder of the analysis (threshold selection/estimation and flow/no-flow prediction) for 

yearly datasets for each monitoring site. By analysing the time series datasets by year, we 

increased our sample size by more than double (from 27 time series to 56) which made our 

analysis and the evaluation of the method more robust. 

1.22.4.1 Visually Selected Thresholds 

The basic concept to select the threshold was to estimate a value that was consistently smaller 

than the CTA signal during periods of no-flow and that was greater during flow periods. 

Visually, this meant selecting a line where the CTA signal above the threshold captured no-flow 

periods and CTA signal below the line corresponded to flow periods. 
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Although the concept to visually select the threshold is straightforward, deciding on the “best” 

threshold was often subjective because improvements to match flow periods frequently resulted 

in some false positives (detecting no-flow times as flow) and vice versa. Similarly, matching the 

time of flow initiation was often mutually exclusive to matching the time of flow cessation, 

choosing values that favour one translated to match decreases for the other.  

To try to minimize subjectivity in selecting the “best” threshold value we followed a simple 

series of steps. First, we identified and tested an initial threshold that basically captured most of 

the flow and no-flow periods. Subsequently, we tested the performance of thresholds 0.1 less 

and greater than the initial value (Tables 8-10). The performance of the all tested thresholds was 

evaluated using a set of flow/no-flow matching metrics that evaluated the total number of 

observations that were rightly classified as either flow or no-flow. The matching metrics are 

overall match percentage (OM), flow match percentage (FM), and no-flow match percentage 

(NFM). The matching metrics were calculated as follows: 

                    𝑂𝑀 = (
𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠+𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑛𝑜˗𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
) × 100      (4.1) 

                                     𝐹𝑀 = (
𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
) ×  100    (4.2) 

                                   𝑁𝐹𝑀 = (
𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑛𝑜˗𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜˗𝑓𝑙𝑜𝑤 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
) × 100                              (4.3) 

While these metrics allowed us to quantitatively evaluate the performance of each threshold, the 

challenge remained to select the “best” one. Knowing that frequently matching flows and no-

flows were mutually exclusive, we could not use the FM or NFM. Moreover, because the 

number of no-flow observations is disproportionally larger than the number of flow 

observations using the OM would be biased towards matching no-flows. To overcome this we 

calculated a weighted matching metric as 𝑊𝑀 = (𝐹𝑀 × 0.75) + (𝑁𝐹𝑀 × 0.25) and followed 

a simple two-step final selection process. [1] We discarded the threshold that presented the 

worst overall performance (>OM) and [2] from the two remaining threshold values, we selected 

the one that had the best weighted performance (<WM). By following this simple two-step 

selection we were able to objectively select a threshold that would give preference to match flow 

observations (by choosing the best WM), while trying to minimize errors for the no-flow 

observations (by choosing from the two best OM).  
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Table 0.4. Selected thresholds for each site and year. 

 

 

 

 

 

 

 

 

 

 

 

Note: Sites where inter-annual threshold differences 

were higher than 0.1 are highlighted in blue 

 

 

 

 

 

 

Sensor 
ID 

Selected Threshold by year 

2011 2012 2013 

1 0.70 NA NA 
2 3.00 1.00 2.50 
3 1.10 1.00 0.90 
4 NA 1.00 0.90 
5 1.07 1.18 1.1 
6 0.80 0.80 0.60 
7 1.20 1.30 1.20 
8 2.00 1.70 1.40 
9 1.60 2.10 2.30 
10 1.00 1.00 0.90 
11 0.90 0.70 0.80 
12 1.30 1.40 0.90 
13 2.60 NA NA 
14 1.10 NA NA 
15 1.10 NA NA 
17 1.10 1.10 1.20 
19 1.50 NA NA 
20 3.40 2.00 2.00 
21 0.90 NA NA 
23 1.00 NA NA 
24 2.50 NA NA 
26 1.00 NA NA 
27 0.90 NA NA 
28 NA 1.20 1.30 
29 NA 1.20 1.05 
30 NA 1.20 0.95 
31 NA 1.40 1.20 

Mean 1.46 1.27 1.35 
Max 3.40 2.10 2.90 
Min 0.70 0.70 0.60 
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1.22.4.2 Repeatable and Non-Site Specific Guidelines to Estimate the Threshold 

Following the lessons learned by analysing and visually selecting a threshold for each of the 56 

datasets we developed and tested a procedure to estimate the threshold using the daily 

precipitation, the streambed temperature, the scaleogram from the CWT analysis, and the 

convoluted temperature amplitude at one cycle per day (1-cpd). The systematic guidelines are 

discussed below and illustrated in Figure 4.3.  

1. First, we created a similar figure to the one used in the previous analysis, but this time 

without the SWL data. The figure contained subplots for the precipitation, the stream 

temperature signal, the scaleogram from the CWT analysis, and the convoluted 

temperature amplitude at one cycle per day. 

2. All the “clear breaks” in the scaleogram at the 1 cycle per day area (the dark blue areas) 

were tagged for further consideration by drawing a line throughout the whole figure (a 

line across all the subplots).  

3. Each line was subsequently analysed to determine if the “break” in the frequency 

concurred with a noticeable decrease in the stream temperature signal for a day where 

rain was recorded. If all three considerations were met, we assumed flow was likely and 

the line was aligned with the “break” in the scaleogram, the decrease in the temperature 

signal and the precipitation. If the considerations were not met, we presumed the 

frequency change was likely caused by a climatic event and the line was discarded. 

4. The value of the intersection of each line with the CTA were noted (4a) and averaged 

to obtain an initial estimated threshold (4b). 

5. The initial estimated threshold was subsequently evaluated to ponder a final correction 

by either raising or lowering the threshold accordingly to the following criteria: 

a) If the initial estimated threshold captured additional CTA dips that after a visual 

evaluation were considered as no-flows, then the threshold was lowered. The 

criteria to lower the threshold was to exclude as much as possible the no-flow 

sections (1), while trying to maximise capturing the flow areas (2). 

b) If the initial estimated threshold did not capture all the CTA dips previously tagged 

as likely flows the threshold was raised. The criteria to raise the threshold was to 

include all the tagged flow events (1), while excluding sections of no-flow (2).  
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When match improvements were mutually exclusive with match decreases of 

flow/no-flows by lowering/raising the threshold, and the trade-off was estimated to 

be similar, we favour the threshold that would match the most flows. The values used 

to estimate the initial threshold, the information of any corrections to the initial 

estimates, and the comparison between the final estimated and the visually selected 

thresholds are provided in Table 0.5 – 4.7 
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Figure 0.3. Illustration of the guidelines presented in section to estimate the threshold at two 
locations (a and b). Steps 1-4 are used to estimate the initial threshold (green dotted line) and 
are the same for subplots a) and b). Steps 2, 3 and 4a are repeated for each grey-dotted line but 
for clarity they are shown once in each subplot. Step 5 (a, b1, b2) showed the criteria for the 
corrected final threshold (green solid line). 
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Table 0.5 Table with the values used to estimate the threshold, and a comparison among the 
initial and final estimated thresholds and the visually selected threshold for the 2011 datasets.  

*The Values highlighted in blue on the estimated final column indicate that for that site the initial 
threshold was corrected. If the value is higher the correction was to improve matching flows if it 
was lower was to improve matching no-flows 

 

 

 

 

2011 
Sensor 

ID 
---------- Identified Amplitude Intersections --------- 

Thresholds 
Abs 

Difference 
(Sel - Est) 

Estimated 
Initial 

Estimated 
Final *  

Visually 
Selected 

Est 
Ini 

Est Fin 

1 0.55 0.7 0.72 0.82 0.43 0.41 0.61 0.71 0.7 0.09 0.01 

2 
2.70 3.10 3.42 2.80 2.40 1.90 

2.65 2.70 3.0 0.35 0.30 
1.21 3.00 3.30    

3 1.13 2.15 0.90 2.07 1.40 1.20 
1.16 1.16 1.1 0.06 0.06 

 1.10 0.93 0.80 0.80 1.10 1.28 

5 1.30 1.40 0.90 0.80   1.10 1.10 1.07 0.03 0.03 

6 0.65 0.83 1.10 0.85 0.75 0.75 0.82 0.82 0.8 0.02 0.02 

7 1.30 0.95 1.15 1.50 1.00 1.40 1.22 1.22 1.2 0.02 0.02 

8 3.40 2.20 1.50 1.90 3.80  2.56 2.10 2.0 0.56 0.10 

9 2.70 1.30 1.55 1.10 1.15  1.56 1.50 1.6 0.04 0.10 

10 0.70 1.50 1.02 0.70   0.98 1.02 1.0 0.02 0.02 

11 0.90 0.90 1.30    1.03 0.90 0.9 0.13 0.00 

12 1.60 1.60 1.25 1.40   1.46 1.40 1.3 0.16 0.10 

13 2.15 1.30 0.60 1.90   1.49 1.49 2.6 1.11 1.11 

14 1.45 1.10     1.28 1.28 1.1 0.18 0.18 

15 1.05 1.55 0.80 0.70 1.45  1.11 1.11 1.1 0.01 0.01 

17 1.72 0.95 0.65 1.54   1.22 1.09 1.1 0.12 0.01 

19 2.00 1.20 2.82    2.01 1.90 1.5 0.51 0.40 

20 2.00 0.90 2.88    1.93 2.00 3.4 1.47 1.40 

21 1.00      1.00 1.00 0.9 0.10 0.10 

23 2.10 0.70 0.84 1.33   1.24 1.00 1.0 0.24 0.00 

24 3.22 0.73 0.80 2.72 2.78  2.05 2.15 2.5 0.45 0.35 

26 2.20 0.98 0.65 1.50   1.33 1.20 1.0 0.33 0.20 

27 0.81 0.81 1.05 1.92 1.55  1.23 1.65 0.9 0.33 0.75 

Average 

       

1.41 1.39 1.46 0.30 0.26 

Max 2.65 2.70 3.40 1.47 1.40 

Min 0.61 0.71 0.70 0.01 0.00 
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Table 0.6. Table with the values used to estimate the threshold, and a comparison among the 
initial and final estimated thresholds and the visually selected threshold for the 2011 datasets.  

2012 
Sensor ID 

--- Identified Amplitude Intersections ---  

Thresholds 
Abs Difference 

(Sel - Est) 

Estimated 
Initial 

Estimated 
Final *  

Visually 
Selected 

Est 
Ini 

Est Fin 

2 0.95 0.53 0.75 0.68 0.47 0.70 0.68 0.95 1.0 0.32 0.05 

3 1.00 0.55 0.48 0.69 1.02  0.75 0.98 1.0 0.25 0.02 

4 1.00 0.55     0.78 1.00 1.0 0.23 0.00 

5 1.00 0.88 0.78    0.89 1.00 1.18 0.29 0.18 

6 0.70 0.70     0.70 0.70 0.8 0.10 0.10 

7 1.00 1.12 1.10 1.02   1.06 1.06 1.3 0.24 0.24 

8 1.10 0.85 1.00    0.98 0.98 1.7 0.72 0.72 

9 0.92 1.08 1.12 1.12   1.06 1.06 2.1 1.04 1.04 

10 0.87 0.35 0.35 0.51 0.60  0.54 0.90 1.0 0.46 0.10 

11 0.78 0.73 0.60    0.70 0.70 0.8 0.10 0.10 

12 1.10      1.10 1.10 1.4 0.30 0.30 

17 0.90 0.90 0.87    0.89 0.90 1.1 0.21 0.20 

20 0.85 1.35 1.42    1.21 1.50 2.0 0.79 0.50 

28 1.15 0.70 0.90 0.80 1.35  0.98 1.31 1.2 0.22 0.11 

29 1.07 0.57     0.82 1.07 1.2 0.38 0.13 

30 0.60 0.40 0.92 0.65   0.64 0.66 1.2 0.56 0.54 

31 1.30 0.80 0.82    0.97 1.35 1.4 0.43 0.05 

Average       
0.87 1.01 1.27 0.41 0.28 

Max       
1.21 1.50 2.10 1.04 1.04 

Min       
0.54 0.66 0.70 0.00 0.00 

*The Values highlighted in blue on the estimated final column indicate that for that site the initial 

threshold was corrected. If the value is higher the correction was to improve matching flows if it 

was lower was to improve matching no-flows 
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Table 0.7 Table with the values used to estimate the threshold, and a comparison among the 
initial and final estimated thresholds and the visually selected threshold for the 2011 datasets.  

2013 
Sensor ID 

-------- Identified Amplitude Intersections -------- 

Thresholds 
Abs 

Difference 
(Sel - Est) 

Estimated 
Initial 

Estimated 
Final *  

Visually 
Selected 

Est 
Ini 

Est 
Fin 

2 3.10 1.95 3.20 1.30 1.52 0.88  1.99 2.43 2.50 0.51 0.07 

3 0.98 0.85 0.80 0.92    0.89 0.89 0.90 0.01 0.01 

4 1.20 0.88 0.85 0.70 0.54 0.62  0.80 0.95 0.90 0.10 0.05 

5 1.13 0.51 0.70 0.68    0.76 1.13 1.10 0.35 0.03 

6 0.91 0.60 0.57 0.47    0.64 0.70 0.60 0.04 0.10 

7 1.40 1.58 1.08 0.92 0.98 1.20 0.75 1.13 1.22 1.20 0.07 0.02 

8 1.52 1.48 1.45 0.99    1.36 1.48 1.40 0.04 0.08 

9 2.10 1.20 0.98 1.67    1.49 1.77 2.30 0.81 0.53 

10 1.86 1.20 0.66     1.24 1.07 0.90 0.34 0.17 

11 1.01 0.86 1.00 0.93 0.52   0.86 1.01 0.80 0.06 0.21 

12 1.18 0.82 0.92 0.54    0.87 0.90 0.90 0.04 0.00 

17 1.78 1.12 1.25 0.55    1.18 1.18 1.10 0.08 0.08 

20 1.90 1.35 1.95 0.70    1.48 1.81 2.00 0.53 0.19 

28 1.45 0.88 0.81 0.53 0.50   0.83 0.90 1.30 0.47 0.40 

29 1.05 0.40 0.92 0.55    0.73 0.99 1.05 0.32 0.06 

30 1.00 1.14 0.84 0.78    0.94 0.94 0.95 0.01 0.01 

31 1.05 0.60 0.38 0.58 0.80   0.68 1.09 1.20 0.52 0.11 

Average        1.04 1.20 1.35 0.36 0.23 

Max        1.87 2.43 2.90 2.15 1.77 

Min        0.64 0.70 0.60 0.01 0.00 

*The Values highlighted in blue on the estimated final column indicate that for that site the initial 

threshold was corrected. If the value is higher the correction was to improve matching flows if it 

was lower was to improve matching no-flows 
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A regression analysis to explore the relationship between the selected threshold values (the best 

performing value) and the temperature variance, the temperature amplitude at 1cpd variance, 

and the convolved temperature amplitude variance did not show good fits (Figure 0.4). 

 

 

Figure 0.4 Variability of the selected thresholds versus the daily temperature variance (top row), 

the temperature amplitude variance (middle row), and the convolved temperature amplitude 

variance (bottom row) for each yearly dataset (2011, 2012, and 2013). The fitted linear regression 

is shown in red and the R2 and p-values are reported in each subplot. 

1.22.5 Comparison of the Spatiotemporal Variability of Flow from the SWL Data 

and the CWT Estimated Flow 

For the spatiotemporal variability analysis we used the datasets from 2012 and 2013 which had 

a better spatial coverage. The analysis consisted of comparing how well the predicted flows from 
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the CWT method captured the spatiotemporal variability of flow across the catchment. For the 

comparison we used the SWL (real flow) data and the predicted flows from the estimated 

threshold. We created a python script to extract the onset and cessation of all flow events for 

each year for both the SWL data and the estimated flows. From the onset and cessation 

information we calculated each flow duration and we categorized each event as either 

intermittent or ephemeral for flow durations of ≥7 or <7 days, respectively.  

We determined the order in which the start of the intermittent flow season occurred across the 

catchment by using the information of the first intermittent event at each site, and also 

calculated the total flow duration for each year as the sum of all intermittent and ephemeral 

flows. We used the information of the total flow duration, the average flow duration for 

ephemeral and intermittent events for each site, and the order of flow for the first intermittent 

event to evaluate the stream network dynamics in the catchment. 

1.23 Results 

1.23.1 CWT Flow/No-flow Performance for the Visually Selected and the 

Estimated Thresholds 

The average OM performance for the visually selected threshold ranged from 86-94%, and from 

83-93% for the estimated thresholds (Figure 0.5). Average FM performance ranged from 69-

93% for the selected threshold and from 66-88% for the estimated ones. Average NFM ranged 

from 92-95% and from 92-98% for the selected and estimated thresholds respectively. The 

average performance of the selected and estimated thresholds was generally closer in agreement 

for the OM and the NFM with 1-3% differences. The greater divergence in the average 

performance was observed for the FM with differences of up to 8% among the two set of 

thresholds.  
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Figure 0.5 Mean matching performance for each year and matching metric for the visually 

selected and estimated thresholds. The error bars show the standard deviation for each metric. 

We observed the worst matching performance for the 2011 dataset whereas the performances 

for the 2012 and 2013 datasets were similar. Although 2011 and 2013 had very similar total 

yearly precipitation with 480 and 499 mm respectively (Figure 0.6), the catchment’s flow 

response was markedly different. The 2011 datasets recorded more ephemeral events and many 

sites had a broken up intermittent season that consisted of multiple shorter events instead of a 

single continuous flow (15 out of 22 sites). In contrast, the 2013 datasets had fewer ephemeral 

events and most sites presented a continuous intermittent flow season (13 out of the 17 sites). 
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Figure 0.6 Monthly precipitation for 2011, 2012, and 2013. The total yearly precipitation in 
millimetres is shown in parenthesis for each year. 

The bad performing datasets for 2011 corresponded to sites that had multiple ephemeral events 

that led to periods of prolonged ponding in the stream which were not captured by the CWT 

method (Figure 4.7a). Similar performance issues for FM were observed for datasets that 

presented shallow recession curves between events during the intermittent season and/or long 

recession periods preceding flow cessation, which were most likely indicative of ponding water 

(Figure 4.7b). At large, the CWT method did not performed well for predicting neither flows 

nor the presence of ponding water for sites that presented shallow water levels of approximately 

≤ 0.05 m (Figure 4.7c-d). The greatest divergence in the performance of the visually selected 

(best) and estimated thresholds (worst) occurred also for these datasets (Figure 4.7b-d). While 

the performance of both thresholds (selected and estimated) for some datasets were equally bad, 

the greatest divergence in the performance between the two set of thresholds was noted on for 

these datasets (Figure 4.7b-d). The best performances were contrastingly observed for datasets 

that presented mostly long intermittent events and a few or no ephemeral flows (Figure 4.8). 

We observed that the closer an ephemeral event was from the start of the intermittent season, 

the more likely we were able to identify them, and vice versa, the furthest the least likely (Figure 

4.8 b-d). Shorter and sharper recession curves leading to flow cessation were generally better 

captured (Figure 4.8c vs. Figure 4.8a) while short interflow periods (periods of no-flow between 

flows) were often miscategorised as flow (Figure 4.8 b&d). 



 

105 

 
Figure 0.7 Example of sites showcasing the type of flows where the CWT had the worst 

matching metrics for both the selected and estimated threshold. A summary of the matching 

metrics is provided for each subplot.  
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Figure 0.8 Example of sites showcasing the type of flows where the CWT had the best 
matching metrics for both the selected and estimated threshold. A summary of the matching 
metrics is provided for each subplot. 
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1.23.2 CWT Spatiotemporal Variability of Flow Performance 

We observed that the poor performance of the CWT method for predicting the ephemeral flows 

failed to spatially capture ephemeral flows altogether for a number of sites while over predicting 

the average flow duration for most of the rest (Figure 0.9a&d and Figure 0.10a&d). The 

intermittent events were better captured by the method with all sites becoming active (showing 

intermittent flows) across the catchment for both 2012 and 2013 (Figure 0.9b&e and Figure 

0.10b&e). However, the average intermittent flow duration for sites across the catchment was 

underestimated at 10 sites in 2012 and 11 in 2013; and overestimated at 7 sites in 2012, and at 

5 sites in 2013. Only at one site the estimated and observed duration had the same length during 

2013. The average absolute difference was 32 days for 2012 and 37 days for 2013. The estimated 

total flow durations were generally in closer agreement to the observed SWL data with roughly 

70% of the monitoring sites for 2012 and 60% for 2013 showing differences of 10 days or less 

(Figure 0.9c&f and Figure 0.10c&f). The average time difference for the onset of the 

intermittent season (the first intermittent event at each site) was 2.5 days for 2012 and 39 days 

for 2013. The order in which flow originated across the catchment varied between the two years 

and it was not well captured by the estimated flows from the CWT method.  
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Figure 0.9. Average flow duration for ephemeral (a & d) and intermittent (b & e) events in hours 

and days respectively, for each site in 2012. Subplots c & f show the total flow duration in days 

(colour notation) of the first intermittent event and the order in which the event occurred across 

the catchment (black circles). Subplots a-c (blue notation) correspond to the values from the 

stream level data and subplots d-f (green notation) refer to the results from the CWT method 

with the estimated threshold. 
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Figure 0.10. Average flow duration for ephemeral (a & d) and intermittent (b & e) events in 

hours and days respectively, for each site in 2013. Subplots c & f show the total flow duration 

in days (colour notation) of the first intermittent event and the order in which the event occurred 

across the catchment (black circles). Subplots a-c (blue notation) correspond to the values from 

the stream level data and subplots d-f (green notation) refer to the results from the CWT method 

with the estimated threshold. 
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1.24 Discussion  

The goals of this chapter were to implement the CWT method to a field dataset with a variety 

of distinct flow conditions to evaluate its performance and to develop a procedure to estimate 

the threshold needed for the method to detect flow from streambed temperature measurements. 

The method was first evaluated by taking advantage of measurements of SWL that were used 

as proxies of flow to select a threshold that would produce the best flow/no-flow matches. 

After visually analysing all 56 datasets we noted that intermittent flows (flow duration ≥ 7 days) 

could be roughly identified for most datasets by the CTA signal dipping below 0.5 °C. However, 

neither the start/cessation of the intermittent flows nor the ephemeral events were easy to infer 

from the CTA signal alone. Under further inspection, we observed that the start of flow events 

matched reasonably well with the “breaks” in the frequency signal at 1-cpd, and flows always 

coincided with a precipitation event and the observable “dampening” of the streambed 

temperature signal. The combined information from the break in the frequency, the dampening 

of the temperature signal, and confirmation of a precipitation also allowed us to detect some of 

the ephemeral events. Finally, we could not identify a way to infer flow cessation particularly 

after intermittent events and/or when the SWL was likely to represent ponding water. The 

lessons learned from the visual analysis allowed us to develop a series of simple guidelines to 

estimate the thresholds. The results from the selected and estimated thresholds were compared 

to assess how well the new guidelines to estimate the threshold performed. Finally, we evaluated 

how well the predicted flows from the estimated threshold captured the spatiotemporal 

dynamics of flows across the catchment.  

1.24.1 CWT Method Application and Threshold Determination (Selected and 

Estimated) 

The application of the CWT method was straight forward, simple, and easily automated using 

code. We found that the scaleogram and the convoluted temperature amplitude were a good 

visual aid to help identify possible flow events that would otherwise be overlooked by only using 

the temperature signal. However, the selection of an ‘optimal’ threshold was challenging and a 

time consuming task as anticipated by Partington et al. (in-prep). Similar to what has been 

suggested in other similar studies (Assendelft & van Meerveld, 2019; Blasch et al., 2004; Gungle, 

2006), we observed large variability in the selected thresholds among sites which suggests that 
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it is unlikely to find a “universal” threshold value that would yield good results across sites. 

Differently than the estimated parameters used for the methods proposed by Assendelft & van 

Meerveld (2019), Blasch et al. (2004), and Gungle (2006) we saw that a single threshold value 

did not perform well for over 60% of the sites with multi-year datasets. The inter-annual 

variability in the threshold values indicates that the threshold isn’t site specific but rather might 

depend on the yearly temperature variability. Including a function of time for the temperature 

variability in our threshold selection was outside of the scope of this paper, but our results 

indicate that there is indeed a temporal variability that needs to be considered. These results are 

consistent with the remarks by Partington et al. (in-prep) who mentioned that threshold 

estimation might need to include a function of time to account for the seasonal variability of 

temperature amplitudes. Similarly, Gungle (2006) hypothesized that the seasonal variance in 

diurnal temperatures and daylight length would impact his threshold values and therefore 

analysed the thermographs in three separate periods with similar temperature amplitudes. The 

results from regression analysis exploring the relationship between the selected threshold values 

and the yearly temperature variance were however inconclusive. Further work on understanding 

the threshold variability would be valuable.  

The proposed empirical guidelines to estimate the threshold are simple, easy to replicate and 

different from other temperature-based methods, it does not require the determination of a site-

specific subjective set of parameters (Assendelft & van Meerveld, 2019; Blasch et al., 2004), a 

calibration period (Assendelft & van Meerveld, 2019; Blasch et al., 2004; Gungle, 2006), or 

having to bury the temperature sensors at depths up to 75 cm (Blasch et al., 2004; Gungle, 2006). 

The process, however, still required detailed visual inspection which was time consuming, and 

was prone to subjectivity for datasets that presented multiple ephemeral and intermittent events. 

Similar to Blasch et al. (2004) we use available precipitation records to improve accuracy. The 

precipitation records were most important when evaluating the likelihood of ephemeral events 

from short breaks in the frequency signal, which were overall the hardest to assess. The lessons 

learned from developing the guidelines could be used in future studies to automate the threshold 

estimation process, which could aid overcome the subjectivity and time-consuming challenges. 
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1.24.2 CWT Method Performance with Selected and Estimated Thresholds 

The overall performance of the CWT method was comparable for the selected and estimated 

thresholds for most datasets. We saw the best performances for the datasets where most of the 

flow occurred during a single intermittent flow (matches >95%) and the worst performances 

for datasets that presented several short ephemeral and intermittent events, and for datasets 

which had periods that most likely represented ponding conditions. Similar to what was noted 

by Partington et al. (in-prep), the method generally struggled to capture ephemeral events of 

one day or less but was successful in capturing all intermittent events in all the tested datasets. 

These results are also consistent with the findings by Blasch et al. (2004) who stated that some 

of the parameters needed for his method were less critical for long duration events and by 

Assendelft & van Meerveld (2019) who concluded that the method showed the worst 

performance in sites with short episodic flows. It must be noted that possibly some of the 

categorized short and shallow flow events from the SWL data might have been ponding water 

after extreme rainfall events. 

In terms of capturing the flow timing, we observed that detecting flows with a single threshold 

tends to over predict the start and under predict the end of the flow events. Therefore, 

improvements on the threshold position to capture the start of a flow event had a direct impact 

on capturing the recession of the hydrograph and vice versa. This offset in the timing of 

strreamflow onset and cessation is a recurring issue encountered in previous studies (Assendelft 

& van Meerveld, 2019; Blasch et al., 2004) and it was noted in the initial CWT work by 

Partington et al. (in-prep). In particular, we saw that flow cessation was generally more difficult 

to capture. During the visual analysis to develop the guidelines to estimate the threshold, we 

noticed that in most datasets the changes in the diurnal temperature fluctuations were more 

pronounced in the transition from dry to wet than from wet to dry states, particularly for 

intermittent events. While the clear break in the 1-cpd frequency signal aligned closely to the 

start of flow, an equivalent signal change was not clear to infer flow cessation. These findings 

are consistent with the remarks by Blasch et al. (2004) who stated that flow cessation was more 

difficult to identify and attributed it to shifts on the dominant heat transport mechanism 

affecting the temperature signal. In our study, the difficulties arose from the recession periods 

containing periods with shallow flows and and/or ponding water.  
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Within datasets, we observed that different events had different thresholds as reflected in the 

values of the identified amplitude intersections (Table 4.5 - 4.7). This is logical since the 

convoluted temperature amplitude is dependent on the surrounding observation points. 

Therefore, a flow preceded by a long dry period with large amplitudes would have a larger 

threshold value than a flow that included the dampened amplitude signals from a preceding 

flow. This insight allowed us to understand the reason for the misclassification of flow/no-

flows around flows events and reaffirmed our notion that yearly and possibly seasonal 

thresholds are needed to account for temperature variability.  

Partington et al. (in-prep) suggest in their discussion that it might be possible to evaluate flow 

magnitude during intermittent flow events using the amplitude signals. Although testing this 

theory was out of the scope of this study, our visual analysis uncovered certain patterns that 

support this idea. We noted that in most of the datasets, the convoluted signal allowed us to 

roughly speculate the shape/behaviour of the hydrograph mostly for the intermittent flows. For 

both short intermittent and some ephemeral flows, characterized by sharp recessions, the 

convoluted signal decreases and takes a “V” shape, where the dip roughly mirrors to the 

hydrograph peak. The wider the “V” shape, the longer peak flow levels were maintained and 

the narrower, indicated a fast recession. During longer intermittent events that consisted of 

multiple-consecutive large flows (peaks), the convoluted amplitude drops and plateaus. During 

long recession periods, the signal creates a hump that raises until the next peak occurs, and the 

signal drops again. These “humps” during the recessions were noticeably smoother for deeper 

water levels and more pronounced for shallow ones. The bad performances capturing 

ponding/shallow flows similarly suggest that with further analysis an additional threshold could 

be developed to capture and differentiate ponding/shallow flows from larger flows.  

Since we have established that our application (using a single threshold) of the CWT method 

under or over-estimated the timing of the onset and cessation of flow and did not perform well 

capturing ephemeral events, the spatiotemporal performance was limited in its ability to reliably 

capture the occurrence and approximate duration of intermittent flows. Nevertheless, the 

capability to capture the behaviour and patterns of intermittent flows for a mostly intermittent 

stream network is decidedly valuable. From the estimated flows from the CWT, for example, 

we were able to recognize differences in the catchment’s response corresponding to the annual 



 

114 

precipitation distribution. Although 2011 and 2013 had practically the same annual precipitation 

(a difference of only 19 mm), it was evident by simply looking at the scaleogram, that in 2011 

most sites had multiple and shorter flows in contrast to the longer intermittent flows observed 

throughout the 2013 season. Similar observations could be made when comparing the responses 

from 2012 and 2013. With roughly 100 mm more rain, the 2012 flow season presented longer 

intermittent flows than 2013, which was captured for over 70% of the sites. For both 2012 and 

2013, we were also able to capture the overall pattern of flow duration for sites across the 

catchment. Moreover, the differences in the start of the intermittent season between both years 

can be inferred clearly from the CWT results when focusing only on the intermittent flows. The 

intermittent flow season for 2012 started around mid-late June, whereas for 2013, it started 

about a month later during mid-late July. The start of the intermittent season for both years 

occurred coincidentally during the months that recorded the greatest monthly precipitation. 

These observations are consistent with other studies that have found that changes in the 

precipitation input have a direct impact on the streamflow response on IRES (Gutierrez‐Jurado 

et al., 2019; Park et al., 2011; Thomas et al., 2016). These results from this chapter show the 

potential of the CWT method to provide insight into intermittent flow dynamics for IRES. At 

the catchment scale.  

1.24.3 Study Limitations, CWT Potential and Future Work  

Our findings debunk the idea that a single universal threshold could be used across datasets, 

and not even across years for multiyear datasets. The variability of the thresholds by site and 

year, suggest that the thresholds are affected not only by seasonal temperature variability but 

possibly by other factors. These results are consistent with findings by Gungle (2006) who 

observed noisy datasets from sites where physical structures generated intermittent shading 

above the logger. Further studies that analyse the threshold variability using the temperature 

variability and site characteristics would most valuable. 

Our detailed visual analysis and performance tests for the CWT method exposed some 

important limitations and some promising potentials. It is important to note that this discussion 

is constrained by our implementation of the CWT method which used a single threshold to 

identify flows in a yearly dataset, and without exploring other parameter values with the CWT 

analysis. 
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The limitations can be summarized into the bad performances of the method to capture short 

ephemeral flows, periods of ponding water, and to accurately capture the timing of flow onset 

and cessation. There are a few considerations worth exploring in future applications of the CWT 

method to overcome some of these limitations. Partington et al. (in-prep) mention the 

possibility of incorporating a function of time to include the higher temperature variation during 

the summer to capture the ephemeral flows during that period. Likewise, the yearly datasets 

could be analysed by periods of similar temperature amplitudes like Gungle’s (2006) approach. 

While accounting for seasonal temperature variability would likely improve the overall 

performance of the CWT method, single thresholds for multiple events even within a season 

are not likely to improve getting the timing of the onset of flow. From our analysis we suggest 

that the best results would be obtained by developing a procedure to identify and treat every 

single “break” in the frequency signal (i.e. possible flow) as an individual occurrence with its 

specific threshold, similar to how we identified the amplitude intersections for each signal break 

when estimating the threshold. Treating every signal break separately has the potential to 

enhance the ability of the method to predict shorter events as well as to improve capturing the 

onset of flow. Nonetheless, some of these shorter events are not easy to identify accurately and 

additional information such as benchmark temperature sensors would likely be needed to assist 

the identification process. Moreover, unless such approach is automated the process would be 

extremely time consuming and unfeasible for large datasets. 

Overall, our results show that the CWT has great potential for analysing intermittent flow 

seasons if the short ephemeral events are considered negligible in the big scheme. Since for most 

datasets the signal break for an intermittent event is quite clear, the estimated flow duration and 

timing of onset and cessation would likely be improved. This would improve our capacity to 

understand the spatiotemporal dynamics of flow onset and cessation across the catchment. Our 

analysis further suggests that the convoluted amplitude signal contains some important 

information to infer where hydrograph peaks and recessions occur. At this point our 

observations provide only a qualitative understanding of the hydrograph characteristics, 

however, future work could evaluate a way to perform a quantitative analysis. While preliminary, 

these findings are promising and unique from any of the other methods that have been used in 

previous studies to infer flow occurrence that have been used in previous studies.  



 

116 

Finally, while our proposed guidelines are easy to implement, at this point, visual analysis of all 

the individual datasets is required. Even if this process is simplified by excluding the hardest 

events to asses (i.e. ephemeral), the method remains time consuming. Finding a way to automate 

the threshold selection would, therefore, be necessary if this method is to be used in a large-

scale catchment with a dense network of temperature sensors and/or for a long record period. 

1.25 Conclusion 

A novel temperature-based method was applied to a field dataset to develop guidelines to 

estimate a flow/no-flow threshold and to evaluate its application and performance capturing 

streamflow in an intermittent Mediterranean-climate catchment. The CWT method was tested 

on over 56 datasets that spread over three years which included a variety of flow conditions. 

After a detailed analysis of the 56 datasets, a set of simple guidelines was developed that allowed 

us to estimate the flow threshold. The results from the CWT with the estimated threshold show 

that the method performs well to capture periods of intermittent flow and struggles to capture 

short ephemeral events and ponding water. Our results suggest that for intermittent flows, the 

CWT method would be able to capture relatively well the onset, cessation and duration of the 

intermittent season. Our detailed analysis additionally showed that it might be possible to infer 

the hydrograph peaks and recessions, as well as ponding conditions, from the temperature 

amplitude signals. This is an important development which, if developed in further studies, 

could set apart the use of temperature with the CWT analysis as a proxy to detect flow from 

other methods. With intermittent streams being some of the most vulnerable freshwater systems 

to the impacts of climate change and other human-driven impacts, understanding the seasonal 

flow variability is critical. Our results suggest that the CWT method can be used to generate a 

better understanding of the seasonal flow variability as it was observed by our ability to detect 

differences in the seasonal flows in response to different yearly precipitation patterns. The 

application of the CWT method is simple and does not require other benchmark data, 

calibration periods, the calculation of complicated and site-specific set of parameters, or 

complicated installations. The simple guidelines developed in this study showed to be effective 

in selecting a threshold that performs well at capturing flow/no-flow periods. Future work 

should attempt to automate the threshold selection and test different applications that could 

improve the method performance for capturing shorter ephemeral events.  
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Chapter 5 

Conclusions 

The literature review provided in Chapter 1 highlighted some of the most important knowledge 

gaps and challenges to understand streamflow generation in IRES from semi-arid catchments 

with Mediterranean climates. Among the most important gaps and challenges were [1] the need 

of research with a focus on understanding the hydrological processes leading and contributing 

to streamflow generation in IRES, and [2] the difficulty to monitor flow in these systems and 

the need of long-term and spatially distributed streamflow data. Three main research questions 

were posed in section 1.3 with the aim to provide insight into the processes that contribute to 

streamflow generation in IRES (Chapters 2-3) and to provide new solutions to overcome some 

of the challenges of monitoring streamflow in these systems (Chapter4). The contributions of 

this thesis are summarized in the key findings from each question (contained in Chapters 2-4) 

and are presented in the sections below. 

1.26 Summary of Findings 

1.26.1 Question 1. What triggers streamflow for Intermittent Rivers and 

Ephemeral Streams in Low-Gradient Catchments in Mediterranean 

Climates?  

To answer this, we followed a concept‐development approach using ISSHM’s to explore the 

effect of a range of catchment and climatic controls representative of low‐gradient 

Mediterranean-climate IRES on the threshold of flow. We focused on understanding the 

dominant flow generation mechanisms and the development and spatial extent of active areas 

at the threshold of flow generation.  

Key findings from this study are: 

1. Soil type exerts the greatest overall influence on streamflow generation and is the main 

factor determining the spatiotemporal development of active areas by a given flow 

generation mechanism and threshold contributing processes. The dominant flow 



 

118 

generation mechanism is Dunne overland flow for sandy soils, Horton overland flow 

for sandy loam soils, and interflow for sandy gravel soils. 

2. The identified dominant mechanism for each soil demonstrated the effect of the initial 

groundwater head and rainfall scenarios on the timing and processes that trigger 

streamflow onset. 

3. The tested catchment characteristics highlighted the important role of the unsaturated 

storage dynamics in explaining the thresholds and pathways of flow generation, which 

were visible from the development of active areas by a given flow generation 

mechanism. 

1.26.2 Question 2. Can an integrated model be used to capture the conceptualized 

streamflow generation processes of an intermittent stream at the catchment 

scale?  

An ISSHM for a medium-size Mediterranean-climate catchment in South Australia was 

developed to test how streamflow generation concepts and theories from smaller and simplified 

models would apply in a real catchment. To inform the parameterization of the numerical model 

and evaluate the model results, we developed a conceptual model of the catchment. The 

conceptual model was based on field data combined with the lessons learned from the previous 

question and our understanding of the geology, topography, and GW levels across the 

catchment. 

 Key findings from this study are: 

1. The active areas (flow generating areas) showed distinct mechanisms developing in the 

three major conceptualized areas in the catchment with distinct soils and topographic 

characteristics. These results support the findings from the previous study, about the 

key roles of soil, topography, and the saturated storage dynamics as the drivers of flow 

generation in IRES.  

2. Results provide insight on the spatiotemporal dynamics of flow generation processes at 

the catchment scale.  

3. The spatiotemporal variability of flow generation at the catchment scale occurs in 

response to the different flow pathways resulting from the distinct dominant flow 

generation mechanisms across the catchment.  
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In a broader sense, the findings presented in 5.1.1 and 5.1.2 can aid management decisions when 

evaluating the vulnerability of a catchment dominated by a given mechanism to impacts from 

factors such as GW level declines, land use changes, soil erosion, and shifts on precipitation 

patterns. Additionally, flow generation mechanisms are key to understand flow pathways which 

highly influence ecosystems functions, water quality, and land surface processes (Alexander et 

al., 2007; Freeze, 1974; Haria & Shand, 2004; Liu et al., 2008; Zimmer & McGlynn, 2018). The 

insights gained from these findings highlight the importance of studying streamflow generation 

in IRES with a focus on understanding processes and the potential of using ISSHM as a tool to 

achieve this understanding.  

1.26.3 Question 3. Can we use only streambed temperature data to monitor 

intermittent streamflow in an intermittent Mediterranean-climate 

catchment? 

A novel temperature-based method based on a CWT analysis was applied to a field dataset to 

develop guidelines to estimate a flow/no-flow threshold and to evaluate its application and 

performance capturing streamflow in an intermittent Mediterranean-climate catchment in South 

Australia.  

Key findings and developments from this study are: 

1. A set of simple, repeatable, and non-site guidelines was developed to estimate the 

flow/no-flow threshold. 

2. The CWT method with the estimated threshold showed an overall good performance 

capturing intermittent flow.  

3.  Detailed visual analysis of over 56 datasets show trends that indicate the CWT results 

contain information with the potential to infer ponding conditions and hydrograph 

peaks and recession periods. 

With intermittent streams being some of the most vulnerable freshwater systems to the impacts 

of climate change and other human-driven impacts, understanding their seasonal flow variability 

is critical. Our results suggest that the CWT method can be used to generate a better 

understanding of the seasonal flow variability as it was observed by our ability to detect 

differences in the seasonal flows in response to different yearly precipitation patterns. Different 
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than previous similar methods, the application of the CWT analysis is simple and does not 

require other benchmark data, calibration periods, the calculation of complicated and site-

specific set of parameters, or complicated installations. These advantages combined with the 

ruggedness and low cost of temperature sensors provide a valuable alternative in the use of 

temperature data with the CWT method to monitor intermittent streamflow in IRES. 

1.27 Limitations and Future work 

IRES occur all around the world, from humid and temperate, to arid and Mediterranean 

climates; and from small headwater streams to major rivers. In this PhD, we have focused on 

IRES from semi-arid catchments in Mediterranean climates with weathered geology. Therefore, 

some of our specific findings might not be appropriate for IRES in humid climates or alpine 

systems, where flow intermittency occurs in response to snowmelt and for arid catchments with 

summer rains. Future work should consider exploring streamflow generation in the other type 

of IRES with a similar focus on understanding processes and thresholds of flow generation. For 

instance, for areas where rainfall occurs during the summer months such as the Sonoran and 

Chihuahuan Deserts in North America (Pierini et al., 2014) future research should investigate 

the impact of ET on streamflow generation in IRES. Further considerations about the 

importance of considering ET in streamflow generation in IRES is discussed in section 2.7.4. 

Chapters 2 and 3 highlighted important insights into the pitfalls and challenges of using 

ISSHM’s to model streamflow generation in IRES. The large computational time to run the 

simulations was the major restraint we encountered from the early preliminary stages. The slow 

model convergence was observed particularly during the sudden state changes from dry to wet, 

and we attributed to the model struggling to solve the highly non-linear equations for 

unsaturated flow in a mostly unsaturated surface domain. While in Chapter 2 the slow 

convergence constrained us to use a small model domain with no further impacts, in Chapter 3 

we had to relax the 2D mesh discretisation which had further implications. By relaxing the mesh, 

we lost the channel representation which led to a disconnection of the stream with the 

floodplain. As a result, we lost the ability to capture flow in the stream network (i.e. streamflow) 

which was the major pitfall that explains our lack of hydrograph results. These results highlight 

the importance of preserving channel representation to model streamflow generation on IRES. 

Specific advice to overcome this challenge is discuss at length in section 3.5.2. 
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Another challenge experienced in Chapter 3, was the determination of the initial conditions for 

the PM. The multi-aquifer system in our catchment made the estimation of initial GW heads an 

intensive and challenging task. The skewed distribution of the available shallow wells in the 

catchment kept us from being able to estimate a reasonable GW head raster. In our study, we 

tried to overcome this challenge by draining an initially saturated model until we could match 

the simulated GW heads with the average GW head elevation from the shallow observation 

wells. However, the lack of shallow wells information is likely to be a common issue that would 

be faced for any catchment-scale simulations of IRES elsewhere. While the GW-stream 

interactions were not considered critical and were outside of the scope of our study, flow 

intermittence in many rivers can be attributed to a water table fluctuation relative to the stream 

channel elevation (Snelder et al., 2013).  

The main limitations of the CWT method (Chapter 4) are summarized in the bad performance 

of the method to capture short ephemeral events and the inability to recognize ponding water 

conditions. However, these limitations are comparable to those of the current existing methods 

as discussed in section Error! Reference source not found.. Additionally, the proposed 

guidelines still require a visual inspection to estimate the flow/no-flow threshold. Future work 

should attempt to automate the threshold selection and test different applications that could 

improve the method performance for capturing shorter ephemeral events. A further discussion 

into possible modifications to the method are discussed in section 4.4.3. Finally, the preliminary 

observations about the potential to infer ponding conditions and hydrograph peaks and 

recession periods should be explored in future studies. 

The results from Chapters 2 and 3 on capturing the dominant flow processes are promising and 

provide an important insight of flow in IRES. These studies are an initial step towards 

understanding the thresholds and pathways of flow generation and providing insight on the 

challenges of implementing ISSHMs for process understanding in IRES. The results from 

Chapter 4 showed the potential of the CWT method to capture streamflow and generate a better 

understanding of the seasonal flow variability in IRES. Future work should build upon the 

lessons learned from this PhD to continue advancing our understanding of streamflow 

generation in IRES.  
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Appendix A  

Field parameterization to determine trigger mechanisms of 

streamflow generation in an ephemeral-intermittent system, South 

Australia 

American Geophysical Union, Fall Meeting, 2016 

Karina Gutiérrez1, Margaret Shanafield2, Okke Batelaan1, Peter Cook 2. 

School of the Environment, Flinders University1 

National Centre for Groundwater Research and Training, School of the Environment, Flinders 

University, Adelaide, South Australia, Australia2 

For non-perennial streams (intermittent and ephemeral streams) the processes that control 

streamflow generation remain poorly understood and represent one of the greatest challenges 

to better understand the dynamic behavior from one of earth’s most widespread water systems. 

This study examines an intermittent-ephemeral catchment in South Australia where little is 

scientifically known about the relative contributions of overland flow, soil saturation, and 

groundwater inflow to creek flow, although there are many well-developed hypotheses among 

the local vineyard owners. Detailed field data were used to characterize the hydrologic links 

between precipitation, antecedent soil moisture, groundwater levels, and resulting streamflow 

to identify triggers at the threshold to flow in the creek. A previous study in the catchment 

documented a complex interaction between the creek and the shallow aquifer outlining the 

spatially and temporally variability between losing and gaining conditions along the creek. 

Monitoring sites were distributed across the catchment to capture the hydrologic processes 

under gaining, losing and variably loosing-gaining stream conditions. Results from this study 

will provide of a better understanding on the controlling mechanisms of stream flow generation 

on non-perennial streams under varying stream conditions. Furthermore, the results are 

expected to be used for the development of an analytical equation to predict streamflow that 

will be used in development of an integrated surface water-groundwater model of the basin.  
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Appendix B  

Streamflow generation in fully integrated surface-subsurface 

hydrological models for IRES with varying catchment and 

environmental characteristics 

EGU General Assembly 2018 

Karina Gutierrez (1), Margaret Shanafield (1), Daniel Partington (2), Okke Batelaan (1), and 

Peter Cook (2) 

(1) College of Science and engineering, Flinders University, Adelaide, Australia 

(2) National Centre for Groundwater Research and Training, Flinders University, Adelaide, 

Australia 

For IRES (intermittent and ephemeral streams) the processes that control streamflow 

generation remain poorly understood, challenging our ability to characterize the dynamic 

behaviour of one of earth’s most widespread water systems. With complex temporal and spatial 

interactions between surface water and groundwater, variable flow regimes, flashy and erosive 

flows, and unpredictable timing, field-based research is challenging and often not feasible in 

such systems. Integrated Surface-Subsurface Hydrological Models (ISSHM) can serve as a proxy 

to overcome these challenges. ISSHMs have been widely used in recent years for their ability to 

fully integrate the surface and subsurface flow domains and produce physically consistent 

simulations; however, most models are still limited to large scale spatial and temporal variability 

of the hydrological processes controlling streamflow generation The previous is particularly 

relevant for IRES, where streamflow generated at the catchment scale is often segmented. With 

losing, gaining and variably losing-gaining stream sections commonly present in IRES, it is 

necessary to be able to interrogate the models at any point within the catchment. ISSHMs 

combined with the Hydraulic Mixing-Cell method overcome this issue by allowing the 

identification and quantification of the contribution of all streamflow generation mechanisms 

to the hydrograph at any chosen point along the stream. This study implements an ISSHM 

coupled with the Hydraulic Mixing-Cell method to determine the main processes involved in 

runoff and streamflow generation for a range of synthetic catchments. A simple configuration 
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of a symmetrical catchment with one river crossing in the middle was used to develop the 

synthetic scenarios. Contrasting catchment characteristics and environmental inputs were tested 

to examine their influence in model results with a total of 1080 unique model combinations. 

Varying catchment characteristics included a round and an elongated catchment shape with 

Form Factors of 0.44 and 0.82 respectively, a mild (0.02) and steep (0.05) hill slope, and soil 

hydraulic properties for a sandy and sandy loam soil. Similarly, a total of 27 rainfall and 5 

potential evapotranspiration (ET0) inputs were developed using maximum, minimum and 

average values typical of a South Australian catchment with Mediterranean climate. Rainfall 

datasets were developed by combining three total rainfall amounts (min, max and average) with 

event durations of 1, 2, and 3 days and inter-event lapses of 2, 5, and 8 days. ET0 was varied 

from min to max values in even increments. Additionally, hydrograph nodes were distributed 

every kilometer along the stream to determine the partitioning of contributing flow generation 

mechanisms into infiltration-saturation excess overland flow, stream interception, and 

groundwater discharge. The goal of this study is to understand the influences of catchment and 

environmental parameters and to identify the main drivers controlling streamflow generation 

and their spatiotemporal variability, in particular the threshold behaviour that results in IRES at 

the catchment scale.  
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Appendix C  

Understanding the drivers and timing of streamflow for IRES 

American Geophysical Union, Fall Meeting, 2018 

Karina Gutiérrez12, Margaret Shanafield12, Daniel Partington12, Okke Batelaan12 

College of Science and Engineering, Flinders University, Adelaide, Australia1 

National Centre for Groundwater Research and Training, Flinders University, Adelaide, 

Australia2 

IRES (intermittent and ephemeral streams) make up 50% of the world’s river network and are 

expected to increase due to projected climate shifts and the increasing demand on water 

resources. Understanding the timing and processes controlling streamflow generation in IRES 

remain the greatest challenge to manage these systems. The goal of this study is to understand 

the influence of groundwater depth, soil hydraulic properties, and rainfall to identify the main 

drivers controlling the threshold behaviour of streamflow generation in IRES. Therefore, we 

implement a concept development approach using an ISSHM coupled with the Hydraulic 

Mixing-Cell (HMC) method to provide insight into the generation mechanisms in a theoretical 

catchment with a temporary stream. 

We tested a range of initial groundwater depths, three soil types (sand, sandy gravel and a sandy 

loam) and 9 rainfall applications based on the average annual exceedance probability records for 

arid and semiarid regions in the US and Australia. Hydrograph nodes were distributed along the 

river to determine the effect of contributing area and the partitioning of contributing flow 

generation mechanisms into infiltration-saturation excess overland flow at the hillslope and 

riverbed, and groundwater discharge.  

Results show that soil type highly regulates streamflow generation with the sandy loam soil 

producing the most flow events and the sandy gravel producing the least. Rainfall influenced 

the generation of flow across soils. Long duration low intensity precipitation accounted for 50% 

of the flows generated for sandy gravel soil and 39% for sandy soil; whereas short duration high 

intensity rainfall accounted for 50% of generated flows for sandy loam. Depth to groundwater 
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had a greater effect on the timing of the first flow for sandy gravel and sandy soils than for 

sandy loam. Dominant mechanisms are mainly influenced by the soil type. For the sandy loam 

soil flow generation is dominated by infiltration excess overland flow; the sandy gravel dominant 

mechanism is saturation excess infiltration discharging as interflow to the river; and for sand the 

dominant mechanism is saturation excess overland flow on the river channel. This study is a 

first step to advance our understanding on controls of flow generation for IRES.  
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Appendix D  

Streamflow generation mechanisms for an intermittent-

ephemeral catchment in South Australia: a modelling approach  

Australasian Groundwater Conference, 2019 

Karina Y. Gutierrez-Jurado 1, Margaret Shanafield 1, Daniel Partington 1 

Flinders University, Bedford Park, SA, Australia 

In Australia, Intermittent Rivers and Ephemeral Streams (IRES) are the common features that 

dominate the landscape. Contributing with roughly 70% of the stream network, IRES are key 

for ecosystems health, are important for farming and agriculture and represent a main source of 

groundwater recharge. However, the understanding of streamflow generation mechanisms for 

IRES remains a challenge. This study examines an intermittent-ephemeral catchment in South 

Australia where little is scientifically known about the processes leading to streamflow 

generation and the contributing mechanisms, although there are many well-developed 

hypotheses among the local vineyard owners. Previous research in the catchment has shown 

complex spatiotemporal interactions between the creek and the shallow aquifer, outlining 

changes in losing and gaining conditions along the creek during the intermittent flow season. 

We used a fully integrated surface-subsurface hydrological model coupled with the Hydraulic 

Mixing-Cell method to investigate the processes leading to the onset of flow for the intermittent 

season and to determine the spatiotemporal variability of the streamflow generation 

mechanisms. For this, we analyzed the development of flow generating areas and the dominant 

contributing flow generation mechanisms at different locations along the catchment at the onset 

of flow, and during the transition from ephemeral to intermittent flow. The expected results 

from this study will allow us to better understand streamflow generation at the threshold of flow 

and at the transition from ephemeral to intermittent flow for an intermittent-ephemeral creek 

in South Australia. This will be useful to aid IRES management decisions such as those 

pertaining to ecosystems health monitoring, the vulnerability of the catchment to the effects of 

droughts, and potential impacts of declines to the shallow groundwater system. 

  

http://agc2019.p.agc.currinda.com/days/2019-11-26/abstract/310#affiliation_465
http://agc2019.p.agc.currinda.com/days/2019-11-26/abstract/310#affiliation_465
http://agc2019.p.agc.currinda.com/days/2019-11-26/abstract/310#affiliation_465
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Appendix E  

Chronological summary of relevant literature on runoff-streamflow 

generation studies using ISSHMs 

Study Aims Model 
Catchment 

regime 
Catchment 

Size 
Major outcomes 

Vanderkwaak & 
Loague, 2001 

Rainfall-runoff 
for streamflow 
generation 
processes 

InHM Intermittent 0.1 km2 

Both Horton and 
Dunne overland 
flow mechanisms 
contribute to the 
rainfall-runoff 
response 

Ivanov et al., 
2004 

Test the use of 
irregular spatial 
discretization for 
large scale basins 

tRIBS Perennial 
800-1600 
km2 

Spatially variable 
hydrologic response 
due to rainfall, 
topography, soils, 
and land 
use/vegetation 
which suggest that 
distributed 
information on such 
parameters has 
potential for large 
scale hydrologic 
forecasting 

Jones 2006 

Study the 
hydrodynamic 
mixing processes 
to understand 
pre-event water 
contributions to 
streamflow 
generation 

InHM Ephemeral 0.001 km2 

Hydrodynamic 
mixing processes 
influence pre-event 
water estimates 
which might be 
problematic in 
quantifying 
groundwater 
contributions to 
streamflow by 
tracer-based 
separation 
techniques. 
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Vivoni et al., 
2007 

Transient runoff 
response in a 
catchment with 
heterogeneous 
properties and a 
varying range of 
initial conditions 
and rainfall 
forcing. 

tRIBS Perennial 
65-808 km2 

 

Partition of runoff 
generation 
mechanisms affect 
the non-linear and 
scale-dependent 
basin response. 

Jones et al., 2008 

Reproduce 
surface-
subsurface 
hydrodynamic 
processes at the 
catchment scale 
with a rainfall-
runoff approach 

InHM Perennial 75 km2 

Model reproduced 
relatively well the 
rainfall-runoff 
response for both 
transient flow 
simulations. 

 

Sudicky et al., 
2008 

Evaluate model 
performance to 
reproduce 
surface-
subsurface flow 
characteristics 
and transport 
processes in 
transient and 
steady state 
simulations 

HGS Perennial 17 km2 

Simulated hydraulic 
head distribution 
and rainfall-runoff 
response agreed well 
with observed 
values 
demonstrating the 
capability of the 
model to reproduce 
fully integrated 
hydrodynamic 
processes at the 
catchment scale 

Frei et al., 2010 

Evaluate the 
effects of micro-
topography on 
surface-
subsurface 
interactions and 
runoff 
generation 

HGS Perennial 0.002 km2 

Micro-topography 
induce complex 
threshold processes 
and a dynamic 
surface flow 
network that by 
expansion and 
contraction governs 
streamflow 
generation and 
determines the 
surface or 
subsurface flow 
dominance 
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Park et al., 2011 

Quantify and 
identify the 
sources of the 
hydrologic 
response to 
precipitation as 
overland and 
groundwater 
flow and to 
identify temporal 
and spatial 
variations of 
these processes 

HGS Perennial 0.002 km2 

Precipitation 
intensity greatly 
influences the 
contribution 
proportion of 
subsurface 
mechanical flow and 
mixing processes 
can be useful to 
enhance tracer 
signals used to 
identify streamflow 
source. 

Mirus & Loague, 
2013 

To quantitatively 
characterize the 
environmental 
controls on 
runoff 
generation 
mechanisms 

InHM Ephemeral? 
0.001-0.1 
km2 

Runoff generation is 
highly influenced by 
relative rates of 
rainfall, infiltration, 
lateral flow 
convergence and 
storage dynamics in 
the soil. 

Weill et al., 2013 

Characterize 
links between 
runoff 
generation 
processes and 
saturated area 
dynamics 

CATHY Ephemeral 1.5 km2 

Surface topography 
is an important 
control on the 
evolution of 
saturated area 
patterns which 
determines 
dominant 
streamflow 
generation processes 

Partington et al., 
2013 

Quantify in-
stream and 
overland flow 
generation 
mechanisms at 
the catchment 
scale 

HGS Perennial 0.2-4.2 km2 

Improved Hydraulic 
Mixing-Cell method 
was developed to 
enable the 
distinction between 
active and 
contributing 
processes to 
quantify the 
streamflow 
generation 
mechanisms at the 
catchment scale. 
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Frei & 
Fleckenstein, 
2014 

Evaluate the use 
spatially 
distributed 
rill/depression 
storage zones to 
represent the 
effects of micro-
topography on 
runoff 
generation. 

HGS Wetland 0.002 km2 

Rill/depression 
storage zones 
effectively represent 
the effect of micro-
topography and 
adequately mimic 
runoff generation 
processes. 

 

Pierini et al., 
2014 

Study the effects 
of mesquite 
encroachment 
on runoff 
thresholds 

tRIBS Ephemeral 0.01 km2 

The fraction of 
grass/bare soil is the 
main determining 
factor explaining the 
runoff response to 
different rainfall 
events 

Ala-aho et al., 
2017 

Understand 
groundwater role 
in streamflow 
generation 

HGS Perennial 3.2 km2 

Groundwater 
contributions to 
streamflow occur 
mainly by saturation 
excess overland 
flow. 
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Appendix F  

Map of Pedler Creek showing the full stream network extent and the 

discretized streams for the ISSHM 
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Appendix G  

Different representations of the surface topography showing the 

original DEM and the post-processed DEM with the different 

incision values. 
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Appendix H  

Sites containing soil information used for the conceptual model and 

for the ISSM parameterization. 

 

Site number Soil name Model Category 
Clay layer 
Depth (cm) 

CH066 Sand over acidic clay Sand 75 
CH079 Thick sand over wet sandy clay loam Sand 110 
CH082 Sand over acidic clay Sand 90 
CH092 Sandy loam over poorly structured brown clay Sand 0.65 
CH093 Loamy sand over poorly structured red clay Sand 40 
CH146 Deep bleached sand Sand 105 
CH147 Deep bleached sand Sand 100 
CH081 Silty loam over brown clay Loam 28 
CH091 Acidic loam over red clay on weathered rock Loam 28 
CH140 Ironstone loamy sand over red mottled clay Loam 42 
CH145 Loam over coarsely structured brown clay Loam 32 
CH155 Loam over red clay on rock Loam 25 
CH148 Black clay over buried clay loamy duplex soil Clay -NA 
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Appendix I  
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Appendix J  

Initial Groundwater Head Approximation 

Preliminary analysis of GW levels to obtain the initial conditions of the porous media. We 

selected wells that range in depth from 0-30 m from the water connect portal for the McLaren 

Vale prescribed well area. From a total of 393 wells in the area (Subplot a&c) we filtered wells 

with at least 3 observations from the year 2000 onwards (Subplot b&d). A total of 47 wells meet 

the selection criteria and were used to create an average GW elevation head. The raster was 

created using the “multiquadric” radial basis function approximation/interpolation for scatter 

data from the Scipy library on Python (Subplot e). A final GW raster was created (subplot g )by 

correcting the interpolated raster with the surface elevation (subplot f). 

 

e) f) g) 
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Appendix K  

Comparison of observed versus simulated GW elevations from the final 

selected model output time. 
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Appendix L  

Comparison of the observed versus the simulated GW elevations from the 

selected model output time. 
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Appendix M  

Comparison of the performance of the CWT with the Selected and 

Estimated Thresholds for each site and year. 
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