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SUMMARY 

Knowledge about the human toxicity of arsenic (As), combined with widespread naturally 

and anthropogenically-induced elevated As concentration in groundwaters in many parts of 

the world (e.g. Argentina, Bangladesh, India and Vietnam), have sparked an increasing 

interest in the factors controlling the distribution of As and the mechanisms that influence 

the fate of As in groundwater systems. 

Several common naturally-occurring geochemical processes can play an important role in 

controlling the distribution of As. However, in natural systems, it is often difficult to discern 

which chemical or biochemical processes take the lead in controlling the fate of arsenic, or 

whether its fate might be predominantly controlled by physical transport processes. In such 

cases integrated flow and reactive transport modelling can provide an important and 

consistent quantitative framework for advancing our understanding of the complex and 

often non-intuitive field-scale behaviour of arsenic.  

This thesis describes the development and evaluation of detailed process-based simulation 

capabilities for two selected managed aquifer recharge (MAR) operations in Langerak, the 

Netherlands and Bradenton, Florida. At both field sites, injection of potable, oxygenated 

water into anoxic aquifers for storage and later withdrawal resulted in the mobilisation of 

arsenic. Both sites were well-characterised and benefited from the controlled hydraulic 

flow conditions that were induced by the MAR operations and from the availability of 

comprehensive data describing the geochemical evolution of the aquifer.  

The simulators used for the studies were the USGS flow model MODFLOW in conjunction 

with the reactive multi-component transport model PHT3D (Prommer et al. 2003). PHT3D 

couples the three-dimensional transport simulator MT3DMS (Zheng and Wang, 1999) with 

the geochemical model PHREEQC-2 (Parkhurst and Appelo, 1999).  

The model-based data interpretation provided conceptual insight into the predominating 

reaction patterns, their spatial variability and their dependence on the flow regime under a 

variety of MAR operating conditions. The integrated flow and reactive transport modelling 

illustrated that arsenic was initially released/mobilised following pyrite oxidation triggered 

by the injection of oxygenated water into the anoxic aquifers. Dissolved concentrations 

were controlled by complexation to neo-formed hydrous ferric oxides during injection. 

Modelling suggested this to be an effective arsenic attenuation mechanism, albeit a 

temporary one. During recovery arsenic was remobilized as a result of both dissolution of 

hydrous ferric oxides and displacement from sorption sites by competing anions.  
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The numerical framework allowed detailed assessments of arsenic partitioning among 

mineral phases, surface complexes and aqueous phases during injection, storage and 

recovery and the evaluation of the temporal and areal extent of arsenic mobility and 

capture within the aquifer.  

During the model development and applications it became clear that computational 

efficiency and accuracy consideration can play an important role for the simulation of 

arsenic fate at field scale. This motivated additional and more systematic investigations on 

the efficiency and accuracy of the numerical modelling approaches for multi-dimensional 

field-scale reactive transport.  

Taken collectively, this thesis creates a depth of knowledge on the science and simulation 

capabilities of field-scale As behaviour.  The work demonstrates, that a clear understanding 

of the fundamental geochemical processes affecting the mobility of arsenic and their 

interaction with physical transport can only be achieved, if flow, transport and reactive 

processes are considered simultaneously. A contribution to understanding the complete 

cycling of arsenic in complex field-scale groundwater systems as a coupled process of 

hydraulic and geo(bio)chemical controls is made. 

The practical aspect of the work is the provision of a tool to assess the suitability of 

different MAR sites and techniques in relation to As mobility, to optimize operational 

conditions as well as to evaluate proposed engineering solutions that could mitigate the As 

problem at affected MAR sites.  
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Chapter 1.  INTRODUCTION 

1.1 THE RESEARCH PROBLEM 

Naturally and anthropogenically induced elevated As concentrations in groundwaters are 

reported from a wide range of hydrogeological and geochemical settings in many parts of 

the world (e.g. Argentina, Bangladesh, India and Vietnam). Arsenic is both a toxin and a 

carcinogen and is recognised as one of the most serious inorganic threats to drinking water 

on a global scale (Smedley and Kinniburgh 2002). Pathways of arsenic into and within 

groundwater systems are still not fully understood. However, several common naturally-

occurring geochemical processes are confirmed to play an important role in controlling the 

distribution of As at the near-neutral pH range that is typical for many groundwaters. The 

oxidation of As-bearing sulphides (e.g. pyrite) under aerobic conditions (Jones and Pichler 

2007) and the reductive dissolution of Fe-oxides under reducing groundwater conditions 

were shown to be important release mechanism for As (Smedley and Kinniburgh 2002, 

Burnol 2007, Dixit and Hering 2003) and played a key role in many studies that investigated 

naturally high As groundwaters. Major processes mitigating the mobilisation of arsenic are 

adsorption, i.e., surface complexation and (co)-precipitation. Minerals such as ferrihydrite, 

Al-oxides or Mn-oxides are known to be effective scavengers for As under oxic conditions, 

while precipitation of As-bearing sulphides may reduce dissolved concentrations under 

reducing conditions (Stollenwerk 2003, Saunders et al. 2008, Wolthers et al. 2008). Other 

processes such as competitive displacement of sorbed As by increasing carbonate and 

phosphate concentrations (Smedley and Kinniburgh 2002, Welch et al. 2000, Stollenwerk 

2007), adsorption of As on carbonates and clay minerals (Goldberg 2002, Charlet et al. 

2007) or biochemical processes (Oremland and Stolz 2003, Islam et al. 2004,  He et al. 2009) 

may also be important components of As cycling in groundwaters and sediments.  

In natural systems, it is often difficult to discern which of these chemical or biochemical 

processes take the lead in controlling the fate of arsenic, or if its fate might even be 

controlled predominantly by physical transport processes. The underlying causes of 

elevated arsenic concentrations will vary from site to site and are affected by the 

composition of the aquifer matrix, the composition of the ambient groundwater and 

recharge water and the hydrogeological conditions of the site. Since these interactions are 

generally highly nonlinear and non-intuitive, integrated coupled flow and reactive transport 

simulations can greatly assist in the analysis of field data and can provide a useful 

framework for advancing our understanding of field-scale arsenic behaviour in 

hydrogeologically and geochemically complex aquifer systems. Conceptual models can be 
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formulated and their applicability tested, with the results eventually providing constraints 

for the interpretation of measured geochemical data. 

Transport behaviour of As under controlled laboratory conditions was previously 

successfully quantified by numerical modelling (e.g. Dzombak and Morel 1990; Appelo et al. 

2002, Jang and Dempsey 2008, Saunders 2008, Jeppu et al., 2010). Recent modeling efforts 

have built on these studies and quantified As behavior under the simplifying assumption of 

1D flow conditions; e.g. Appelo and de Vet (2003), Moldovan and Hendry (2005), Postma, 

et al. (2007) and Stollenwerk et al. (2007). An early example at using a comprehensive 

three-dimensional transport model (PHAST, Parkhurst et al. 2010) to simulate arsenic 

behavior on a regional scale was provided by Parkhurst et al . (1996, 1999). The evolution of 

naturally high arsenic concentrations present in the Central Oklahoma aquifer was 

simulated over geological times. A 2D reactive transport model study on arsenic 

attenuation under field conditions was reported by Jung et al. in 2009. However, a wider 

range of studies which demonstrate the ability of laboratory-derived conceptual models to 

capture the processes that influence and control As distribution at the field scale is still 

lacking. 

The research presented in this thesis investigates conceptual and numerical models to 

provide an integrated, process-based quantification of mechanisms that control As mobility 

at two hydrogeologically and geochemically heterogeneous “field-laboratory” sites. These 

well-characterised sites, both at which managed aquifer recharge (MAR) operations were 

closely studied, benefit from strictly controlled hydraulic flow conditions that are induced 

through the MAR operations and from the availability of detailed temporal and spatial data 

describing the geochemical evolution at the study sites. This provided effective constraints 

for the development of plausible conceptual and numerical models and offered the 

opportunity to investigate field-scale As behaviour under otherwise rarely found, well-

controlled and characterised conditions. This is a significant advantage over most other 

sites, where high As groundwaters were studied, and where factors such as unknown 

source history, uncertain flow rates and a general scarcity of hydrogeological and 

hydrogeochemical data together with the associated parameter uncertainties may limit the 

robustness of any proposed conceptual and/or numerical model.  

The two managed aquifer recharge operations analysed in this PhD study were (i) a 

deepwell injection experiment in the Netherlands and (ii) an aquifer storage and recovery 

operation in Florida. At both sites, injection of potable, oxygenated water into anoxic 

aquifers for storage and later withdrawal has resulted in the mobilisation of arsenic.  
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Chapter 2 describes the first of the two cases, where flow and reactive transport modelling 

was undertaken to provide a consistent interpretation of the observed spatial and temporal 

hydrochemical changes that were documented during an aquifer storage transfer and 

recovery (ASTR) experiment in a siliclastic pyritic aquifer at Langerak, the Netherlands. 

Following injection of aerated water into the anoxic target aquifer, arsenic mobilisation was 

detected close to the injection well, but elevated concentrations diminished to background 

levels with increasing travel distance. Pyrite oxidation and the formation of amorphous 

iron-oxides (HFO) in the progressively expanding oxic conditions of the aquifer were shown 

to be the key chemical processes for water quality changes, which in turn controlled the 

observed fate of arsenic during the experiment. In the model that best reproduced field 

observations the fate of arsenic could be explained by (i) release/mobilisation via co-

dissolution of arsenopyrite, stoichiometrically linked to pyrite oxidation (ii) kinetically 

controlled oxidation of dissolved As(III) to As(V) and (iii) adsorption via surface 

complexation of As on neo-precipitated amorphous iron oxides. The adsorption of As on 

HFOs was simulated using the generalized two-layer surface complexation model (SCM) of 

Dzombak and Morel (1990) for sorption on ferrihydrite, extended by reactions for Fe2+ and 

HCO3
- to allow competitive sorption between arsenic and other ions. The model assumes 

that sorption sites on the solid HFO surface can be described by average surface site 

characteristics with no specific correlation to the actual solid surface structure. The model 

was chosen over the more recently developed charge distribution multi-site complexation 

model CD-MUSIC (Hiemstra and van Riemsdijk, 1996), which distinguishes between 

different surface site types based on the crystal structure of the mineral. At field scale, 

where there is no experimental evidence to determine the exact nature and surface 

structure of the surface complexes, the use of the chemically more simplistic Dzombak and 

Morel model with a smaller number of adjustable parameters was regarded preferable over 

highly parameterised SCMs.  

The second study (Chapter 3) allowed for significant expansion of the work described in 

Chapter 2 with an emphasis on the understanding of the remobilisation of arsenic which 

was observed during the recovery phases of an aquifer storage and recovery (ASR) trial. 

ASR operations involve the cyclic injection of a water source into a target aquifer and its 

later withdrawal from the aquifer through the same well. In this study conservative and 

reactive transport modelling was used to analyse the multi-cycle hydrochemical and 

hydrogeological data from a site in south-west Florida, where As mobilisation was detected 

in response to the cyclic injection of oxygenated potable water into anaerobic sections of a 

pyrite-containing limestone target aquifer. The coupled simulation of the highly transient 
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flow field and geochemical conditions was used to evaluate and quantify the processes 

controlling the redox dynamics and the related fate of arsenic within the aquifer that 

surrounds the ASR well under a variety of operating conditions. The numerical modelling 

illustrated that pyrite oxidation and the precipitation/dissolution of amorphous iron-oxides 

together with competitive displacement of As from sorption sites on HFO by competing 

anions were the key chemical processes that controlled the mobility of arsenic.  

The third study (Chapter 4) was motivated by the significant computational costs that were 

associated with the multi-dimensional field scale MAR model applications discussed in 

Chapters 2 and 3. The work described in Chapter 4 therefore focused on exploring suitable 

numerical modelling techniques to allow for computationally more efficient simulation of 

reactive transport problems around point sources/sinks. Several options of simulating 

radial-symmetric conservative and reactive solute transport were investigated and their 

applicability, accuracy and computational cost was evaluated.  

 

1.2 OBJECTIVES 

In this work coupled flow and reactive transport modelling of two well-characterised 

managed aquifer recharge field sites was utilized to advance our understanding of arsenics’ 

complex and often non-intuitive field-scale behaviour. The studies were underpinned by 

work into numerical modelling techniques, which allow for computationally more efficient 

simulation of reactive transport problems around point sources/sinks. The specific 

objectives were as follows: 

• to develop conceptual models of arsenic release and attenuation at two well 

characterised MAR field sites,  

• to develop a numerical modelling framework that provides a process-based 

description of the coupled flow, solute transport and reaction mechanisms 

controlling the fate of arsenic during MAR 

• Testing the developed quantification framework for two comprehensive field data 

sets collected from a deepwell injection experiment in the Netherlands and an 

aquifer storage and recovery operation in Florida to investigate its applicability to 

simulate As behaviour in natural systems, where flow, transport and reactive 

processes need to be considered simultaneously.  
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• Test computationally efficient modelling approaches for simulating multi-

dimensional field scale reactive transport, applicable to MAR operations.  

 

1.3 SUMMARY OF THE RESEARCH CONTRIBUTION 

Previous numerical studies that have investigated arsenic fate and transport have mostly 

focused on the identification of hydrogeochemical processes affecting its mobility under 

controlled laboratory conditions or in simplified 1-D field situations, while detailed 

quantitative assessment frameworks of As behaviour in more complex groundwater 

systems were generally not established. The work presented in this thesis aimed to fill this 

gap. The well-controlled and characterised conditions at two managed aquifer recharge 

(MAR) sites offered the unique opportunity to up-scale and advance our understanding and 

simulation capabilities of field-scale As behaviour of groundwater systems, where 

geological, hydrogeological, and geo(bio)chemical aspects have to be considered 

simultaneously.   

Reactive transport modelling allowed integrated consideration of the dynamics between 

physical (e.g. flow, mixing) and reactive processes at different spatial and temporal scales.  

As a consequence a deepened understanding of the subsurface processes governing the 

fate of As has emerged and the research makes a contribution to understanding the 

complete cycling of arsenic in complex field-scale groundwater systems as a coupled 

process of hydraulic and geo(bio)chemical controls. It also extends our process-based 

quantification capabilities of water quality changes in complex groundwater systems.  

The numerical data interpretation presented in this thesis provides guidance for sampling 

design and analysis for other MAR operations, where As mobilisation is suspected. Possible 

oxidants (e.g. O2, NO3, SO4), ions competing with As for sorption sites (e.g. PO4, DOC, HCO3), 

arsenic speciation (As3+, As5+) and analytes which characterise the redox conditions of the 

aquifer (e.g. Fe, Mn) are shown to be essential for a quantitative understanding of arsenic 

behaviour and should be part of any future routine analysis. A lack thereof induces 

considerable uncertainty in the determination of the key chemical process influencing 

arsenic mobilisation.  

A practical aspect of the developed quantification framework is its use as a tool for the 

assessment of the suitability of different MAR sites and different MAR techniques in 

regards to As mobility. It also provides a basis to assess and optimize operational conditions 
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and their impact on As mobility as well as to evaluate proposed engineering solutions that 

could mitigate the As problem at affected MAR sites.  

 

1.4 STRUCTURE OF THIS THESIS 

This thesis comprises this introduction, three separate pieces of research work and 

supplementary information included as appendices. The general introduction (Chapter 1) 

gives a brief overview of the fundamental processes that occur in groundwater systems in 

relation to arsenic mobilisation and attenuation and our current ability to quantify these 

using numerical modelling and details the objectives of this thesis. The main research work 

is described in Chapters 2, 3 and 4. Written as manuscripts for publication in peer-reviewed 

journals, each of these chapters can be read independently as a stand-alone piece of 

research, including introduction, methodology, results and discussion and conclusions. The 

three manuscripts included in this thesis are:  

 

(1) WALLIS, I., PROMMER, H., SIMMONS, C., POST, V. AND STUYFZAND, P. (2010): EVALUATION OF 

CONCEPTUAL AND NUMERICAL MODELS FOR ARSENIC MOBILIZATION AND ATTENUATION DURING 

MANAGED AQUIFER RECHARGE. ENVIRONMENTAL SCIENCE & TECHNOLOGY, VOL. 44 (13) P. 5035-5041 

[CHAPTER 2] 

(2) WALLIS, I., PROMMER, H., PICHLER, T., POST, V., NORTON, S.B., ANNABLE, M. AND SIMMONS, C. 

(2011): A PROCESS-BASED REACTIVE TRANSPORT MODEL TO QUANTIFY ARSENIC MOBILITY DURING AQUIFER 

STORAGE AND RECOVERY OF POTABLE WATER. ENVIRONMENTAL SCIENCE & TECHNOLOGY, 45(16):6924-

31 [CHAPTER 3] 

(3) WALLIS, I., PROMMER, H., POST, V., VANDENBOHDE, A., AND SIMMONS, C. (2012): SIMULATING 

MODFLOW-BASED REACTIVE TRANSPORT UNDER RADIAL-SYMMETRIC FLOW CONDITIONS. GROUND 

WATER, (IN PRESS). [CHAPTER 4] 

 
Supplementary information for Chapters 2 and 3 are included as an appendix at the end of 

the document. In Chapters 2-4 some repetition of introductory information can be found. 

This was necessary for the autonomy of the papers. Additionally, conference papers, which 

were the direct result of this work are also included as appendices. The following 

appendices are included:  
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Appendix A: Additional figures and tables and supporting findings for Chapter 2 

Appendix B: Additional figures and tables and supporting findings for Chapter 3 

Appendix C: Example model input data for the Geometry, Langevin and Louwyck methods 

C1: Geometry method 

C2: Langevin method 

C3: Louwyck method 

Appendix D: Published conference proceedings resulting from the research work 

D1: Numerical evaluation of arsenic mobilisation during deepwell injection of 

aerobic groundwater into a pyritic aquifer, Goldschmidt 2009 

D2: Evaluation of Conceptual and Numerical Model for Arsenic Mobilisation During 

Managed Aquifer Recharge, 2010 Ground Water Summit 

D3: Reactive transport modelling to quantify arsenic mobilization and capture 

during aquifer storage and recovery of potable water, Goldschmidt 2011 

D4: Modelling of Arsenic fate during ASR of potable water, ModelCare 2011 
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Chapter 2.  EVALUATION OF CONCEPTUAL AND NUMERICAL MODELS 

FOR ARSENIC MOBILIZATION AND ATTENUATION DURING MANAGED 

AQUIFER RECHARGE 

 

ABSTRACT 

Managed Aquifer Recharge (MAR) is promoted as an attractive technique to meet growing 

water demands. An impediment to MAR applications, where oxygenated water is recharged 

into anoxic aquifers, is the potential mobilization of trace metals (e.g. arsenic). While 

conceptual models for arsenic transport under such circumstances exist, they are generally 

not rigorously evaluated through numerical modeling, especially at field-scale. In this work, 

geochemical data from an injection experiment in The Netherlands, where the introduction 

of oxygenated water into an anoxic aquifer mobilized arsenic, was used to develop and 

evaluate conceptual and numerical models of arsenic release and attenuation under field-

scale conditions. Initially, a groundwater flow and nonreactive transport model was 

developed. Subsequent reactive transport simulations focused on the description of the 

temporal and spatial evolution of the redox zonation. The calibrated model was then used 

to study and quantify the transport of arsenic. In the model that best reproduced field 

observations, the fate of arsenic was simulated by (i) release via co-dissolution of 

arsenopyrite, stoichiometrically linked to pyrite oxidation (ii) kinetically controlled oxidation 

of dissolved As(III) to As(V) and (iii) As adsorption via surface complexation on neo-

precipitated iron oxides.  

 

2.1 INTRODUCTION 

Managed Aquifer Recharge (MAR) is widely promoted as an attractive technique to meet 

growing water demands. It involves adding a water source such as recycled water to 

confined or semi-confined aquifers for later withdrawal in times of demand. Often these 

aquifers contain considerable amounts of pyrite, which dissolves under the influence of 

oxidised recharge waters. Adverse impacts of pyrite oxidation on the evolution of the water 

quality include the possible mobilization of trace metals and metalloids including arsenic 

(As). Well-documented examples of As mobilization exist for MAR schemes operating in 

west-central and southwest Florida, the Netherlands, Denmark and Australia (Jones and 

Pichler 2007, Mirecki 2004, Stuyfzand and Timmer 1999, Vanderzalm et al. 2007). 
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Elevated concentrations of naturally occurring arsenic in groundwater are, however, 

reported from a much wider range of hydrogeological and geochemical settings (e.g. 

Kinniburgh et al. 2003, Smedley and Kinniburgh 2002). The causes are in many cases still 

being debated and pathways of arsenic into groundwater are not fully understood. Several 

hypotheses have been formulated, such as (i) release of sorbed As associated with the 

reductive dissolution of iron oxides, (ii) oxidative dissolution of As-pyrite and (iii) 

competitive displacement of sorbed As by increasing carbonate and phosphate 

concentrations (Smedley and Kinniburgh 2002, Welch et al. 2000 among others).  

The mobility of arsenic at the near-neutral pH typical of most groundwaters is severely 

limited by strong sorption onto mineral surfaces such as ferrihydrite. Adsorption efficiency, 

however, depends strongly on the solution composition (arsenic concentration, pH and 

presence of competing ions) and the oxidation state of arsenic (Oremland and Stolz 2003, 

Plant et al. 2007). Arsenate (As(V)) is the prevalent chemical species under oxic conditions 

and arsenite (As(III)) the prevalent chemical species under anoxic conditions. 

Both biochemical and abiotic processes influence arsenic speciation and mobility. Several 

microbial respiratory and non-respiratory enzymatic systems that influence the oxidation 

state of arsenic have been reported (Oremland and Stolz 2003). Abiotic oxidation of As(III) 

is mainly significant where catalysis by mineral surfaces occurs, i.e. iron oxides (De Vitre et 

al. 1991, Manning et al. 2002b), manganese oxides (Oscarson et al. 1981, Manning et al. 

2002a, Amirbahman et al. 2006) or by dissolved, adsorbed or structural Fe(II) (Hug and 

Leupin 2003, Roberts et al. 2004).  

Arsenic behaviour has been quantified successfully under laboratory conditions by 

numerical modeling (e.g. Dzombak and Morel 1990; Appelo et al. 2002). Recent modeling 

studies for 1D flow conditions include those of Appelo and de Vet (2003), Moldovan and 

Hendry (2005), Postma et al. (2007) and Stollenwerk et al. (2007). While a 2D reactive 

transport model study on arsenic attenuation under field conditions was reported by Jung 

et al. (2009), a wider range of studies which demonstrate the applicability of numerical 

models to hydrogeologically and geochemically heterogeneous porous media systems is 

still lacking. In natural systems, it is more difficult to discern which chemical or biochemical 

processes take the lead in controlling the fate of arsenic, or if its fate might even be 

controlled by physical transport processes. Therefore, coupled flow and reactive transport 

simulations can provide a useful framework for advancing our understanding of such 

complex field-scale systems. Conceptual models can be formulated and their applicability 



(18) 

tested, with the results eventually providing constraints for the interpretation of measured 

geochemical data. 

In the present study, geochemical data from a deep-well injection trial in South-West 

Netherlands, where arsenic mobilization resulted from the introduction of oxygenated 

water into a deep anoxic aquifer (Stuyfzand and Timmer 1999), was used to develop and 

evaluate conceptual and numerical models of arsenic mobilization and attenuation under 

field-scale conditions.  

 

2.2 MATERIALS AND METHODS 

2.2.1 FIELD SITE 

The Dutch water supply company Oasen investigated the technical feasibility for deep well 

injection of pretreated river Rhine water as a technique to meet growing water demands 

(Stuyfzand and Timmer 1999). A trial site was built in Langerak in South-West Netherlands. 

The target aquifer is composed of permeable fluvial sands at depths ranging between 68 m 

and 95 m b.g.s. underlain and overlain by clayey aquitards which confine the aquifer. The 

Langerak Aquifer Storage, Transfer and Recovery (ASTR) system consists of one recharge 

and one recovery well, at a distance of 190 m, with three monitoring wells sited along the 

flow direction (Figure 2.1). Injection at 35 m3 hr-1 and recovery (60 m3 hr-1) proceeded 

without significant interruptions for close to 600 days, accompanied by a detailed 

monitoring program.  

 

2.2.2 SITE HYDROGEOCHEMISTRY 

The recharged aquifer is composed of alternating coarse- and fine-grained fluvial sand 

layers, which contain small amounts of organic carbon, calcite and pyrite (up to 200 mg 

S/kg). Based on aqua regia extraction of core samples, As, Co, Ni and Zn were found to be 

associated with pyrite, with a most probable stoichiometry of 

Fe0.98Co0.0037Ni0.01Zn0.01S2As0.0053 (Stuyfzand and Timmer 1999). The cation exchange capacity 

(CEC) is low with appreciable amounts of adsorbed NH4
+, Fe2+ and Mn2+ but dominated by 

adsorbed Ca2+. 

A summary of both the ambient and recharge water chemistry is given in Table 2.1. The 

groundwater in the target aquifer, prior to the start of injection was anoxic as indicated by 

high methane, relatively high Fe2+ and Mn2+ concentrations and the absence of appreciable 
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concentrations of oxygen, nitrate or sulphate. Total dissolved arsenic concentrations, 

determined by Atomic Absorption Spectrophotometry (AAS) with graphite furnace, were 

below detection limit (DL = 1 μg L-1). Arsenic speciation was not determined.  

Treated groundwater was used as injectant. Chemical differences between ambient 

groundwater and injectant resulted from the applied water treatment, i.e., aeration and 

rapid sand filtration. After treatment, O2, NO3
- and SO4

2- were present, while reduced 

species (Fe2+, Mn2+, NH4
+, CH4) were absent or occurred at very low concentrations. During 

the first month of the injection trial, NaCl was added to the injectant as a tracer, while 

NaNO3 was added continuously to increase the oxidative capacity of the injectant.  

The injection of oxygenated water into the deep anoxic aquifer at the Langerak site led to 

the oxidation of pyrite as the most important reaction influencing the water chemistry, 

evidenced by diminishing O2 and NO3
- concentrations and an increase in SO4

2- and Fe2+. 

Trace elements found in significant amounts in pyrite (As, Ni and Zn) were mobilised 

following pyrite oxidation. Arsenic concentrations increased to a maximum of 90 μg L-1 

during aquifer passage with a distinct concentration peak coinciding with the arrival of the 

aerated recharge water front. 
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Table 2-1 Equilibrated and charge balanced initial background and injectant water 

composition [mol L-1, except pH, pe and temperature (in ºC)], initial mineral and bulk 

organic matter (BOM) concentrations [mol L-1
bulk] and exchanger composition [mol L-1] 

Component

/Mineral 

Equilibrated Initial Background, Mineral and Bulk Organic Matter 

(BOM) concentrations and initial exchanger composition 

Recharge Water  

 Layer 1 Layer2-4 Layer 5 Conc. range 

Temp 13.90 13.36 14.2 9.8 - 14.9  

pH 7.2 7.2 7.18 7.5-7.88  

pe -3.9 -3.9 -3.9 13.6 - 15  

Na 3.03 × 10-3 1.99 × 10-3 2.80 × 10-3 9.00 × 10-4 – 3.70 × 10-3  

Ca 1.61 × 10-3 1.66 × 10-3 1.61 × 10-3 1.45 × 10-3 - 1.54 × 10-3  

K 1.08 × 10-4 1.87 × 10-4 1.45 × 10-4 1.61 × 10-4 - 1.73 × 10-4 

Mg 3.60 × 10-4 5.50 × 10-4 4.60 × 10-4 4.43 × 10-4 - 4.71 × 10-4  

Cl 3.77 × 10-4 2.11 × 10-4 2.11 × 10-4 2.45 × 10-4 - 2.83 × 10-3 

N(5) 0 0 0 4.85 × 10-5 - 4.89 × 10-4  

N(3) 0 0 0 0 

N(0) 0 0 0  0 

Amm 6.30 × 10-5 5.40 × 10-5 5.90 × 10-5 0 - 4.26 × 10-6   

O(0) 0 0 0 2.71 × 10-4 - 3.25 × 10-4  

S(6) 9.40 × 10-11 8.30 × 10-11 9.16 × 10-11 5.16 × 10-5 - 1.01 × 10-4  

S(2) 0 0 0  0 

Fe(2) 4.70 × 10-5 4.90 × 10-5 4.80 × 10-5 0 

Fe(3) 0 0 0 2.69 × 10-7 - 1.24 × 10-6   

Si 3.50 × 10-4 3.50 × 10-4 3.50 × 10-4 3.56 × 10-4 - 3.56 × 10-4 

C(4) 8.17 × 10-3 7.97 × 10-3 8.48 × 10-3 4.76 × 10-3 - 5.49 × 10-3 

C(-4) 7.10 × 10-4 3.90 × 10-4 4.30 × 10-4 0 

Mn(2) 5.30 × 10-6 3.90 × 10-6 3.50 × 10-6  0 - 4.37 × 10-7  

Mn(3) 0 0 0 0 

As(3) 1.00 × 10-8 1.00 × 10-8 1.00 × 10-8 0 

As(5) 0 0 0 1.00 × 10-8   

Pyrite 0.0081 0.0081 0.04 n.a. 

BOM 0.548 0.22 0.146 n.a. 

Fe(OH)3(a) 0 0 0 n.a. 

CaCO3 0.106 0.106 0.106 n.a. 

MnCO3 3.3 × 10-6 3.3 × 10-6 3.3 × 10-6 n.a. 

Total CEC 0.023 0.023 0.072 n.a. 
 

 
 



(21) 

2.2.3 MODELING FRAMEWORK 

Simulations were carried out with the reactive multi-component transport model PHT3D 

(Prommer et al. 2003), based on flow fields computed with MODFLOW. In the first step, a 

flow and non-reactive transport model was developed to realistically represent the flow 

pattern created by the deep-well injection and recovery scheme (Figure 2.1). The 

conceptual hydrogeological model was adopted from Stuyfzand and Timmer (1999). The 

resulting flow model served as a basis for the subsequent transport simulations. Addition of 

NaCl during the first 30 days of the injection trial at approximately 10 times the ambient 

chloride concentration provided an ideal tracer to establish groundwater travel times. The 

flow and non-reactive transport model were jointly calibrated using measured Cl as a 

primary constraint. The model was then extended to include reactive multi-component 

transport. A reaction network was developed which enabled the simulation of the major 

ion and redox chemistry as well as the evaluation of various conceptual models for arsenic 

release and sorption. 

 

2.2.4 REACTION NETWORK 

The reaction network includes equilibrium-based speciation of all major ions, cation 

exchange processes and redox reactions. The observed temporary simultaneous presence 

of Fe2+, NO3
- and O2 in the aquifer indicated deviations from redox equilibrium. Therefore 

Fe(II) was excluded from redox equilibrium and the oxidation of ferrous iron was modeled 

as a kinetically controlled reaction, employing the rate law of Singer and Stumm (1970) for 

mildly acidic to neutral water (pH >3.5), modified by the inclusion of an additional rate 

dependency on nitrate, as discussed in Eckert and Appelo (2002). 

 

+−+=− −
2

32
)733(][ 2

FeNOO CCCOHk
dt

dFe
    (1) 

 

where k is the rate constant, P 2O  the partial pressure of oxygen, and OH- the hydroxyl ion 

activity. 
2OC , +2FeC  and −3NOC  are the concentrations of oxygen, nitrate and ferrous iron. 

The oxidized iron was assumed to precipitate as ferrihydrite (Fe(OH)3). Methane was also 

excluded from redox equilibrium to inhibit the locally occurring, but unrealistic, oxidation 

by sulfate under redox equilibrium conditions.  
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Based on the results of the sediment analysis, calcite (CaCO3) and rhodochrosite (MnCO3) 

were included in the reaction network and allowed to dissolve and/or precipitate during 

the injection trial. Reaction rate laws for these were developed based on Plummer et al. 

(1978) for calcite and the standard formulation for dissolution and precipitation of minerals 

otherwise: 
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where kk is an empirical constant and IAP/KSP is the saturation ratio. Kinetic reactions were 

formulated for the oxidation of organic matter by oxygen, nitrate or sulphate, simulated 

based on the Monod-type rate expression described by Parkhurst and Appelo (1999): 
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where DOCr  is the overall degradation rate of organic matter, 
2Ok , −3NOk , −2

4SO
k  are the 

rate constants of carbon mineralisation under aerobic, denitrifying and sulphate-reducing 

conditions and 
2OC , −3NOC , −2

4SO
C  are the concentrations of oxygen, nitrate and sulphate 

in the groundwater. The temperature-dependency of this reaction (Prommer and Stuyfzand 

2005) was not included, based on comparative simulations (not shown), which 

demonstrated negligible difference in simulated concentrations due to the stable 

groundwater temperature over time at the site. Pyrite oxidation by oxygen and nitrate was 

included in the reaction network, based on previously proposed and applied rate 

expressions (Williamson and Rimstidt 1994, Eckert and Appelo 2002, Prommer and 

Stuyfzand 2005).  
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where pyrr  is the specific oxidation rate for pyrite, 
2OC , −

3NO
C  and +HC  are the oxygen, 

nitrate and proton groundwater concentrations, Apyr /V is the ratio of mineral surface area 

to solution volume and (C/Co) is a factor that accounts for changes in Apyr resulting from the 

progressing reaction. f2 is a constant, which was assumed to be unity, as in previous work 

(Eckert and Appelo 2002, Prommer and Stuyfzand 2005). 

 

2.2.5 ARSENIC RELEASE 

The dissolution of sulfide minerals, most notably As-rich pyrite, containing up to 10 wt% 

arsenic, and arsenopyrite, is generally regarded as a primary source for As where oxic 

groundwaters are brought into contact with the sediments (Welch et al. 2000, Sracek et al. 

2004, Plant et al. 2007, Price and Pichler 2006). The same mechanism was considered to 

cause elevated arsenic concentrations during the present experiment, with arsenic 

detected in pyrite in significant amounts (Arthur 2002). Prior to injection, pyrite was stable 

while in contact with the highly reducing native groundwater and ferrihydrite was 

undersaturated (SI = -5.2). With the commencement of injection, the redox conditions 

became gradually more oxidising, triggering pyrite dissolution. Subsequently, trace metals 

associated with pyrite, including As, were released. Simultaneously, ferrous iron in the 

native groundwater and, more importantly, from pyrite dissolution was oxidized and 

precipitated as ferrihydrite (hydrous ferric oxides, HFO). 

Initial release of arsenic is likely to occur as As(III) under the prevailing redox conditions 

(e.g. Nesbitt et al. 1995, Walker et al. 2006). Based on the above, arsenic release was linked 

to pyrite oxidation at a molar ratio of 0.0053, as established from the aqua regia 

extractions. Accordingly, As release was simulated through arsenopyrite dissolution that 

was stoichiometrically linked to the computed pyrite oxidation rate.  

 

2.2.6 ARSENIC SORPTION 

 Sorption of arsenic was assumed to occur as a surface complexation reaction with neo-

precipitated ferrihydrite inside the oxidized zone of the aquifer. The generalized two-layer 

surface complexation model of Dzombak and Morel (1990) for sorption on ferrihydrite was 

employed, extended by reactions for Fe2+ and HCO3
- (Appelo et al. 2002). This allowed 

competitive sorption between arsenic and other ions for a finite number of sorption sites to 

be considered. The successively increasing sorption capacity provided by increasing 
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amounts of ferrihydrite was modeled by coupling the moles of the surface complex to the 

mass of ferrihydrite. The properties of ferrihydrite were defined according to the values 

proposed by Dzombak and Morel (1990), i.e., weak and strong site densities were 0.2 and 

0.005 mol/mol of ferrihydrite, respectively and a surface area of 600m2 g-1.  

 

2.2.7 EQUILIBRIUM CONTROLLED ARSENIC OXIDATION  

In the first investigated conceptual model arsenic redox status and speciation were 

simulated assuming local redox equilibrium. Arsenic, released as As(III), transformed over 

time to As(V) under the progressively more oxidizing conditions. Based on work by Dixit and 

Hering (2003), Stollenwerk et al. (2007) and others it is expected, that under the neutral pH 

conditions and the relatively low As concentrations found at the Langerak site, As(III) has a 

relatively lower adsorption affinity for HFO than As(V). Thus, As would have remained in 

solution until arsenate, which readily adsorbs onto the steadily increasing amount of neo-

formed HFOs, became immobilized. 

 

2.2.8 ABIOTIC, KINETICALLY CONTROLLED ARSENIC OXIDATION 

Deviation from equilibrium controlled arsenic speciation, however, is commonly observed 

and the rate of oxidation of As(III) in groundwater is considered to be slow (Smedley and 

Kinniburgh 2002). A large body of literature suggests arsenic speciation in natural flow 

systems to be influenced or controlled by abiotic oxidation processes and a model, which 

includes kinetically controlled arsenic oxidation was developed. The redox status of arsenic 

was disconnected from the overall redox equilibrium and a kinetic rate expression was 

defined to describe the transfer from As(III) to As(V).  

Abiotic As(III) oxidation has been attributed to MnO2 (Manning et al. 2002a, Amirbahman et 

al. 2006, Oscarson et al. 1981), iron oxides and Fe(II) (De Vitre et al. 1991, Manning et al. 

2002b, Hug and Leupin 2003, Leupin and Hug 2005). The most likely electron acceptors for 

As(III) at the Langerak site are freshly precipitated Mn and Fe-oxides. Based on batch 

experiments that reported the interactions of arsenic with pyrolusite (Radu et al. 2008), 

arsenic oxidation was modelled as a second-order kinetic reaction: 
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where )( IIIAsC and oxidantC  are the arsenite and oxidant concentrations and k is the second-

order rate constant.  

 

2.2.9 BIOLOGICALLY MEDIATED ARSENIC OXIDATION 

 Besides abiotic arsenic oxidation, several microbial respiratory and non-respiratory 

enzymatic systems influencing the oxidation state of arsenic have been reported (Oremland 

and Stolz 2003). Physiologically diverse, they include both heterotrophic and 

chemolithoautotrophic arsenite oxidizers, with the oxidation being either a metabolic or a 

detoxification mechanism. Based on Oremland and Stolz (2003), a numerical model was 

developed, which describes the microbial dynamics by quantifying microbial growth and 

decay of a single group of specific arsenite oxidizers. Growth rates were assumed to depend 

on the availability of As(III) (electron donor) and nitrate (electron acceptor), with the energy 

derived being used to fix carbon into organic cellular material and to maintain growth 

according to:  

 

+−−−−− ++++→++ HHAsOOHNONOHCAsOHHCONO 1319251956 2
4222753233  (6) 

 

The mass balance of the arsenic oxidizing microbial group is:  
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with microbial growth simulated using a standard Monod-type growth model and a first-

order biomass decay term:  
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where X , )( IIIAsC and −3NOC  are the microbial arsenite and nitrate concentrations 

respectively, and decayν  and maxν are the decay and uptake rate constants, respectively. 

More details are discussed elsewhere (Prommer et al. 2002).  

 

The biologically mediated and abiotic arsenic oxidation model variants also included the 

previously described mechanisms for initial arsenic release from pyrite and its subsequent 

removal by the complexion to ferrihydrite. Rate constants for kinetic processes are based 

on literature values, where applicable, and used as fitting parameters during model 

calibration (Table A-2, Appendix A). Thus, the kinetic rate constants are relevant for the site 

specific conditions at the Langerak site, but may not be transferable to other environments.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2-1 Schematized cross section of the modeled aquifer, showing position of injection, abstraction and 

monitoring wells (WP1-3) and their well screens. Also shown are model discretization and hydrostratigraphic 

zones with their permeability distributions. Projected pathlines with arrowheads for every 100 days of travel 

time indicate groundwater flow direction between injection and abstraction well.  
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2.3 RESULTS AND DISCUSSION 

2.3.1 NONREACTIVE TRANSPORT 

The calibrated nonreactive transport model replicates the observed chloride concentrations 

closely (Figure A-2, Appendix A). Hydrodynamic dispersion leads to the downstream 

dissipation of the chloride peak, which resulted from the temporary addition of NaCl to the 

injection water. Calibration of the nonreactive transport model was achieved with only 

minor changes to the originally proposed distribution of hydraulic conductivities at the field 

site and adjustment of dispersivities, confirming the validity of the conceptual 

hydrogeological model. 

 

2.3.2 MAJOR ION AND REDOX CHEMISTRY 

 After model calibration, the comparison of simulated and observed breakthrough curves at 

various depths and distances from the injection well showed a close agreement for most 

aqueous components, illustrating that the model provides a good representation of the key 

processes that influenced the major ion and redox chemistry during the experiment. 

Oxidation of pyrite exerts the strongest influence on solution redox chemistry, as exhibited 

by diminishing O2 and NO3
- and increasing SO4

2- concentrations. A comparison of 

nonreactive and reactive simulation results (Figure 2.2) shows that breakthrough of nitrate 

was substantially affected by denitrification, leading to complete nitrate removal within 

short distances from the injection well. Similarly, the comparison indicates the extent to 

which SO4
2- concentrations were impacted by pyrite oxidation. SO4

2- release is well 

described by the model in all observation wells at all depths.  

Following pyrite oxidation, ferrous iron that was present in the groundwater, but also 

freshly produced, became oxidised and precipitated as ferric hydroxides in the expanding 

oxidized zone of the aquifer. Simultaneously, cation exchange resulted in desorption of 

Fe2+, Mn2+ and NH4
+. Comparison of breakthrough curves of redox sensitive species shows 

good agreement for NH4
+, methane and Fe2+. However, ferrous iron concentrations in the 

groundwater vary spatially up to one order of magnitude and an accurate simulation for all 

bores was difficult. Reactions involving carbonates were of lesser importance overall, and 

were well reproduced by the model and are not further discussed here. 
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2.3.3 ARSENIC RELEASE AND TRANSPORT 

Initial model runs included only stoichiometric release of As during pyrite dissolution, but 

no attenuation by sorption. For this base case, the simulated As breakthrough is shown in 

Figure 2.3a. The modelled concentration of As mirrors that of SO4
2- as both parameters 

reflect the temporally varying pyrite oxidation rates in response to nitrate input variations 

in the injectant.  

 

2.3.4 EQUILIBRIUM SORPTION OF AS TO FRESHLY PRECIPITATING FERRIHYDRITE 

Assuming equilibrium-controlled arsenic speciation, arsenic complexation to freshly 

precipitated iron oxides was implemented, following its stoichiometric release from pyrite. 

In stark contrast to the observed data, which shows arsenic to be high initially, before 

decreasing substantially, the inclusion of surface complexation reactions resulted in strong 

arsenic affinity for the aquifer sediments and subsequently rapid and complete removal 

from solution (Figure 2.3a). Through comparative simulations it was found, that neither 

changes in sorption sites, sorption densities nor pyrite-bound arsenic content would allow 

the model to reproduce observed concentrations. However, when sorption onto 

ferrihydrite was assumed to be delayed by a pre-defined lag-time, the model correctly 

describes both, the appearance and disappearance of arsenic as well as its peak 

concentrations (Figure 2.3a).  

An explanation for delayed sorption of arsenic onto ferrihydrite could be slow sorption 

kinetics as described in Fuller et al. (1993). However given the comparatively long solute 

residence times in relation to the adsorption process, the relatively low arsenic 

concentrations at the site and the fact that sorption takes place to freshly precipitated HFO 

rather than aged oxides this appears unlikely. The well documented slow redox 

transformation of arsenic (e.g., Cutter 1992, Plant et al. 2007) however, are a more likely 

explanation at the Langerak site. The released As(III) with its relatively lower adsorption 

affinity to HFO at neutral pH and relatively low As concentrations (Dixit and Hering 2003; 

Stollenwerk et al. 2007) would have allowed arsenic to remain in solution until As(V) 

became the prevalent chemical species under the progressively more oxidising conditions. 

As(V) would have readily adsorbed onto the steadily increasing amount of neoformed 

HFOs, and thus immobilized. This was tested through kinetically controlled arsenic 

oxidation models, as described below. 
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2.3.5 KINETICALLY CONTROLLED AS(III) OXIDATION 

Kinetically controlled arsenic oxidation was simulated in two different scenarios as (i) 

abiotic oxidation by iron or manganese oxides and (ii) biologically mediated As(III) 

oxidation. The results of the final calibrated models are presented in Figure 2.3b. Both 

models showed arsenic concentrations increased synchronously with the arrival of the 

aerated water. As(III) initially remained the dominant species after its release from pyrite 

due to the slow, kinetically controlled transformation of As(III) to As(V). Following arsenic 

breakthrough, concentrations decreased successively as As(V) adsorbed to the neoformed 

ferrihydrite. Arsenic which escaped sorption by migrating past the HFO-containing zone 

dissipated during aquifer passage and the initially sharp arsenic front flattened successively 

with increasing travel distance. In this case the simulated As breakthrough behavior 

correlated with the observations (Figure 2.3b).  

While the principle behaviour could be reproduced with the initial model parameterization, 

the model fit was improved when (i) the molar ratio of As to FeS2 was increased to 0.0083, 

attaining higher peak concentrations and (ii) the surface complexation constant for 

arsenate adsorption to ferrihydrite (HFO_wOH + AsO4
-3 = HFO_wOHAsO4

-3) was adjusted 

from 10.58 (Dzombak and Morel 1990) to 11.88. A similar modification of the reaction 

constant was required in the work of Moldovan and Hendry (2005), who investigated 

arsenic solubility at field-scale.  

 

2.3.6 EVALUATION AND IMPLICATIONS 

The reactive transport simulations provided a detailed description of the processes 

affecting the spatial and temporal hydrochemical changes that occurred during the deep-

well injection experiment, in particular those induced by pyrite oxidation. This provided a 

solid foundation to evaluate and quantify the hydrochemical processes that are likely to 

control the observed fate of arsenic during the field experiment. The simulation results 

demonstrated that arsenic sorption at the start of the injection trial was delayed. Redox 

equilibrium-controlled arsenic speciation in conjunction with sorption to ferrihydrite was 

unable to explain this breakthrough behavior at the monitoring wells. In contrast, model 

results indicated, that sluggish redox transformation of As is a possible explanation for the 

increased mobility of As at the start of the injection trial. Both models involving kinetically 

controlled As redox transformations (i.e. biotic and abiotic) reproduced the general pattern 

of observed concentrations.  
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An obvious shortcoming of the present study is that simulations could only be constrained 

by total arsenic concentrations. Kinetic redox transformation had to be inferred based on 

the well documented slow redox kinetics of arsenic in natural environments and presents 

the most likely explanation for delayed attenuation of arsenic under the geochemical 

conditions at the site. However, the complexities of sorption on aquifer solids rather than 

synthetic minerals at environmentally relevant As concentrations and in the presence of 

competing anions are poorly understood at present and the assumptions employed in the 

model may not apply universally. Nevertheless, reactive transport modelling has proven to 

be a valuable tool in integrating some of the known feature of arsenic behaviour and to 

speculate about critical factors that can lead to elevated As concentrations. The study 

illustrates that arsenic behaviour can be tested and evaluated numerically for complex field 

scale systems, where physical transport as well as geochemical processes similarly affect 

concentration changes. The developed conceptual models should serve as hypotheses to be 

further tested and amended by future detailed field and laboratory investigations.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2-2 Measured (circles) and simulated (solid lines) concentrations (mol L-1, except pH) of aqueous 

components at WP1, WP2, WP3 in centre of the aquifer (Layer 3) and in the extraction well. Dotted lines 

indicate simulated results of the non-reactive model.  
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Figure 2-3 Simulated (solid lines) and observed (circles) total arsenic concentrations (mol L-1) for WP1, WP2 and 

the extraction well for the deep part of the aquifer (Layer 5). (a) black line: no attenuation by sorption, red line: 

equilibrium sorption of As to Fe(OH)3, blue line: sorption onto  Fe(OH)3 delayed by pre-defined lag-time. (b) red 

line: abiotic oxidation of As(III) by Fe(OH)3, green line: abiotic oxidation of As(III) by MnO2, blue line: biologically 

mediated As(III) oxidation.  
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Chapter 3.  A PROCESS-BASED REACTIVE TRANSPORT MODEL TO 

QUANTIFY ARSENIC MOBILITY DURING AQUIFER STORAGE AND 

RECOVERY OF POTABLE WATER  

 
ABSTRACT 

Aquifer storage and recovery (ASR) is an aquifer recharge technique in which water is 

injected in an aquifer during periods of surplus and withdrawn from the same well during 

periods of deficit. It is a critical component of the long-term water supply plan in various 

regions, including Florida, USA. Here, the viability of ASR as a safe and cost-effective water 

resource is currently being tested at a number of sites due to elevated arsenic 

concentrations detected during groundwater recovery. In this study, we developed a 

process-based reactive transport model of the coupled physical and geochemical 

mechanisms controlling the fate of arsenic during ASR. We analyzed multi-cycle 

hydrochemical data from a well-documented affected southwest Floridan site and 

evaluated a conceptual/numerical model in which (i) arsenic is initially released during 

pyrite oxidation triggered by the injection of oxygenated water (ii) then largely complexes 

to neo-formed hydrous ferric oxides before (iii) being re-mobilized during recovery as a 

result of both dissolution of hydrous ferric oxides and displacement from sorption sites by 

competing anions. 

 

3.1 INTRODUCTION 

Aquifer storage and recovery (ASR) is an aquifer recharge technique in which potable, 

reclaimed or other water sources are injected into aquifers during periods of surplus and 

withdrawn from the same well during periods of deficit. In cases where oxic water is 

recharged into reducing aquifers, however, mobilization of trace metals may occur as a 

result of the oxidation of iron-sulfides or other reductants. 

The interest in ASR as a critical component of long-term water supply strategies has 

increased in recent years. For example in Florida there are more than 50 ASR facilities in 

operation or permitted for construction (ASRSystems 2007) to compensate for seasonal 

imbalances between water supply and demand. Typically, these ASR operations involve the 

periodic injection of oxygenated water into the anoxic upper Floridan Aquifer System (FAS) 

and its later withdrawal. The viability of ASR as a safe and cost-effective water resource is 

currently being tested due to elevated arsenic (As) concentrations found at many sites 
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(Stuyfzand 2008). While in general, neither the injected water nor the native groundwater 

has any appreciable concentrations of As, concentrations in the recovered water are 

reported to be elevated, often above the U.S. drinking water standard of 10 μg L-1 (Arthur 

et al. 2002).  

A range of conceptual/numerical models for arsenic release and attenuation during ASR or 

similar push-pull operations were previously proposed. For example Appelo and de Vet 

(2003) reported elevated As concentrations during in-situ iron removal operations in the 

Netherlands, where oxygenated water was recharged into an anoxic siliclastic aquifer. The 

results of their geochemical modeling suggested that at their site competitive displacement 

of As by native groundwater containing phosphate was the most likely As release 

mechanism during the recovery phases. The same mechanism was suggested by 

Vanderzalm et al. (2011) for an ASR site in Australia where reclaimed water was injected 

into a reducing carbonate aquifer. Studies by Stuyfzand and Timmer (1999) and Wallis et al. 

(2010) investigated elevated As concentrations at an aquifer storage transfer and recovery 

(ASTR) site in a siliclastic aquifer. Here, As release was closely associated with the oxidation 

of pyrite upon injection of oxygenated water. Under the progressively expanding oxic 

conditions, ferrous iron released during pyrite dissolution oxidized and precipitated as 

hydrous ferric oxides (HFO), thereby providing a successively increasing number of sorption 

sites for As. This was thought to be the key attenuation mechanism that caused elevated As 

concentrations to diminish to background concentrations after an initial period of elevated 

As concentrations close to the injection well.  

For the aquifers selected by ASR operations in Florida, mineralogical and geochemical 

studies by Price and Pichler (2006) and Jones and Pichler (2007), also suggested As-bearing 

pyrite to be the most likely source of As and sorption to neo-precipitated HFO to be the 

most likely arsenic attenuation mechanism during injection. However, the reversal of flow 

during the recovery phase causes a reversal to anoxic conditions that is thought to be 

responsible for the observed remobilization of arsenic (Stuyfzand 2008; Mirecki 2006; 

Norton 2007). Several alternative or complementary processes explaining this 

remobilization have been postulated. Mirecki (2006) suggested the liberation of As to be 

associated with reductive dissolution of neo-precipitated HFO under sulfate-reducing 

conditions and the associated destruction of sorption sites. The instability of HFO during 

recovery was supported by inverse geochemical modeling. However, the calculated mass of 

HFO was minor, questioning the capacity of the aquifer material to effectively sorb and 

release the arsenic concentrations measured during cycle testing (Mirecki 2006). It was also 
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speculated that arsenate may transform into arsenite under the reducing conditions, thus 

enhancing arsenic mobility due to diminished sorption affinity of As(III) on aquifer material 

compared to As(V). Stuyfzand (2008) suggested the displacement of sorbed As by 

competing anions as a possible additional release mechanism.  

For future design and operation of efficient and sustainable ASR facilities it is essential to 

have a clear understanding of the fundamental geochemical processes that control the 

mobility of As during ASR operations. In this study our aim was (i) to develop a numerical 

model that provides a process-based description of the physical and geochemical processes 

controlling the fate of arsenic during ASR and (ii) to test it for a comprehensive long-term 

field data set collected at an affected site in Florida.  

 

3.2 MATERIALS AND METHODS 

3.2.1 FIELD SITE USED FOR MODEL EVALUATION  

Among the ASR sites reporting elevated As concentrations in the recovered water, the City 

of Bradenton ASR facility in southwest Florida was selected to evaluate the proposed 

model, because it offers a comparably comprehensive geochemical database and a well-

defined site hydrogeology that is underpinned by geological and geophysical logs. The 

storage zone at the site is the Suwannee Limestone of the Upper Floridan Aquifer. The 

Suwannee Limestone is comprised primarily of carbonates, which contain clays intermixed 

with limestones near the formation top, and a thin layer of dolostone in the lower third 

(Arthur et al. 2001). Minor amounts of clay minerals and organic material, and trace 

amounts of quartz, gypsum, and pyrite are present (Arthur et al. 2001). Pyrite is ubiquitous 

throughout the Suwannee Limestone, but is most abundant in high porosity zones and is 

generally As-rich with concentrations between 100 and 11200 ppm (average: 2300 ppm), 

while iron-oxides are absent (Price and Pichler 2006). The ASR storage zone at the site is 

confined and separated from the overlying superficial aquifer by interbedded carbonates, 

sands, and clays of the Hawthorn Group and overlies the chalky, fine- to coarse-grained 

Ocala Limestone. Based on flow meter measurements, it can be assumed that the ASR 

storage zone at the study site is relatively homogenous except for a distinctly more 

permeable horizon at ~18 m below the top of the Suwannee Limestone (Norton 2007). The 

Bradenton ASR system consists of a single ASR well, and an observation well located at a 

distance of 68 m (Figure B-1, Appendix B). Seven ASR cycles were conducted since 

construction of the site in November 2003. The cycles varied considerably both in timing 
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and duration of the injection, storage and recovery phases (Figure B-2, Appendix B). They 

were documented by a monitoring program, as required by the Florida Department of 

Environmental Protection (FDEP) and water quality analysis followed the FDEP directions. 

The data are available from the FDEP (http://www.dep.state.fl.us/). 

 

3.2.2 NUMERICAL MODEL APPROACH AND MODEL SETUP  

From the hydrogeological site characterization and the records of observed hydrochemical 

changes during the Bradenton ASR operation, conceptual models for (i) the physical 

processes (flow and nonreactive transport) and (ii) the geochemical processes were 

formulated. They were implemented numerically using the USGS code MODFLOW in 

conjunction with the reactive multi-component transport code PHT3D (Prommer et al. 

2003; Prommer and Stuyfzand 2005). 

As (i) the native groundwater flow velocities are negligible compared to those induced by 

the ASR operation and (ii) the aquifer is expected to be homogeneous in lateral direction, 

the flow and transport conditions at the site were assumed to be radial-symmetric. In a first 

step, radial flow and non-reactive transport were simulated using a three-dimensional (3D) 

groundwater flow model that represents one-quarter of a radial-symmetric domain (Figure 

B-1, Appendix B). The 3D model has a lateral extension of 523.5 m in both x and y direction, 

selected such that boundaries were sufficiently far from the ASR well to not impact solute 

concentration fronts during the simulated ASR cycles. The Suwannee Limestone section 

targeted by the ASR operation (ca. 120 - 180 m below ground level) was separated into 7 

layers (Figure B-1, Appendix B). The hydrogeological model and initial parameter estimates 

were based on geophysical log data and sedimentological characteristics of the aquifer 

(Norton 2007) (Table 3.1). The flow model was run for a simulation period of 1176 days, 

commencing with the start of the first ASR cycle and, therefore, pristine aquifer conditions. 

To represent the different phases of the ASR operation (i.e., storage, recharge and 

abstraction periods) the simulation time was discretized into 28 hydraulically and/or 

hydrochemically differing stress periods that varied in length between 5 and 423 days 

(Figure B-2, Appendix B). Based on this flow model, a nonreactive transport model was set 

up and successively improved. Sulfate was selected as the key species to identify and 

constrain physical transport processes. Using sulfate as a (pseudo-) conservative species 

was justified in this specific case because concentrations in the injectate are only 

approximately 20% of the native groundwater concentration and the impact of pyrite 

oxidation on sulfate concentration is minimal due to the high native concentrations (Figure 
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B-3, Appendix B). In contrast, differences in chloride concentration between the injectate 

and the groundwater were negligible and therefore chloride was found not to be a suitable 

tracer. The calibrated nonreactive model (Table 3.1) formed the basis for the subsequent 

reactive transport simulations. In order to reduce model execution times for the reactive 

transport simulations the 3D model was translated into a simpler two-dimensional quasi-

radial flow/transport model (Figure B-4, Appendix B). Because the simulation of radial flow 

is not an explicit feature of the flow simulator MODFLOW, the radially decreasing flow 

velocities were obtained by a variable layer thickness that corresponds to the perimeter at 

the radial distance of the grid-cell centre, i.e., the distance from the ASR well, as discussed 

earlier by Greskowiak et al. (2005). 

 

3.2.3 HYDROGEOCHEMICAL CHARACTERISTICS, CONCEPTUAL MODEL AND SELECTED 

REACTION NETWORK 

The ASR operation involved the cyclic injection of oxygenated water into the reduced 

Suwannee Limestone aquifer. The native groundwater was clearly anoxic, as indicated by 

the presence of sulfide at low concentrations (~1.8 × 10-2 mmol L-1). Its total dissolved 

arsenic concentrations (measured by ICP-MS) were below detection limit (DL) (DL varied 

between 1.3 × 10-6 and 3.7 × 10-5 mmol L-1,) (Table 3.2). Concentrations of calcium (5.1 

mmol L-1) and bicarbonate (2.1 mmol L-1) indicated mineral equilibrium with the limestone 

(SICalcite 0.06) and the pH was found to range between 7.2 and 7.3. The injectate was 

sourced from surface water and pre-treated to potable quality. The chemical composition 

of the injectate differed clearly from the native groundwater and generally had an oxic 

character with dissolved oxygen concentrations varying between 0.23 and 0.34 mmol L-1. 

NO3 as a possible additional oxidant in the injectant water was not determined. The As 

concentrations in the recovered water exceeded the U.S. drinking water standard of 10 μg 

L-1 (1.3 × 10-4mmol L-1) in most cycles with maximum concentrations reaching 1.0 × 10-3 

mmol L-1 (75 μg L-1). 

Three different mechanisms of arsenic release were thought to be operative. First, during 

injection, under progressively more oxidizing conditions, As-rich pyrite becomes unstable 

and releases arsenic and potentially other trace metals. Simultaneously; ferrous iron 

released during pyrite oxidation is oxidized and precipitates as HFO, providing sorption sites 

for arsenic.  

Secondly, during recovery, when high TDS, reducing native groundwater passes back 

towards the ASR well, competition between As and other anions for the finite number of 
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sorption sites on HFO releases As by desorption. Finally, the third release mechanism is the 

reductive dissolution of HFO under the progressively more reducing redox conditions. 

Potential reductants of iron oxides are hydrogen sulphide as well as dissolved organic 

carbon (DOC). However, the latter, where present, was thought to be largely recalcitrant 

given that despite the presence of sulfate in the ambient water, neither sulfate reduction 

nor an increase in TIC over time can be observed. Also, measured TOC concentrations 

during recovery were similar to the concentrations measured in the injectant (average of 

0.22 mmol L-1 and 0.27mmol L-1, respectively). Thus, water-sediment interactions were 

considered to be the key reactions affecting water chemistry evolution at the Bradenton 

site, while homogeneous reactions, as they could occur for example in the presence of 

labile DOC, were assumed to be of minor importance. Based on this hypothesized 

conceptual model derived from the hydrochemical monitoring results and the geochemical 

characterization of the Suwannee Limestone (Price and Pichler 2006), a corresponding 

reaction network of mixed equilibrium and kinetic reactions was formulated. 

 

MINERAL REACTIONS  

The mineral assemblage considered in the reactive transport simulations included calcite 

(CaCO3), siderite (FeCO3), pyrite (FeS2) and amorphous HFO (Fe(OH)3), based on the results 

of sediment analysis (Price and Pichler 2006), and on calculated saturation indices of the 

native water. Pyrite oxidation by oxygen was modeled as a kinetic reaction following 

Williamson and Rimstidt (1994), while all other minerals were included as equilibrium 

reactions (thermodynamic data taken from the PHREEQC standard database). The release 

of As was stochiometrically linked to pyrite oxidation, as described in Wallis et al. (2010) 

and Descourvieres et al. (2010), with the molar ratio of As to FeS2 based on data by Price 

and Pichler (2006) (Table 3.1, Figure B-5, Appendix B). 

 

SURFACE COMPLEXATION AND ION EXCHANGE REACTIONS  

The dynamic changes in the sorption capacity that result from the precipitation and 

dissolution of HFO play a key role in explaining the observed As behavior. This process was 

modeled by coupling the moles of the surface complex sites to the mass of HFO in the 

aquifer (Wallis et al. 2010). The database of Dzombak and Morel (1990) for sorption on HFO 

was employed, extended by reactions for Fe2+ and HCO3
- (Appelo et al. 2002) to allow for 

competition of inorganic solute species for the sorption sites provided by HFO. The 



(38) 

properties of HFO were defined according to the values proposed by Dzombak and Morel 

(1990). However, the amount of sorption sites on HFO in the sediment is not known and it 

is probably not identical for amorphous oxides and more crystalline aged oxides (Appelo et 

al. 1999). The number of sorption sites on HFO was therefore used as a fitting parameter. In 

addition, one cation exchanger site was included to account for the exchange of cations and 

hydrogen on clay surfaces.  

 

REACTION PARAMETER CALIBRATION  

The selected reaction network was kept as simple as possible and was mainly based on 

equilibrium reactions. Thus, the model only includes a limited number of adjustable 

parameters (Table 3.1). These include the stoichiometric ratio of As within pyrite, the initial 

concentrations of pyrite in the aquifer matrix and the sorption site density of HFO. 

Matching simulated and measured oxygen, ferrous iron and total As concentrations served 

as the main constraint for the estimation of these parameters. In case of the initial pyrite 

concentration and the As-FeS2 stoichiomtric ratio trialed values were kept within the range 

reported by Price and Pichler (2006) (Table 3.1, Figure B-5, Appendix B).  

 

3.2.4 NATIVE GROUNDWATER, INJECTATE AND AQUIFER MATRIX COMPOSITION  

The physicochemical composition of the waters were based on the data published by the 

FDEP. The reported analyses were obtained during cycle tests primarily to assess ASR 

system performance and to ensure that recovered water meets state and federal drinking-

water-quality criteria (Norton 2007). The Bradenton site geochemical dataset was 

comprehensive in comparison to other ASR facilities in southwest Florida, but still exhibited 

data gaps. For example, not all major and minor ions were consistently analyzed and 

sampling frequencies differed between the ASR and observation well. Thus, native 

groundwater chemistry was inferred from the water composition measured at the 

monitoring well at the end of prolonged extraction periods (abstracted volumes ≥ injected 

volumes), when the measured concentrations indicated convergence towards a constant 

water quality. The modeled injectate water composition was generally based on the 

average of the water compositions measured at the ASR well during injection, although the 

documented variability of the oxygen concentrations in the injectate was considered. 

Water compositions were charge-balanced with PHREEQC-2 by adjusting the chloride 
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concentration. The measured and model input concentrations of the native water and 

injectate together with initial mineral and exchanger compositions are listed in Table 3.2. 

 

Table 3-1 Calibrated Values of Adjustable Flow and Reaction Model Parameters and 

Parameter Values Reported in the Literature 

Parameter Unit Value Literature Values Source1) 

Flow model 

Hydraulic conductivity [m d-1] 4.75 (layer 1-2) 
35 (layer 3-5) 
1.6 (layer 6-7) 

0.98 - 30 
 

(1), (2)  

Longitudinal dispersivity [m] 1 - model calibration 

Vert./long. dispersivity ratio - 0.1 - model calibration 

Effective porosity - 0.2 0.19 (3) 

Reactive Transport model 

Sorption site density on HFO:  
(1) weak sites 
(2) strong sites 

[mol/mol HFO]  
(1) 0.06  
(2) 0.0015  

 
(1) 0.2 – 0.066  
(2) 0.005 – 0.00165 

(4), (5) 
 

Pyrite concentration (aquifer 
average) 

[mg/kg] 819 276 – 32406 (6) 

As in pyrite  [wt%] 0.5 0.01 – 1.12 (6) 

References: (1): Norton (2007); (2) Pyne (2007); (3) Stuyfzand (2008), (4) Dzombak and Morel (1990); (5) Appelo 

et al (1999); (6) Price and Pichler (2006) 
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Table 3-2. Measured and modeled injectant and initial (i.e., native groundwater) 

concentrations of aqueous components, minerals and exchanger composition.  

 Measured concentration [mmol L-1](1) Equilibrated and charge balanced initial model 
 concentration [mmol L-1]1) 

 Native groundwater  
 

Injectant 3) Native groundwater Injectant 
Aqueous components 
pH 7.2-7.3 7.3 – 7.9 7.3 7.7 
pe - - -3.7 13.0 
C(4) 2.0– 2.14) 0.97 – 1.24) 2.38 1.04 
C(-4) - - 7.8x10-6 0.0 
Ca 4.3-5.5 1.0 – 1.5 5.24 1.1 
Na 1.0-1.1 2.0 – 2.3 1.09 2.0 
Cl 0.93-1.3 0.73 – 1.0 1.00 0.91 
Fe(2) <2x10-4-<5.2x10-4 <2x10-4-<5.2x10-4 0.0 0.0 
Fe(3) - - 0.0 0.0 
K5) 0.09 – 0.1 0.049 0.098 0.049 
Mg 2.8-3.3 0.33 – 0.63 3.2 0.354 
O(0) 3.1x10-4-3.8x10-3 0.23 – 0.34 0.0 0.25 – 0.36 
S(6) 6.5-7.5 1.5 – 2.1 7.4 1.56 
S(-2) <1x10-2-4.7x10-2 <1x10-2 1.8x10-2 0.0 
As <4x10-5 <4x10-5 0 0 
Tmp. 26.0 -26.7 17.1 - 29.8 26.0 22.4 
Initial exchanger composition (model)  
CaX2 18.1    
MgX2 6.6    
NaX 0.29    
KX 0.13    
FeX2 0.0    
Initial mineral concentrations (model)  

Pyrite (FeS2) 0.000175 (layer 1-2) 
0.016 (layer 3-5) 
0.018 (layer 6-7) 

   

Calcite (CaCO3) 0.53    
Ferrihydrite 
(Fe(OH)3) 

0.0    

Siderite (FeCO3) 0.0    

1)Except temperature in [°C], minerals in [mol L-1 of bulk aquifer volume] and pH, pe 
2) measured at observation well SZMW-1 at the end of abstraction, where abstraction volume > injection 
volume 
3) measured at ASR well at the end of injection periods 
4)HCO3

- 

5)K data from Jones and Pichler (2007) 
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3.3 RESULTS AND DISCUSSION 

3.3.1 NATIVE GROUNDWATER, INJECTATE AND AQUIFER MATRIX COMPOSITION  

The clear contrast between higher native and lower injectate sulfate concentrations was 

used to constrain the flow and physical transport behavior. Hydraulic conductivities as well 

as longitudinal and vertical dispersivities were adjusted until the simulated sulfate 

breakthrough curves fitted the corresponding observation data from both the ASR and the 

observation well (Table 3.1). In the calibrated model the simulated dynamic concentration 

changes are in good agreement with the measured data (Figure 3.1), including the rapid 

breakthrough of low sulfate water at the observation well. This rapid breakthrough is a 

result of the high permeability horizon that is present in the storage zone (35 m/d, model 

layers 3 to 5). In the calibrated model ~55% of the injected water penetrates through this 

section of the aquifer and accordingly the injectant plume front moves faster through this 

horizon during injection and recovery. The penetration distances of the plume (50% of 

ΔSO4) during the longest injection cycle (cycle 6) is ~240 m within the high conductivity 

horizon while it is only ~120 m and ~70 m in the lower conductivity horizons above and 

below this zone, respectively. During the first four ASR cycles, all of which had similar 

injection/abstraction volumes, a freshening of the storage zone is evident from the 

successively lower measured and modeled sulfate concentrations at the observation well 

during injection.  

 

3.3.2 REDOX ZONATION  

The model simulations illustrate how aerobic water penetrated into the aquifer during the 

injection phase, thereby displacing the reducing native groundwater. With time pyrite 

oxidation consumed the oxygen of the injectate and caused the release of ferrous iron, 

which was subsequently oxidized and precipitated as HFO (Figure 3.2). The oxygen 

consumption rates and the resulting redox zonation varied as a result of the physical and 

chemical heterogeneity of the aquifer, i.e., the variability of the hydraulic conductivity and 

the estimated initial pyrite content. During the first five ASR cycles no oxygen breakthrough 

occurred at the observation well, as shown by both, measurements and simulations (Figure 

3.1). However, during cycle 6, where injection continued for several months (total injected 

volume = 453 × 106 L) model simulations showed the breakthrough of low concentrations 

of oxygen (5.8 × 10-2 mmol L-1). While oxygen breakthrough at the observation well was not 

detected, the simulated breakthrough corresponds with a distinct increase in measured 
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oxidation reduction potential (ORP) of up to 100 mV, which occurred during this cycle, 

while measured ORP values remained consistently below 0 mV during all other ASR cycles. 

We speculate that oxygen may have been diluted during sample recovery due to mixing 

within the well with water received from the more reducing aquifer sections. In the initial 

periods of each simulated recovery phase the recovered water consisted mainly of the 

oxygen depleted injectate, followed by a period during which increasing proportions of 

even more reducing native groundwater migrated back towards the ASR well. During 

recovery Fe(OH)3 was partially depleted as a result of its reductive dissolution. Where the 

dissolution upon contact with the anoxic groundwater occurred, ferrous iron was released 

(Figure 3.1). It then complexed with carbonates and precipitated as siderite. In model 

simulations that did not consider siderite precipitation dissolved iron concentrations were 

considerably overestimated compared to the measured concentrations (results not shown). 

Overall the calibrated reactive transport model reproduced closely the observed redox 

patterns in both the ASR and the observation well.  

 

3.3.3 ANALYSIS OF ARSENIC FATE  

During the injection of aerated water, kinetically controlled oxidation of pyrite occurred 

where oxygen was not depleted. As was simultaneously released at a rate proportional to 

the simulated pyrite oxidation rate. The extent of the zone where pyrite oxidation and 

simultaneous As release occurred varied depending on aquifer transmissivity and pyrite 

content, i.e., over ~15 to 50 m at the end of the shorter injection cycles 1 to 4 (injected 

volume of 35 - 39 × 106 L/cycle) and over ~50 to 120 m at the end of the prolonged 

injection cycle 6. This is illustrated in Figure 3.2, which shows the simulated concentration 

profiles for oxygen and the corresponding simulated zone of pyrite oxidation for the high 

conductivity horizon. During injection, under predominantly oxic conditions the released As 

is transported as arsenate in radial direction away from the ASR well. Its migration, 

however, is strongly affected by sorption to HFO. This attenuation mechanism is effective in 

limiting the lateral migration of As and in maintaining dissolved As concentrations at a low 

level throughout the aquifer over the entire injection period. Over the duration of the 7 

simulated ASR cycles, arsenic found in solution accounted on average for only 22% of the As 

released due to pyrite oxidation. 

During the first and the following recovery phases, when the previously displaced anoxic 

native groundwater was drawn back towards the ASR well, the dissolution of HFO caused 

the release of sorbed As, mainly as arsenite, under the progressively more reducing 
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conditions. This resulted in increased total As concentrations in the recovered water, as 

illustrated in Figure 3.3. The plots show the simulated cumulative As mass as well as 

dissolved As concentrations at the ASR well for the first 4 ASR cycles and provides a detailed 

assessment of As partitioning among mineral phases, surface complexes and the aqueous 

phase and how the partitioning changes between injection, storage and recovery. During 

each cycle As concentrations continued to rise at the ASR well until the end of recovery, i.e., 

the maximum As concentrations were attained at abstraction/injection ratios of close to 

100% or above. A survey of 52 ASR wells (ASRSystems 2007) shows this to be a common 

response at As affected ASR sites. However, comparative simulations (not shown) suggest 

the timing of the As peak to be strongly related to the redox conditions of the native 

groundwater, i.e., the more reducing the ASR target aquifer, the faster HFO dissolves during 

recovery events with As peak concentrations attained at recovery/injection ratios below 

100%, a trend also commonly reported from affected sites (ASRSystems 2007). 

The model simulations suggest that not all of the freshly accumulated HFO during injection 

phases became dissolved during recovery, except when abstraction volumes exceeded 

injected volumes. Subsequently, the total mass of HFO and, thus, the associated sorption 

capacity successively increased over time (Figure B-6, Appendix B). This resulted in an 

increased attenuation of As due to sorption to (i) neo-formed HFO surfaces and (ii) to 

previously precipitated but not subsequently dissolved HFO surfaces (Figure 3.3). Therefore 

the ratio of As mass mobilized during injection and that discharged during recovery varied. 

At the end of the model simulation, i.e., the end of ASR cycle 7, when ~116% of the total 

injected water volume was recovered, over 70 % (~48 mol) of the mobilized As mass was 

extracted. However, this amounts to only a small reduction of the total As mass prevailing 

in the target zone, as estimated based on the (initial) pyrite concentration. At the end of 

cycle 7, a predicted reduction of 6% of the total As mass occurred, from within a radius of 

1.5 m around the ASR well, declining to ~0.5 % for a radial distance of 30 m (Figure B-7, 

Appendix B). This implies that slow “As flushing” of the target zone via repeated ASR cycles 

is in principle possible, but not very effective. 
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Figure 3-1. Measured (circles) and simulated (solid lines) aqueous concentrations of pH and selected ions for the 

7 simulated ASR cycles. Injection periods are marked in light blue, recovery phases in light red and inter-cycle 

storage periods in white. Concentrations are in mol L-1, except pH. 
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3.3.4 TRANSFERABILITY OF CONCEPTUAL/NUMERICAL MODEL TO OTHER ASR SITES  

The numerical model developed based on the data collected at the Bradenton site 

describes a system where oxic potable water is injected into an aquifer characterized by 

anoxic and brackish (TDS ~ 1200 mg L-1) native conditions. While these conditions are 

comparable to many other ASR sites, particularly in Florida, differences in the quality of the 

injectate, the redox conditions and salinity of the native groundwater will determine the 

extent to which the model is transferrable to other ASR operations. The most distinct 

differences are expected for sites where more nutrient and organic-rich, e.g., reclaimed 

water rather than drinking water is injected. Depending on the concentration and reactivity 

of the organic carbon, its presence will, besides pyrite oxidation, become an increasingly 

important driving force for geochemical changes. In this case more reducing conditions may 

develop within aquifer zones occupied by the injectate, thereby reducing As attenuation by 

sorption to HFO, compared to the present study site. 

At those ASR sites where the native groundwater has higher TDS concentrations, physical 

and geochemical processes may differ and density-driven flow patterns may develop (Ward 

et al. 2007) with associated impacts on arsenic breakthrough behavior. Secondly, As 

mobilization by desorption from HFO may become more important. While we conclude that 

destruction of sorption sites was the main As release mechanism at the Bradenton site, 

comparative simulations where HFO was not allowed to dissolve demonstrate that 

competitive displacement of As from sorption sites by other inorganic solutes is an equally 

effective As release mechanism (Figure B-8, Appendix B). Model results suggest, that the 

high alkalinity of the native groundwater compared to the injectate was thereby the major 

driving force for As displacement from HFO. The simulations imply that a displacement of 

the sorbed arsenic by the major anions contained in the relatively saline ambient water is 

sufficient to mobilize arsenic. Importantly, dissolution of HFO, while likely under the redox 

conditions observed at the Bradenton site, is not necessarily required to obtain elevated 

arsenic concentrations during recovery. It follows that arsenic re-mobilization will generally 

be the combined effect of (a) a reduction in sorptive capacity of As on HFO due to elevated 

TDS in the native groundwater and (b) reductive dissolution of HFO. Both models are not 

mutually exclusive and which one takes priority depends on the prevailing redox conditions 

and the salinity of the native groundwater.  
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3.3.5 UNCERTAINTIES  

Despite the complexity of the model, several assumptions are likely to be substantial 

oversimplifications of the subsurface system. The dissolved As concentrations, which were 

reasonably well described for the Bradenton site are strongly controlled by solubilities and 

mineral reaction rates of pyrite and HFO and by competing pH-dependent adsorption 

reactions. These processes and their respective parameters are highly nonlinear and will be 

affected by non-uniqueness and uncertainty, in particular where measured data were 

incomplete (e.g. NO3, DOC, PO4, microbial concentrations) or not available at the required 

density (H2S, Fe2+). Open bore construction and subsequent depth integrated sampling also 

contributed to the uncertainty in process/parameter identification. Future studies at other 

affected ASR sites with more detailed geochemical/hydrogeological data and multiple 

observation bores will provide additional constraints to test and improve our conceptual 

model. Despite these limitations, the present model is capable of providing valuable 

insights into the coupled flow and reaction patterns that affect arsenic fate during ASR of 

potable water. This quantification framework will provide a useful tool for the assessment 

and optimization of operational conditions and their impact on As mobility at affected sites.  
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Figure 3-2.  Concentration fronts of oxygen, As(III) and As(V), Fe(OH)3 and extent of injected water (SO4
2-) and 

pyrite dissolution during ASR cycle 1; a) at the end of injection b) at the end of abstraction in the high 

permeability horizon (model layer 4). Cref = reference concentration. For concentration O2, SO4
2-: Cref = injectant 

concentration; for As, Fe(OH)3, ΔC pyrite: maximum concentration during ASR cycle 1. 
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Figure 3-3. Temporal variation of the integrated mass of total dissolved and complexed arsenic in the aquifer, 

discharge of As from the ASR well, and As released from pyrite during oxidation for the first 4 ASR cycles. 

Simulated As concentrations are also shown as well as cumulative injection and abstraction volumes. 1: As 

complexed to HFO, 2: Total dissolved As, 3: As discharged through well, 4: As mobilized through pyrite 

oxidation, 5: Total dissolved As conc. at ASR well. 
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Chapter 4.  SIMULATING MODFLOW-BASED REACTIVE TRANSPORT 

UNDER RADIALLY-SYMMETRIC FLOW CONDITIONS  

ABSTRACT 

Radially-symmetric flow and solute transport around point sources and sinks is an 

important specialized topic of groundwater hydraulics. Analysis of radial flow fields is 

routinely used to determine heads and flows in the vicinity of point sources or sinks. 

Increasingly, studies also consider solute transport, biogeochemical processes and thermal 

changes that occur in the vicinity of point sources/sinks. Commonly, the analysis of 

hydraulic processes involves numerical or (semi-) analytical modeling methods. For the 

description of solute transport, analytical solutions are only available for the most basic 

transport phenomena. Solving advanced transport problems numerically is often associated 

with a significant computational burden. However, where axis-symmetry applies 

computational cost can be decreased substantially in comparison to full 3D solutions. 

In this paper, we explore several techniques of simulating conservative and reactive 

transport within radial flow fields using MODFLOW as the flow simulator, based on its 

widespread use and ability to be coupled with multiple solute and reactive transport codes 

of different complexity. The selected transport simulators are MT3DMS and PHT3D. 

Computational efficiency and accuracy of the approaches are evaluated through 

comparisons to full 2D/3D model simulations, analytical solutions and benchmark 

problems. We demonstrate that radial transport models are capable of accurately 

reproducing a wide variety of conservative and reactive transport problems provided that 

an adequate spatial discretization and advection scheme is selected. For the investigated 

test problems, the computational load was substantially reduced, with the improvement 

varying, depending on the complexity of the considered reaction network. 

 

4.1 INTRODUCTION 

Radially-symmetric flow to/from a source/sink is an important specialized topic of ground-

water hydraulics. Most reported applications have been for aquifer tests and the 

determination of hydraulic characteristics of the groundwater regime. Radial flow applies to 

cases where the regional groundwater flow is negligible compared to that induced by the 

point source or sink over the considered time-scale. Routinely, the quantitative description 

of the radial flow field and the analysis of the hydraulic heads in such systems involves 



(50) 

numerical or (semi-) analytical modeling methods (e.g., Barlow and Moench 1999; 

Kruseman and de Ridder 1990; Veling and Maas 2009). The type of numerical modeling 

tools used ranges from generic, widely used flow simulators such as FEFLOW (Diersch 2002) 

and MODFLOW (McDonald and Harbaugh 1988; Harbaugh et al. 2000; Harbaugh 2005) 

which uses Cartesian geometry, to purpose built models (e.g., Johnson et al. 2001; Bohling 

and Butler 2001; Mansour et al. 2007; Louwyck et al. 2011) that implement a radial 

coordinate system. Finite-element (FE) models allow for an effective implementation for 

the simulation of radial flow fields through an appropriate refinement of the FE grid around 

point sources/sinks. The model setup for local-scale simulations of radial flow-fields with 

finite difference models is less efficient. Commonly, multi-dimensional models (2D/3D) are 

developed with a horizontal plane centred around the point source/sink using a fine 

discretization (e.g., cell width equal to the well radius). Cell widths then expand 

logarithmically with distance from the well (Langevin 2008, Louwyck et al. 2011, Barrash 

and Doherty, 1997) to allow approximation of cylindrical flow (Anderson and Woessner, 

1991). Alternatively, axi-symmetric models may be used. These account for the actual 

increase in aquifer volume with distance from the point source/sink through either model 

parameter adjustments or manipulation of the model geometry. Computationally they are 

a more efficient alternative as long as the assumption of radial flow is sufficiently justified 

(Langevin 2008; Anderson and Woessner 1991; Halford and Yobbi 2006; Samani et al. 

2004). While the initial setup of such models is still somewhat cumbersome, the numerical 

solution of the groundwater flow equation is usually relatively efficient, even for full three 

dimensional multi-layered model configurations.  

Increasingly, studies also need to investigate the solute transport behaviour, as well as the 

biogeochemical or thermal changes that evolve in the vicinity of the point source/sink. 

Typical applications include, for example, tracer injection experiments (Seaman et al. 2007; 

Huang et al. 2010), single-well injection and withdrawal tests, e.g., push-pull tests (Istok et 

al. 1997; Schroth et al. 2001; Senko et al. 2002; Vandenbohede et al. 2008; Phanikumar and 

McGuire 2010), in-situ iron removal operations (Appelo and de Vet 2003), aquifer storage 

and recovery (ASR) systems (Greskowiak et al. 2005; Culkin et al. 2008, Descourvieres et al. 

2010; Wallis et al. 2011), aquifer thermal energy storage (ATES) systems (Dwyer and 

Eckstein 1987; Griffioen and Appelo 1993; Kim et al. 2010), in-situ bioremediation (Oya and 

Valocchi 1998) or coal bed methane recovery (van Wageningen et al. 2009). Analytical or 

semi-analytical solutions are only available for highly simplified transport problems (e.g., 

Gelhar and Collins 1971; Valocchi 1986; Hsieh 1986; Goltz and Oxley 1991; Wang and 

Crampon 1995; Becker and Charbeneau 2000). The solution of the transport equations 
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using numerical techniques is, however, often associated with significant computational 

costs, even for systems where the flow model alone is solved with little effort. This can 

severely restrict the application of reactive transport models, in particular where a manual 

or automatic model calibration may require hundreds or thousands of model runs. 

Among the previously published MODFLOW-based solutions for the simulation of radial 

flow problems, several of the solutions involve modifications of the MODFLOW code 

(Samani et al. 2004; Romero and Silver 2006). Others are based on unmodified versions of 

MODFLOW (Anderson and Woessner 1991; Reilly and Harbaugh 1993; Barrash and 

Dougherty 1997; Langevin 2008; Halford and Yobbi 2006; Louwyck et al. 2011). One major 

advantage of the latter approach is that the compatibility with the various transport 

simulators in the MODFLOW-family of codes such as MT3DMS (Zheng and Wang 1999), 

SEAWAT (Guo and Langevin 2002; Langevin and Guo 2006), RT3D (Clement 1997) and 

PHT3D (Prommer et al. 2003) is preserved. 

The radially-symmetric approaches published to date, have focussed on the accurate 

simulation of the flow field. None of the methods have been rigorously evaluated for their 

applicability and accuracy of the transport equations. With the present paper, we aim to 

close this gap and (i) explore several techniques of simulating conservative and reactive 

solute transport around point sources and sinks under radially-symmetric flow conditions 

and (ii) evaluate and demonstrate the applicability of these approaches and assess their 

accuracy and potential for reducing the computational burden by comparing them to 

2D/3D model simulations, analytical solutions and previously published benchmark 

problems. The focus is on methods for simulating reactive transport in radial flow fields 

using MODFLOW as the flow simulator, based on its widespread use and ability to be 

coupled with multiple solute and reactive transport codes of different complexity. The 

selected transport simulators areMT3DMS (Zheng and Wang 1999) and PHT3D (Prommer et 

al. 2003).  

 

4.2 MODEL DISCRETIZATION APPROACHES 

The conventional and probably most commonly employed method of approximating radial 

flow with a finite-difference scheme is to discretize a horizontal plane centred on the point 

source/sink. The model may encompass the full circumference of the radial flow domain 

(2πr), or it may represent a fraction thereof. Because of the underlying radial symmetry, the 

fraction of aquifer represented by the model is arbitrary and does not affect the solution. 
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However the injection/abstraction rates of the well need to be scaled to the simulated 

proportion of the model domain. The boundaries of the model should be positioned at 

sufficient distance from the well, that they have minimal impact on the model solution over 

the time-scales of interest using, e.g., a constant head boundary condition (Dirichlet 

boundary) or a general head boundary (Cauchy boundary). If only a proportion of the full 

radial flow domain is simulated, no-flow boundary conditions are applied to the model 

boundaries along the two symmetry axes.  

This multi-dimensional Cartesian model approach (2D/3D) was applied in the present paper 

to compare to axi-symmetric methods. The model domain was chosen to represent one-

quarter of the full radially-symmetric domain, with the well placed into one corner of the 

model grid. In the following, three axi-symmetric model approaches are described. These 

are then compared to the 2D/3D Cartesian model simulations for a variety of analytical and 

benchmark problems to test their accuracy and ability to reduce computational burden.   

 

4.2.1 RADIALLY-SYMMETRIC MODEL APPROACH 1: REDUCTION OF DIMENSION BY 

PARAMETER SCALING AFTER LANGEVIN (2008)  

The two horizontal dimensions of models describing axi-symmetric flow using Cartesian 

coordinates can be effectively reduced to one dimension through adjustment of model 

input data. Model parameters thereby become a function of the increase in aquifer and 

storage volume with radial distance from the sink/source. The approach was originally 

proposed by Anderson and Woessner (1991) for flow simulations alone, but was later 

extended and described in detail by Langevin (2008) (hereafter referred to as the “Langevin 

method”).  

In this method a numerical model setup of k layers, j columns and a single row is used, 

whereby the width of the row is set to 1 m. The well is assumed to be located in one or 

more layers in column 1 (rwell, Figure 4.1 a). The outer vertical boundary of the well cell 

represents the centre of the radial flow field. The discretisation in column direction can be 

chosen freely depending on the required radial resolution. Each of the grid cells in column 

direction corresponds to a concentric ring around the well centre. The grid cell centres in 

each column are located at radii rj and the column width corresponds to the width of the 

concentric ring (Figure 4.1 a). As each column corresponds to an ever greater aquifer 

volume with increasing distance from the well, the aquifer parameters (X) of each cell 

become a function of the radial distance from the point source/sink:  
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𝑋𝑘,𝑗 = 𝑟𝑗2𝜋𝑋𝑘𝑟       (1) 

where 𝑋𝑘𝑟  is the aquifer parameter value of the kth layer in radial direction, rj the radial 

distance to the cell centre of the jth column and Xk,j is the adjusted model parameter in the 

kth layer and jth column.  

For flow simulations the conductivities (Kh and Kv), storage properties as well as recharge 

and evapotranspiration increase with radial distance according to eq. (1). As eq. (1) 

assumes laterally homogeneous parameter values, the logarithmic mean is used within 

MODFLOW to calculate the interblock conductivities (Goode and Appel 1992, Langevin 

2008). 

 

4.2.2 RADIALLY-SYMMETRIC MODEL APPROACH 2: REDUCTION OF DIMENSION BY 

PARAMETER SCALING AFTER LOUWYCK ET AL. (2011)  

An alternative technique of simulating radial flow with MODFLOW was recently presented 

by Louwyck et al. (2011) (hereafter referred to as the “Louwyck method”). It is also based 

on the adjustment of model parameters as a function of the radial distance from the 

injection/extraction well. In contrast to the Langevin method this technique allows laterally 

heterogeneous aquifer properties (e.g., well skin) to be considered.  

The Louwyck method requires aquifer parameters to be scaled on the basis of a radial grid 

consisting of a series of nc concentric rings with radii rj around a well. The radii rj of the 

rings is thereby defined as the geometric mean of inner ring radius 𝑟𝑗−0.5 = 𝑟𝑗𝑎𝑟−0.5 and 

outer ring radius 𝑟𝑗+0.5 = 𝑟𝑗𝑎𝑟+0.5 (Figure 4.1 b). For flow simulations, where the emphasis is 

on efficient and accurate simulation of heads around point sources and sinks, Louwyck et 

al. (2011) proposed the following logarithmic scaling of the radial distance rj: 

 

𝑟𝑗 = 𝑟0𝑎𝑟𝑗−1     𝑗 = 1,2, … ,𝑛𝑐    (2) 

 

with the  expansion factor for the radii of the concentric rings being 1<ar<2,  r0 being the 

radius of the first concentric ring and nc the total number of rings.   
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Besides a logarithmic scaling, a flexible lateral discretization of the aquifer can also be 

applied as long as the geometric mean of the radii of inner and outer ring boundaries is 

used for the calculation of the radii of the concentric rings. 

Eq. (2) defines a series of nc concentric rings on which basis aquifer parameters are 

increased radially to account for the expansion in aquifer volume. The full discussion of the 

derivation of the scaling factors is provided in Louwyck et al. (2011). The horizontal 

conductivity 𝐾𝑘,𝑗
ℎ  of the kth layer and jth column becomes: 

 

𝐾𝑘,𝑗
ℎ =  

2𝜋𝐾𝑘,𝑗
𝑟

ln (
𝑟(𝑗+0.5)

𝑟(𝑗−0.5)� )
     (3) 

 

where 𝐾𝑘,𝑗
𝑟

 is the radial horizontal conductivity, 𝐾𝑘,𝑗
ℎ

 is the adjusted horizontal conductivity 

for input to the model and rj-0.5 and rj+0.5 are the inner and outer radius of the jth column. 

Vertical conductivity and storage properties are calculated by multiplying these with the 

horizontal surface area of the circular element represented by column j: 

 

𝑋𝑘,𝑗 = 𝐴𝑗 ∗ 𝑋𝑘,𝑗
𝑟       (4) 

where:  𝐴𝑗 = 𝜋[(𝑟(𝑗+0.5)
2 )−(𝑟(𝑗−0.5)

2 )]     (5) 

 

The scaled aquifer parameters are input to a MODFLOW model grid, which consists of a 

single row, j columns and k layers.  The number of model columns (nc) correspond to the 

series of nc concentric rings around the well. MODFLOW model column widths are thereby 

pre-set to 1m along both row and column direction, i.e. the MODFLOW model, which 

follows the Louwyck approach requires fixed cell sizes. 

The Louwyck method is based on the assumption that the transmissivity within a cell is 

constant, but that it may vary from cell to cell. Thus, laterally heterogeneous aquifer 

properties can be accommodated. As a consequence, the harmonic mean is used within 

MODFLOW to calculate the interblock conductivities (Harbaugh et al. 2000).  
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4.2.3 RADIALLY-SYMMETRIC MODEL APPROACH 3: REDUCTION OF DIMENSION BY 

MANIPULATION OF MODEL GEOMETRY  

An alternative approach to simulating axi-symmetric flow is to represent the cylindrical flow 

field by a one-layer model tilted on its side. Aquifer properties remain unchanged, but 

instead the geometry of the model grid is modified (Greskowiak et al. 2005, Wallis et al. 

2011) (hereafter referred to as the “geometry method”). To account for the increase in 

aquifer volume with radial distance, the model layer thickness (∆z) increases radially as:  

 

Δzj = rj2π           (6) 

 

The variable thickness of the profile is thereby based on the chosen angle of the simulated 

wedge (2π in case of simulation of the full radial flow field). The value of Δzj numerically 

equals the perimeter of a circle at the radial distance at the centre of each grid cell (rj), i.e., 

the distance from the point sink/source. To discretise the system vertically, multiple rows 

are used, with the actual layer thicknesses being input to the model as the widths of the 

model rows (∆yk) (Figure 4.1 c).  

As this approach does not require any model parameters besides the model layer thickness 

to be adjusted, the parameter assignment of flow and transport models is straightforward. 

However, this approach is restricted to simulating confined systems and it is not suitable for 

model simulations that require the correct layer top and bottom elevations, such as with 

SEAWAT.  
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Figure 4-1. Model discretization following the methods of a) Langevin (2008), b) Louwyck (2011) and c) 

manipulation of the model geometry.  
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4.2.4 SOLUTE TRANSPORT PARAMETER RESCALING 

Transport parameter scaling is not required if an axi-symmetric model is developed based 

on the geometry method, as the manipulation of the model grid accounts for the radially 

increasing aquifer volume. However, for both, the Langevin and the Louwyck method, 

scaling of transport parameters is required to all input values used in equations and their 

numerical solutions that contain an area or volume analogous to the flow parameter 

adjustments (Langevin 2008). Scaling of the transmissive and storage properties, as 

discussed in the previous sections, ensure that the Langevin and the Louwyck methods 

calculate the correct Darcy fluxes, which in MODFLOW are obtained by multiplying the 

conductance with the head difference across the cell faces (McDonald and Harbaugh 1988). 

For the simulation of advective solute transport by MT3DMS (Zheng and Wang 1999), these 

Darcy fluxes need to be converted into linear groundwater flow velocities by division with 

the effective porosity. Accordingly, the effective porosity needs to be rescaled and the 

adjustment follows the same procedure as  for the flow model input parameters, i.e. using 

eq. (1) and eq. (4) for the Langevin and the Louwyck methods, respectively.  

After incorporation of these adjustments the computed velocity field, which forms the basis 

for the transport simulations, will be equal to the respective velocity field calculated with 

the geometry method as well as the Cartesian model equivalents. Computed flow velocities 

are compared in Figure 4.2a to results from the respective analytical solution, which for 

steady state horizontal radial flow is found to be:  

 

𝑣(𝑟) = 𝑄
2𝜋𝑟𝜃∆𝑧

      (7) 

 

where v(r) is the flow velocity [L/T] , θ is the porosity [-], Q is the injection/abstraction rate 

[L3/T] and ∆z is the thickness of the domain. 

When, as it generally is the case, dispersive transport is considered, the dispersivity 

requires rescaling only if the Louwyck method is used. This compensates for the prefixed 

MODFLOW column and row width of 1 m, through division by the width of the radial rings 

(rj+0.5 - rj-0.5) corresponding to each model column. 

If, in addition to advective and dispersive transport, reactive processes are considered, the 

parameters used to describe chemical reactions may also require adjustment, depending 
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on the type and the complexity of the reactions that are included in the reaction network of 

the transport model. For instance, if sorption is modelled via the appropriate MT3DMS 

reaction package, the bulk density of the aquifer material requires scaling to account for 

the increase in mass with radial distance from the point source/sink in accordance to the 

flow parameter adjustements, i.e., using eq. (1) and eq. (4) for the Langevin and the 

Louwyck methods, respectively.  

The necessary input data modifications may also be code-specific. For example, if the multi-

component reactive transport code PHT3D is used, mineral concentrations, ion exchange 

capacities and surface complexation parameters are by convention expressed in moles per 

litre of bulk aquifer volume. Internally, the code divides these concentrations in each cell by 

the porosity of that cell in order to scale them relative to one kilogram of water. Thus, 

without parameter input adjustments according to eq. (1) (Langevin method) and eq. (4) 

(Louwyck method), this internal conversion step would result in incorrect proportions of 

mineral or sorbed solute mass relative to solute concentrations. For other codes, however, 

other conventions and thus different scaling rules may apply. 

 

4.3 PERFORMANCE ASSESSMENT OF RADIALLY-SYMMETRIC MODEL 

APPROACHES 

A number of representative benchmark problems of different complexity were selected 

from the literature to assess the accuracy and computational efficiency (i.e., run-times) of 

the three axi-symmetric model approaches discussed above in comparison to the 

equivalent 2D/3D Cartesian model solutions for both conservative and reactive transport.  

 

4.3.1 CONSERVATIVE SINGLE SPECIES TRANSPORT  

The numerical solution obtained with MT3DMS is compared to the analytical solution 

developed by Gelhar and Collins (1971) for the case of a conservative solute front that 

propagates from a fully-penetrating injection well into a confined aquifer:  

 

𝐶−𝐶0
𝐶𝑖𝑛𝑗− 𝐶0 

= 0.5𝑒𝑟𝑓𝑐 � 𝑟2−𝑟𝑖2

2��43𝛼𝐿�𝑟𝑖
3+ �𝐷𝐴�𝑟𝑖

4�
0.5�          (8) 
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where 

𝑟𝑖 = (2𝐴𝑡)0.5      (9) 

and 𝐴 = � 𝑄
2𝜋∆𝑧𝜃

�       (10) 

where t is the time, αL the longitudinal dispersivity [L] and D the molecular diffusion [L2/T]. 

In this test case (TC1), fluid is injected at a rate Qinj with a solute concentration of Cinj. The 

aquifer initially contains water with solute concentration Co. For the numerical solution, the 

model domain of the 2D/3D Cartesian model and its equivalent three axi-symmetric model 

approaches was discretized into (i) a first 1m wide cell that represents the well (∆𝑥𝑤𝑒𝑙𝑙 =

1𝑚), (ii) additional cells increasing in width according to an expansion factor (𝑎𝑟 = 1.05) up 

to a maximum column width of 5m and (iii) a regular discretization of 5m for larger radial 

distances (Table 4.1). As this discretization scheme differs from the commonly applied 

logarithmic scaling used for radial flow problems (Langevin 2008, Louwyck et al. 2011, Reilly 

and Harbaugh 1997), an additional model was set up applying logarithmic scaling in 

conjunction with the Louwyck approach. The spatial discretization followed a logarithmic 

increase of column width, as defined in eq. (2). All relevant numerical model parameters 

and their values used in the simulation are listed in Table 4.1. 

As a measure of the accuracy of the numerical solution a relative error was defined based 

on the equation presented by Langevin (2008) and Samani et al. (2004):  

 

𝑅𝐸 = (𝑋𝑛𝑢𝑚 − 𝑋𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙) 𝑀 ∗ 100⁄    (11) 

 

where RE is the relative error [%], Xnum is the simulated value. Xanalytical is the corresponding 

value determined with the analytical solution. M is a reference value, which is based on the 

maximum change in X, which for this problem is for example the maximum difference 

between injected and initial concentration, maximum change in mass or velocity. 

The method of characteristics (MOC) solution technique was employed for the present 

example as it was expected to perform best under the given advection dominated 

conditions (Peclet numbers ranging from 1 to 5). For the selected spatial discretization the 

MOC scheme provides sufficient accuracy without excessive computational demand. Note 

that the absolute model run times as well as the relative errors are, however, a function of 

both the model discretization and the selected advection scheme.  
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Table 4-1 Numerical model parameters to simulate radial transport of a conservative 

solute (TC1)  

Model 2D model 1D_axi-
symmetric 1D_axi-symmetric 1D_axi-symmetric 1D_axi-

symmetrix 

  Langevin 
2008 

Louwyck 2011 

log discretization3) Louwyck 2011 Geometry 
adjusted 

Model cells 78 * 78 78 78 78 78 
      

 Radial extent of 
model (radius of 

cell 78) [m] 
302.56 302.56 301.8 303.05 302.56 

      

Discretization x 
direction 1) 

∆𝑥(𝑤𝑒𝑙𝑙): 1m 
∆𝑥 𝑐𝑜𝑙. 2 − 33: 

∆𝑥(𝑤𝑒𝑙𝑙) ∗ 𝑎𝑟
(𝑗−1)5); 

∆𝑥 𝑐𝑜𝑙. 34 − 78: 5m 

see 2D model 
rj = r0arj−1 ; ar = 1.086 

r0 = 0.5m 2) 

r0 = 0.866m;  ∆𝑥(1): 1m,  
𝑟𝑗  𝑐𝑜𝑙. 2 − 78: 

𝑟𝑗 = �𝑟𝑗−0.5 ∗  𝑟𝑗+0.5; 
𝑟𝑗−0.5 = 𝑟𝑗 ∗  𝑎𝑟−0.5;6) 

see 2D model 

    𝑟𝑗+0.5 = 𝑟𝑗 ∗ 𝑎𝑟0.5  

Resulting width 
of columns 

Columns 1:33: 1 to 
4.7m 

Columns 34:78: 5m 
see 2D model 0.041 to 25.1m see 2D model see 2D model 

      
Discretization y 

direction1) 
78 rows,  discretisation 

as in x direction 1 row: 1m 1 row: 1m 1 row: 1m 1 row: 60m 

      
Discretization z 

direction 1 layer: 60m 1 layer: 60m 1 layer: 60m 1 layer: 60m 
1 layer: 

∆zj = rj2π 
      

Time  1 sp4): 200days; 
400 ts4) 

1 sp4): 200days; 
400 ts4) 

1 sp4): 200days; 
400 ts4) 

1 sp4): 200days; 
400 ts4) 

1 sp4): 200days; 
400 ts4) 

      
Advection 

scheme MOC MOC MOC MOC MOC 

      
Solver; conc. 

closure criterion GCG, 1*10-9 GCG, 1*10-9 GCG, 1*10-9 GCG, 1*10-9 GCG, 1*10-9 

      
Horiz. hydraulic 
conductivity (k) 

[m/d] 
8.64  𝑘𝑗 = 𝑟𝑗2𝜋𝑘𝑟  𝑘𝑗ℎ =

2𝜋𝑘𝑗𝑟

ln (r(j+0.5) r(j−0.5)⁄ )
 𝑘𝑗ℎ =

2𝜋𝑘𝑗𝑟

ln (r(j+0.5) r(j−0.5)⁄ )
 8.64  

      
Porosity (θ) 0.2 𝜃𝑗 = 𝑟𝑗2𝜋𝑘𝜃𝑟  𝜃𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝜃𝑟 𝜃𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝜃𝑟 0.2 

      
Long. 

dispersivity [m] 1  1  1/(𝑟(𝑗+0.5) − 𝑟(𝑗−0.5)) 1/(𝑟(𝑗+0.5) − 𝑟(𝑗−0.5)) 1  

      
Co 1 1 1 1 1 
      

Cinj 0.5 0.5 0.5 0.5 0.5 
1) The 2D model domain represents one-quarter of a full radial-symmetric domain (i.e. 2πr/4), with the 
well emplaced in one grid corner 
2) 𝑗 = (2, 3, . . ,𝑛𝑐)   
3) Logarithmic expansion of space as described in Louwyck et al. (2011) 
4) sp=stress periods; ts: time steps 
5) ar = expansion factor for spatial discretization; 𝑎𝑟 = 1.05;  𝑗 = (2, 3, . . ,𝑛𝑐)  
6) 𝑎𝑟 = 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 ; 1 < 𝑎𝑟 < 2 

 

The comparison of the modeling results shown in Figure 4.2 indicates that all three 

methods described above agree well with both the full 2D model and the analytical 

solution. The maximum RE for dissolved solute concentrations is shown to be below 5% for 

both the geometry method and the Langevin method. It is below 7% for the Louwyck 

method. Close agreement is also achieved for the total simulated solute mass over time, 
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which lies within 5% of the analytical solution for all axi-symmetric model approaches and 

the 2D Cartesian model (results not shown). In contrast, the axi-symmetric model that 

applies the logarithmic-based spatial discretization (Louwyck method with log 

discretisation) is unable to reproduce the concentration breakthrough curves with sufficient 

accuracy (Figure 4.2 b/c). This discretization scheme is beneficial for the flow solution as it 

provides increased efficiency and accuracy for the calculation of groundwater heads around 

point sources and sinks (Louwyck et al. 2011). However, it leads to rapidly increasing Peclet 

numbers with distance from the point sink/source. As a result the transport solution is 

sufficiently accurate in the vicinity of the injection point (Figure 4.2 b/c) but, breakthrough 

curves are poorly resolved at greater distances from the well. There, depending on the 

applied MT3DMS advection scheme, the solution may be plagued by numerical dispersion. 

Therefore, logarithmic scaling as commonly applied for radial flow problems was not 

further considered in the following transport test cases.  

The axi-symmetric models that follow the other three approaches are ~90 times (Langevin 

method, geometry method) and ~370 times faster (Louwyck method) than the full 2D model 

(Table 4.3).  

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4-2. a) Simulated flow velocities by four axi-symmetric models and the equivalent full 2D model and their 

error to the analytical solution; b) comparison of simulated concentrations for all model approaches at three 

timesteps (5days, 50days, 200days of injection); and c) the corresponding error to the analytical solution.  
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4.3.2 SINGLE-COMPONENT REACTIVE TRANSPORT AND DUAL DOMAIN MODELS  

Extending from the previous conservative case the applicability and accuracy of the various 

radially-symmetric model approaches was investigated for cases that additionally employ 

the reaction capabilities as provided by the MT3DMS code. In the first step, the transport of 

a sorbing solute was analyzed for a test case (TC2) in which linear equilibrium sorption was 

included (Karickhoff 1981), i.e.: 

𝑆 = 𝐾𝑑 ∗ 𝐶,      (12) 

where Kd is the distribution coefficient [L3/M] and S the mass of the solute species adsorbed 

on the aquifer solids [M/M]. 

To correctly account for the sorbed mass within axi-symmetric models based on model 

parameter adjustements (Langevin and Louwyck method), the bulk density of the aquifer 

material requires scaling to account for the increase in mass with radial distance from the 

point source/sink according to eq. 1 (Langevin method) and eq. 4 (Louwyck method)  (Table 

4.2, TC2). The numercial solution for TC2 is compared with the corresponding analytical 

solution for one-dimensional advective transport with linear soprtion by incorperating the 

retardation factor (R) into the solution of Gelhar and Collins (1971), eq(8): 

 

𝐶−𝐶0
𝐶𝑖𝑛𝑗− 𝐶0 

= 0.5𝑒𝑟𝑓𝑐 � 𝑟2−𝑟𝑖2

2��43𝛼𝐿�𝑟𝑖
3+ � 𝐷

𝐴1𝑅
�𝑟𝑖4�

0.5�                    (13) 

 

In a variation of this case (TC3) it was assumed that the local equilibrium assumption was 

not valid, and that sorption is described through a first-order reversible kinetic reaction: 

 

𝜌𝑏
𝜕𝑆
𝜕𝑡

= 𝛽(𝐶 − 𝑆
𝐾𝑑

)       (14) 

where 𝜌𝑏 is the bulk density of the subsurface medium [M/L3], β is the first-order mass 

transfer rate [1/T] between the liquid and solid phases (Table 4.2, TC3). 

The test case TC3 was further expanded through inclusion of an irreversible first-order 

reaction (TC4). First-order reactions are often employed to represent (bio)degradation or 

other mass-loss mechanisms in cases where either (i) a first order reaction represents a 
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good approximation of the mass-loss behaviour or (ii) where insufficient process 

understanding and/or aquifer characterisation does not warrant a more complex and more 

process-based model formulation. The loss in mass in the sorbed and solute phase is 

described through a rate constant, which generally represents the half-life of the 

degradable phase (Table 4.2). 

The final MT3DMS-based test problem (TC5) involves a case in which the classic advection-

dispersion model is replaced by a dual domain approach. The dual domain mass transfer 

model partitions the aquifer’s pore space into two separate domains: a mobile domain, 

where transport is dominated by advection and a second domain, where transport is 

controlled by diffusion or (very) slow advection (Feehley and Zheng 2000, Culkin et al. 

2008). Correspondingly the total porosity is partitioned into a mobile fraction (θm) and an 

immobile fraction (θim). The mass exchange between the two domains is controlled through 

a mass transfer rate (βdd) that is proportional to the concentration difference between the 

two domains:  

𝜃𝑖𝑚
𝜕𝐶𝑖𝑚
𝜕𝑡

= βdd (𝐶𝑚 − 𝐶𝑖𝑚)     (15) 

where θim is the porosity of the immobile domain, βdd is the mass transfer rate coefficient 

[1/T], Cm and  Cim are the solute concentrations [M/L3] in the mobile and immobile domain, 

respectively. 

The relevant transport parameters together with their respective adjustments for axi-

symmetric models required to simulate linear and kinetic sorption, first-order irreversible 

rate reactions and dual porosity models are detailed in Table 4.2. These parameters are 

input to the model in addition to the parameters listed in Table 4.1. 
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Table 4-2. Flow and transport model parameters (test cases 2 to 7)  

Model 2D model 1D_axi-symmetric 1D_axi-symmetric 1D_axi-symmetric 

  Langevin (2008) Louwyck (2011) Geometry adjusted 

TC2: Linear sorption (MT3DMS)    

Bulk density (ρ) [kg/m3] 2000 𝜌𝑗 = 𝑟𝑗2𝜋𝜌𝑟  𝜌𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝜌𝑗𝑟 2000 

Kd  [m3/kg] 1e-4 1e-4 1e-4 1e-4 

TC3: Kinetic sorption  (MT3DMS)    

Bulk density (ρ) [kg/m3] 2000 𝜌𝑗 = 𝑟𝑗2𝜋𝜌𝑟  𝜌𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝜌𝑗𝑟 2000 

Mass transfer rate (β) [1/s] 0.005 𝛽𝑗 = 𝑟𝑗2𝜋𝛽𝑟  𝛽𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝛽𝑗𝑟 0.005 

TC4: Decay  (MT3DMS)    

Bulk density (ρ) [kg/m3] 2000 𝜌𝑗 = 𝑟𝑗2𝜋𝜌𝑟  𝜌𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝜌𝑗𝑟 2000 

Mass transfer rate (β) [1/s] 0.005  𝛽𝑗 = 𝑟𝑗2𝜋𝛽𝑟  𝛽𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝛽𝑗𝑟 0.005 

Rate const. dissolved phase 
(λ) 

0.0025 0.0025 0.0025 0.0025 

Rate const. sorbed phase 
(λ) 

0.001 0.001 0.001 0.001 

TC5: Dual domain  (MT3DMS)    

Mass transfer rate (β) [1/s] 0.005 𝛽𝑗 = 𝑟𝑗2𝜋𝛽𝑟  𝛽𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝛽𝑗𝑟 0.005 

Immobile porosity (θim) 0.05 𝜃𝑖𝑚𝑗=𝑟𝑗2𝜋𝜃𝑖𝑚𝑟  𝜃𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝜃𝑗𝑟 0.05 

TC6: Ion-exchange  (PHT3D)    

   Discretization x direction see TC1, table 4.1 see TC1, table 4.1 see TC1, table 4.1 see TC1, table 4.1 

     

   Discretization y direction 
78 rows,  

discretisation as 
in x direction 

1 row: 1m 1 row: 1m 1 row: 1.25m 

     

   Discretization z direction 1 layer: 1.25m 1 layer: 1.25m 1 layer: 1.25m 1 layer: ∆zj = rj2π 

C and Co
1)    [x mol/L] x [mol/L] x [mol/L] x [mol/L]  x [mol/L] 

Exchanger CaX (E) [mol/lbulk]  0.0306  𝐸𝑗 = 𝑟𝑗2𝜋𝐸𝑟  𝐸𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝐸𝑗𝑟 0.0306  

Exchanger NaX (E) 
[mol/lbulk] 

0.03189  𝐸𝑗 = 𝑟𝑗2𝜋𝐸𝑟  𝐸 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝐸𝑗𝑟 0.03189  

Exchanger MgX (E) 
[mol/lbulk] 

0.0285  𝐸𝑗 = 𝑟𝑗2𝜋𝐸𝑟  𝐸𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝐸𝑗𝑟 0.0285  

TC7: 3D multicomp. reactive transport (PHT3D)  

 3D model 2) 2D_axi-symmetric 2D_axi-symmetric 2D_axi-symmetric 

  Langevin (2008) Louwyck (2011) Geometry adjusted 

Cell nr. 3 * 78 * 78 3 * 78 3 * 78 3 * 78 

Discretization – x direction 2) see TC1, table 4.1 see TC1, table 4.1 see TC1, table 4.1 see TC1, table 4.1 

Discretization – y direction 2) discretization as 
in x direction 1 row. ∆y = 1m 1 row.  ∆y = 1m 3 rows. 20m each 

Discretization – z direction 3 layers 20m 
each see 3D model see 3D model  1 layer: ∆zj = rj2π 

Time  1 sp:83days; 
830 ts see 3D model see 3D model  see 3D model 

Horiz. hydr. cond. Layer1 (k) 
[m/d] 4  𝑘𝑘,𝑗 = 𝑟𝑗2𝜋𝑘𝑘𝑟  𝑘𝑘,𝑗 =

2𝜋𝑘𝑘,𝑗
𝑟

ln (r(j+0.5) r(j−0.5)⁄ )
 4  

Horiz. hydr. cond. Layer2 (k) 
[m/d] 8  𝑘𝑘,𝑗 = 𝑟𝑗2𝜋𝑘𝑘𝑟  𝑘𝑘,𝑗 =

2𝜋𝑘𝑘,𝑗
𝑟

ln (r(j+0.5) r(j−0.5)⁄ )
 8  

Horiz. hydr. cond. Layer3 (k) 
[m/d] 13.92  𝑘𝑘,𝑗 = 𝑟𝑗2𝜋𝑘𝑘𝑟  𝑘𝑘,𝑗 =

2𝜋𝑘𝑘,𝑗
𝑟

ln (r(j+0.5) r(j−0.5)⁄ )
 13.92  

Vert. hydr. cond. Layer1 (kv) 
[m/d] 4  𝑘𝑘,𝑗

𝑣 = 𝑟𝑗2𝜋𝑘𝑘𝑣 𝑘𝑘,𝑗
𝑣 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑘𝑘,𝑗

𝑣  4  

Vert. hydr. cond. Layer2 (kv) 
[m/d] 8  𝑘𝑘,𝑗

𝑣 = 𝑟𝑗2𝜋𝑘𝑘𝑣 𝑘𝑘,𝑗
𝑣 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑘𝑘,𝑗

𝑣  8  

Vert. hydr. cond. Layer3 (kv) 
[m/d] 13.92  𝑘𝑘,𝑗

𝑣 = 𝑟𝑗2𝜋𝑘𝑘𝑣 𝑘𝑘,𝑗
𝑣 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑘𝑘,𝑗

𝑣  13.92  
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Table 4.2. continued 

TC7: 3D multicomp. reactive transport (PHT3D)  
 3D model 2) 2D_axi-

symmetric 
2D_axi-symmetric 2D_axi-symmetric 

Long. dispersion 3) [m] 1 1 1/(𝑟(𝑗+0.5) − 𝑟(𝑗−0.5)) 1 

Initial/ injection water 

[mol/L]1) 

x [mol/L] x  [mol/L] x  [mol/L] x  [mol/L] 

Minerals:     

Calcite (M) [mol/lbulk] 0.53 𝑀𝑘,𝑗 = 𝑟𝑗2𝜋𝑀𝑘
𝑟 𝑀𝑘,𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑀𝑘

𝑟 0.53  

Pyrite (M) [mol/lbulk] 0.018  𝑀𝑘,𝑗 = 𝑟𝑗2𝜋𝑀𝑘
𝑟 𝑀𝑘,𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑀𝑘

𝑟 0.018  

Fe(OH)3; FeCO3 (M)  [mol/lbulk] 0  𝑀𝑘,𝑗 = 𝑟𝑗2𝜋𝑀𝑘
𝑟 𝑀𝑘,𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑀𝑘

𝑟 0  
4) nr of strong sites/mole (S) 0.06  𝑆𝑘,𝑗 = 𝑟𝑗2𝜋𝑆𝑘𝑟  𝑆𝑘,𝑗 = 𝜋(𝑟(𝑗+0.5)

2 − 𝑟(𝑗−0.5)
2 )𝑆𝑘𝑟  0.06   

4) nr of weak sites/mole (S) 0.0015 𝑆𝑘,𝑗 = 𝑟𝑗2𝜋𝑆𝑘𝑟  𝑆𝑘,𝑗 = 𝜋(𝑟(𝑗+0.5)
2 − 𝑟(𝑗−0.5)

2 )𝑆𝑘𝑟  0.15  

1) Initial and injection water concentration is given in Valocchi et al. (1981) and Appelo (1994) for TC6 and Wallis et 
al. (2011) for TC7. 

2) The 3D model domain represents one-quarter of a full radial-symmetric domain (i.e. 2πr/4), with the well emplaced 
in one grid corner 

3)  Long. dispersion = 10* trans. dispersion 
4) Surface connected to kinetic reactant Fe(OH)3 

 

 

 

 

 

 

 

 

 

Figure 4-3 Comparison between full 2D and axi-symmetric model results (t=50days). Solute concentrations are 

shown as dimensionless ratio of injection to initial concentration (C/Co). Mass of sorbed and dissolved phases 

are graphed as the change in mass/m3 of aquifer at t=50days (∆(massinitial-massactual)/m3
bulk aquifer); a) linear 

sorption: C/Co and relative error to the analytical solution is shown, as well as ∆solute mass/m3; b) kinetic 

sorption: C/Co and retardation coefficient is shown; c) first-order irreversible rate reaction: C/Co and ∆solute 

mass/m3; d) dual domain mass transfer: The change in mass of solute in the immobile and mobile phase per m3 

of bulk aquifer is shown as well as C/Co for the mobile domain.   
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Comparisons between axi-symmetric transport solutions and the corresponding 2D 

Cartesian model approach as well as the analytical solution for TC2 are shown in Figure 4.3. 

It can be seen that dissolved species concentrations are in close agreement for all of the 

considered transport test cases. Where the RE could be established in relation to the 

analytical solution (TC2), it is below 5% for all model approaches (Figure 4.3a). The absolute 

mass of dissolved and sorbed phases within the aquifer also matches the full 2D solutions 

closely in all cases. Computing times for axi-symmetric models are reduced ~50 to 400-fold 

compared to the respective 2D Cartesian approach (Table 4.3). The Louwyck method is 

thereby consistently faster by a factor of 3 to 4 compared to the alternative radial model 

set-ups. The Langevin and geometry method generally yield model run times of similar 

duration irrespective of the transport problem. Overall, the radially-symmetric models 

prove to be an efficient alternative to the corresponding 2D Cartesian approach, without 

any loss of accuracy. 

 

4.3.3 MULTI-COMPONENT REACTIVE TRANSPORT MODELS  

Using the transport simulator PHT3D we extend the single species transport models of the 

previous section to include multi-component reactive transport. The first of the two 

investigated problems is a frequently used benchmark problem that was originally 

presented by Valocchi et al. (1981) (TC6). It involves the injection of treated municipal 

effluent water at a rate of 21m3/hr into an alluvial brackish aquifer, creating a radial flow 

field around the recharge well. The resulting dilution front was monitored in a well at 16m 

distance from the injection point. Chloride served as a conservative tracer, while the 

breakthrough curves of the exchangeable cations (Mg2+, Ca2+ and Na+) illustrate the 

chromatographic separation of cations that occurs during transport.  

The model parameters for this reactive transport case are noted in Table 4.2. The principal 

model discretization and parameterisation of the flow model remained unchanged from 

the previous examples (Table 4.1). However, the aquifer thickness was reduced to 1.25 

meters to match the earlier reported radial flow velocities between the injection and 

observation point (Valocchi et al 1981). The native and injected water compositions are 

listed in Valocchi et al. (1981) and Appelo (1994). 

The axi-symmetric model solutions are compared to the equivalent 2D PHT3D model results 

as well as to the solution computed by PHREEQC (Valocchi et al. 1981). All radial model 
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approaches allow for an accurate description of the conservative solute front as well as for 

the chromatographic pattern of the exchangeable cations and match the 2D model and 

PHREEQC solutions well (Figure 4.4). A ~70-110 fold reduction in computational time is 

achieved compared to the corresponding 2D Cartesian model (Table 4.3).  

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

 

Figure 4-4 Match between axi-symmetric models and the corresponding 2D model version as well as the 

PHREEQC solution and the observation data by Valocchi et al. (1981) for three exchangeable cations: Na+ 

(green), Mg2+ (blue), Ca2+ (red) and chloride (black symbols, conservative). 

 

In a final test case (TC7) the applicability and accuracy of axi-symmetric models for more 

comprehensive three dimensional multi-component reactive transport problems was 

examined. The test case was based on the conceptual model underlying a previously 

developed and described reactive transport model for an aquifer storage and recovery 

(ASR) operation in South-West Florida (Wallis et al. 2011). The reaction network of this 

numerical model includes redox reactions, mineral dissolution/precipitation reactions 

(equilibrium based and kinetically controlled) and surface complexion reactions of As and 

other competing ions onto Fe(OH)3. The ASR operation involved the cyclic injection of 

oxygenated water into a reducing, pyritic aquifer before later recovery. During injection, 

arsenic (As) associated with pyrite, which becomes unstable under the progressively more 
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oxidizing conditions, is released into the aqueous solution. Simultaneously, the ferrous iron 

that is released during pyrite oxidation is oxidized and precipitates as Fe(OH)3. The neo-

precipitated Fe(OH)3 provides additional sorption sites for ions and thus also for As. During 

recovery, when high TDS (total dissolved solids), reducing native groundwater passes back 

towards the ASR well, competition between As and other anions for the finite number of 

sorption sites on Fe(OH)3 releases As by desorption. Simultaneously reductive dissolution of 

Fe(OH)3 under the progressively more reducing conditions increases As and ferrous iron 

concentrations further. 

The flow model that underlies this transport simulation is principally based on TC1 (Table 

4.1). However, in addition a hypothetical vertical conductivity distribution was introduced 

to create a heterogeneous three-dimensional flow field. The parameters that define the 

transport problem and their required axi-symmetric adjustments are listed in Table 4.2. 

Ambient and injected water compositions are given in Wallis et al. (2011). 

The model comparison shows a very good agreement between the 3D Cartesian model and 

the respective 2D axi-symmetric models for all three model layers for conservative and 

reactive solutes, kinetic and equilibrium controlled minerals and solutes undergoing surface 

complexation reactions (Figure 4.5). The computational burden associated with the 3D 

Cartesian version of this problem is substantial, despite the fact that only one quarter of 

the full radial flow field is simulated. Run times are reduced by a factor of ~40 to 60 through 

the use of axi-symmetric models (Table 4.3). The above examples illustrate that axi-

symmetric models are an efficient alternative to the equivalent 2D/3D model solutions for 

more complex transport cases. However, extreme care is required to ensure that the model 

inputs for the Langevin and Louwyck methods are correct, depending on the employed 

transport code and the reaction network considered. Therefore they typically require to be 

test/benchmarked against full 2D or 3D Cartesian models prior to their application. 
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Figure 4-5 Comparison of simulated concentrations for conservative and reactive solutes, kinetic and 

equilibrium controlled mineral concentrations and exchanger and surface complexation sites for the full 3D 

model and three corresponding 2D axi-symmetric models for three model layers (t=50days).  

 

4.3.4 EFFICIENCY VS. ACCURACY  

The examples described above and the summary in Table 4.3 illustrate that the 

computational costs of the radially-symmetric models are substantially lower when 

compared to their 2D or 3D Cartesian equivalents. Depending on the implemented reaction 

network the radial models were ~40 to 400 times faster. Considering the two dimensional 

multi-component reactive transport problem (example TC6) this translates into a reduction 

from 1 day run time to about 14 minutes. However, for each simulation problem, the 

absolute model run times as well as the relative errors are simultaneously a function of 

both the model discretization, i.e., Peclet numbers and for MT3DMS-based models also of 

the selected advection scheme. A more strict comparison of model run times therefore 

needs to consider the accuracy of the numerical solution. 

Comparative simulations for conservative single species transport (TC1) using the standard 

explicit finite-difference (FD) method with upstream weighting, the particle-tracking based 

Eulerian-Lagrangian methods (MOC, HMOC, MMOC) and the higher-order finite-volume 
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(TVD) scheme for the advection term are shown in Figure 4.6 for different spatial 

discretizations. All of these numerical schemes are available within MT3DMS and are 

typically implemented in many MT3DMS-based reactive transport codes such as RT3D 

(Clement 1997) and PHT3D (Prommer et al. 2003).  

The chosen spatial model discretization plays a key role in the accuracy and efficiency of the 

radial transport solution (Figure 4.6). Generally, a fine discretization is required to 

adequately resolve steep concentration gradients commonly encountered in radial flow 

domains. Inherently, this increases computational demand and there is a trade-off between 

accuracy and efficiency. Considering the FD based model solution of TC1, for instance, 

halving the integrated relative numerical error quadruples computational demand (Figure 

4.6). However, with increasing grid resolution the reduction in relative error diminishes, 

yet, the computational burden increases further. Consequently, there is a limit beyond 

which a reduction in cell size produces no more substantial gain in accuracy, but may lead 

to impractical run times. For the MOC based transport solution of TC1 this limit is 

encountered beyond 75 model cells, when the numerical error of the transport solution 

remains stagnant while computational burden increases further by a factor of 6 (Figure 

4.6). Numerical algorithms plagued by numerical dispersion under advection-dominated 

conditions (e.g., FD) generally require a finer discretization to adequately reduce the 

numerical error in a radial flow domain. As exact analytical solutions are not available for 

most field problems, testing the numerical accuracy of the transport solution vs. its 

computational efficiency for the chosen discretization can only be achieved by trial and 

error. This involves a successive refinement of the grid size and time step until convergence 

is achieved. 

The chosen advection scheme further influences the accuracy and efficiency of the radial 

transport solution (Figure 4.6). Due to the radially decreasing velocities away from the point 

sink/source, the transport processes are likely to be advection dominated close to the 

injection/abstraction point and diffusion controlled where the radial flow velocity is low. 

Consequently, none of the numerical solution algorithms is optimal within the entire flow 

domain. However, the TVD, HMOC and MOC methods, which are more accurate in solving 

the transport solution over a relatively wide range of Peclet numbers (Figure 4.6), perform 

well for the majority of radial transport problems. For a given spatial discretization, they are 

computationally more demanding than the alternative FD or MMOC methods (Zheng and 

Wang, 1999). For example for TC1 the FD scheme is approximately 5 times faster than the 

MOC method. However, the TVD, HMOC and MOC schemes achieve the same accuracy 

http://www.sciencedirect.com/science/article/pii/S0169772202000785#ref_BIB8
http://www.sciencedirect.com/science/article/pii/S0169772202000785#BIB23
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with a coarser grid resolution, and therefore are overall more efficient for a given accuracy. 

This is illustrated in Figure 4.6, where the FD based transport solution of TC1 required an 8 

times finer grid, which resulted in 50 times longer model run times to achieve the same 

absolute error compared to the MOC based solution. It should, however, be noted, that the 

TVD scheme induces mass balance errors if layer thicknesses vary spatially and the scheme 

produces erroneous results if used with the model geometry.  

 

Table 4-3.  CPU model run times. The computation times cited are computer clock times 

on an Intel Core  1,73 GHz PC.  

Model 2D/3D 
model1) 

1D/2D axi-
symmetric 

1D/2D axi-
symmetric 

1D/2D axi-
symmetric 

1D/2D axi-
symmetric 

  Langevin (2008) Louwyck (2011) 
log discretization Louwyck (2011) Geometry 

adjusted 

TC1: Conservative single 
species transport 
(MT3DMS) 

55min, 23sec 0min, 37 sec 12min, 18sec 0min, 9sec 0 min, 36sec 

TC2: Linear sorption 
(MT3DMS) 20min, 20sec 0min, 13.7sec - 0min, 6sec 0min, 26sec 

TC3: First order kinetic 
sorption (MT3DMS) 60min, 19sec 0min, 35sec - 0min, 12sec 0min, 37sec 

TC4: First-order irreversible 
rate reaction (MT3DMS) 40min, 13 sec 0min, 54sec - 0min, 16sec 0min, 50sec 

TC5: Dual domain mass 
transfer (MT3DMS) 61min, 24sec 0min, 36sec - 0min, 9sec 0min, 35sec 

TC6: Ion-exchange (PHT3D) 245min, 7 sec 2min, 31sec - 2min, 10sec 3min, 32sec 

TC7: Multi-component 
reactive transport – 3D 
(PHT3D) 

2008 min, 
18sec 48min, 52sec - 34min, 8sec 48min, 35sec 

1) The 2D/3D model domain represents one-quarter of a full radial-symmetric domain (i.e. 2πr/4) 
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Figure 4-6 Model run times and numerical error (integrated absolute RE) to the analytical solution as a function 

of advection scheme and Peclet number (TC1). The cumulative error is the integrated error over the extent of 

the model at t=50days.  

 

4.4 SUMMARY AND CONCLUSIONS 

In this paper we presented three approaches for simulating axi-symmetric flow and 

transport using two MODFLOW-based solute and reactive transport model codes, i.e.; 

MT3DMS and PHT3D. The methods were evaluated using benchmark and analytical 

solutions. Our evaluation demonstrated that after the appropriate modifications of the 

geometry and parameters all approaches were capable of accurately reproducing a wide 

variety of non-reactive and reactive transport problems of different complexity. In all cases 

the computational burden was significantly reduced by factors ranging between ~40 to 400 

when compared to the equivalent 2D/3D Cartesian model. The Louwyck method was 

consistently the most efficient approach. For the tested cases involving MT3DMS it was 2 to 

3 times faster compared to the alternative Langevin and geometry methods, without any 

loss of numerical accuracy. However, a less pronounced difference in run-times was 

observed between the methods for more complicated reaction networks that were solved 

with PHT3D. 

For the axially symmetric model approaches that rely on parameter adjustments (i.e., the 

Langevin and Louwyck method), the required modifications to the input parameters can 

make the application of these models rather cumbersome. The data input is further 
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dependent on the applied transport code, as well as the reaction network selected. For 

complex reactive transport problems, extreme care is required to ensure that the model 

input is free of errors. Complex manipulations will therefore typically require those axi-

symmetric models to be tested/benchmarked against full 2D or 3D Cartesian models prior 

to their application. Radial models developed on the basis of manipulation of the model 

geometry (i.e., the geometry method) require by far less complicated input modifications. 

Here, only the layer thickness requires adjustment prior to any flow or transport simulation. 

However, the latter method is only applicable for confined aquifers and cannot be used in 

conjunction with codes that require layer elevations to be defined explicitly. 

Discretization schemes that are optimal for the calculation of heads may not be suitable for 

the simulation of solute concentrations in a radial flow field. This was demonstrated 

through application of the prescribed logarithmic spatial discretization, as suggested in 

Louwyck et al. (2011) for the simulation of heads. The method was unable to provide a 

transport solution of sufficient accuracy. The logarithmic expansion of column width means 

Peclet numbers increase rapidly with distance from the point sink/source and breakthrough 

curves are insufficiently resolved away from the well. Depending on the advection scheme, 

this may also lead to excessive numerical dispersion. While the method provides increased 

efficiency and accuracy for the calculation of groundwater heads around point sources and 

sinks, it is not advisable to adopt this approach for flow modeling, if the obtained head 

solution is intended to be used during transport simulations. A fine discretization is 

generally required to adequately resolve sharp concentration fronts commonly 

encountered in radial flow domains, and to minimize numerical errors of the transport 

solution. 

Advection schemes capable of accurately solving the transport solution over a relatively 

wide range of Peclet numbers (e.g. MOC) were shown to be most successful in balancing 

total computational cost and achieved numerical accuracy of radial transport test cases. 

Overall, the axi-symmetric model approaches investigated have a general applicability to a 

broad range of radial solute transport problems subject to a great variety of chemical 

reactions available within the modeling framework of common transport codes. They 

constitute an effective way to reduce model run times, without having to compromise the 

complexity in the considered reactions. While the study focussed on MODFLOW-based 

models, similar results would be expected for other flow and transport simulators, which 

are based on Cartesian coordinates.  
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APPENDIX A  SUPPORTING INFORMATION FOR CHAPTER 2 

Additional information on the setup and definition of the numerical model of the Langerak 

site and simulated breakthrough curves for As(III), As(V) and major and minor ions are 

provided in this supporting information. This material is also available via the Internet at 

http://pubs.acs.org. 

 

MODEL SETUP  
Injection and recovery of water at the Langerak ASTR site was assumed to establish a 

symmetrical flow field, allowing the numerical model to be set up as a half-model of 340m 

length, oriented along the axis between injection and recovery well. The model is 150m 

wide and no-flow boundaries were defined for the central symmetry axis and its parallel 

axis at 150m distance. Fixed head boundaries were defined perpendicular to the flow 

direction and symmetry axis. Vertically, the model domain was discretized into 5 layers over 

a depth ranging from -68m to -93m b.g.l. corresponding to the extent of the target aquifer. 

The resolution of the model grid in the horizontal direction ranged between 1m around the 

injection well to 15m at the model boundaries. Vertically, the discretization ranged 

between 4 and 6 metres. 

Initial estimates of aquifer parameters and the conceptual hydrogeological model were 

adopted from Stuyfzand and Timmer (1999). Horizontal conductivities ranged between 15m 

d-1 and 55m d-1, with vertical conductivities assumed to be 1/10 thereof (Table A-1). 

 

 

 

 

 

  

http://pubs.acs.org/


(76) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure A-1 Model domain with discretization and boundary conditions. Also shown are the positions of injection, 

abstraction and monitoring wells (wp1-3) and their well screens.  

 

The flow and reactive transport model was run for a total simulation time of 600 days. 

Commencing with the start of the injection trial, the simulation time was divided into 29 

stress periods. The stress periods varied in length between 2 and 42 days to accurately 

represent the variability of chloride input in the injection water. During model calibration, 

hydraulic conductivities of the stratified aquifer and the dispersivity were adjusted until the 

non-reactive transport model accurately reproduced the dissipation of the chloride peak, 

which resulted from the addition of NaCl during the first 30 days of the injection trial (Table 

A-1, Figure A-2). 
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Table A-1 Parameters of calibrated flow and non-reactive transport model. In cases 

where parameter estimates were changed during model calibration, initial estimates are 

given in brackets.  

Parameter Layer 1 Layer2-4 Layer 5 Source 

Hydraulic conductivity [m d-1]a) 30 (15) 40 55 (65) Stuyfzand and Timmer 

(1999), model calibration 

Effective porosity [] 0.31 0.31 0.31 Stuyfzand and Timmer (1999) 

Longitudinal dispersivity [m]b) 1 (0.3-5.5) 1 (0.3-5.5) 1 (0.3-5.5) Stuyfzand and Timmer 

(1999), model calibration 

a) Vertical to horizontal conductivity = 1:10 

b) Horizontal = vertical transverse dispersivity; Horizontal/longitudinal dispersivity = 1:10 

 

 
 
Table A-2 Parameter values used in calibrated reactive transport model 

 unit Equation Value Source 

k (Fe(II) ox) mol-2 atm-1s-1 (1) 2.0 × 10-12 Singer and Stumm (1970), 

model calibration 

kk(MnCO3) mol L-1 s-1 (2) 1.0 × 10-12 Matsunaga et al. (1993), 

model calibration 

kO2; kNO3-; 

kSO42- 

mol L-1 s-1 (3) 1.57× 10-9; 1.67 × 10-11, 

1.0 × 10-13 

Parkhurst and Appelo 

(1999) 

Apyr/V dm-1 mol-1 (4) 300 Prommer and Stuyfzand 

(2005), model calibration 

k (Fe(OH)3) mol L-1 s-1 (5) 5.0 × 10-2 Asta et al. (2009), model 

calibration 

k (MnO2) mol- L-1 s-1 (5) 2.0 model calibration 

vmax, vdecay  d-1 (8), (9) 0.3, 0.26 model calibration 
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Figure A-2. Measured and simulated chloride concentrations for WP1, WP2, WP3 at different depth and at the 

recovery well. Simulated concentrations are indicated by solid lines, circles indicate measured chloride 

concentrations. 

 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure A-3. Measured (circles) and simulated (solid lines) concentrations (mol L-1, except pH) of aqueous 

components at WP1, WP2, WP3 in centre of the aquifer (Layer3) and in the extraction and injection well. Dotted 

lines indicate simulated results of the non-reactive model.  
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Figure A-4. Mineral and organic matter concentrations for WP1, WP2, WP3 and in the extraction well. 

Concentrations in mol L-1 bulk (concentration for pyrite in Layer 5 = Cpyr* 0.2).  

 

 

 

 
 
 
 
 
 
 
 
Figure A-5. Base case model run of stoichiometric release of As during pyrite dissolution assuming equilibrium-

controlled arsenic speciation with no attenuation by sorption. Blue line: As(V), red line: As(III), circles indicate 

measured total arsenic concentrations for WP1, WP2, WP3 and the recovery well for the deep part of the 

aquifer (Layer5). Concentrations in mol L-1. 
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Figure A-6. Simulated (solid lines) and observed (dots) total arsenic concentrations for WP1, WP2, WP3 and the 

recovery well for the deep part of the aquifer (Layer5). Black line: no sorption, dark blue line: properties of HFO 

according to Dzombak and Morel (1990), light blue line: site densities of HFO reduced by 1/3 (i.e. weak and 

strong site densities 0.13 and 0.00375 mol/mol of HFO, respectively), light blue line: site densities of HFO 

increased by 1/3 (i.e. weak and strong site densities 0.3 and 0.0075 mol/mol of HFO, respectively), red line: 

forced delay in Fe(OH)3 precipitation. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure A-7. Simulated (solid lines) and observed (circles) total arsenic concentrations (mol L-1) for WP1, WP2, 

WP3 and the extraction well for the deep part of the aquifer (Layer 5). (a) black line: no attenuation by sorption, 

red line: equilibrium sorption of As to Fe(OH)3, blue line: sorption onto  Fe(OH)3 delayed by pre-defined lag-

time. (b) red line: abiotic oxidation of As(III) by Fe(OH)3, green line: abiotic oxidation of As(III) by MnO2, blue 

line: biologically mediated As(III) oxidation.  
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Figure A-8. Spatial distribution of As(III) and As(V) between injection and abstraction well over time in the 

middle of the target aquifer (Layer 3). Also shown are the area of pyrite dissolution, i.e. area in which > 0.5% of 

the initial pyrite mass is oxidised, and the zone of Fe(OH)3 precipitation, i.e. the area in which the Fe(OH)3 mass 

is > 1mg/kg.  

 

 

 

 

 

 

 

 

 

 

 
 
Figure A-9. pH dependent sorption of As(V) on HFO. The figure illustrates the impact of a change in the surface 

complexation constant for arsenate adsorption to ferrihydrite (Hfo_wOH + AsO4
-3 = Hfo_wOHAsO4

-3) from 10.58 

(Dzombak and Morel 1990) to 11.88. Sorption of As(V) onto HFO is modelled for the range of arsenic and HFO 

concentrations simulated for the site, i.e. concentrations of Astot = 1e-7M and total mass of surface material 

varying between 0.0001 to 0.5g. HFO. For the pH range observed at the Langerak site (grey area in A-9), a 

difference in the amount sorbed is observable only at low HFO concentrations.  
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APPENDIX B  SUPPORTING INFORMATION FOR CHAPTER 3 

Additional information on operational conditions at the Bradenton ASR site, model set up, 

simulated breakthrough curves and mass balances for Arsenic and other selected species 

are provided in this supporting information. This material is also available via the Internet 

at http://pubs.acs.org. 

 

NUMERICAL MODEL SETUP. 

The 3D model has a lateral extension of 523.5 m in both x and y direction, selected such 

that boundaries were sufficiently far from the ASR well to not impact solute concentration 

fronts during the simulated ASR cycles. Selected grid cell-sizes increase from 1m near the 

ASR well to 20 m near the outer model fringes. The Suwannee Limestone section targeted 

by the ASR operation (ca. 120 - 180 m below ground level) was separated into 7 layers. A 

constant head boundary was implemented at all grid cells at a radial distance of 515 m from 

the ASR well.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure B-1: Schematic illustration of the three-dimensional model, showing layering, boundaries, positions of 

wells and the model extent. Also shown is the simulated sulfate concentration during injection (cycle 6). 

 

http://pubs.acs.org/
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Figure B-2: Cumulative volume of injected and abstracted water of the simulated 7 ASR cycles (November 2004 

to January 2008) as well as their translation into hydraulically and/or hydrochemically differing model stress 

periods. 

 

 

 

 

 

 

 

 

 

Figure B-3: Sulfate mass balance over time, illustrating freshening of the aquifer during recharge due to lower 

SO4
2- concentrations in the injectant compared to the ambient groundwater and a return towards background 

water quality during recovery (black line). The contribution of reactions (e.g. pyrite dissolution) to the overall 

change in SO4 mass in the aquifer is illustrated by the green line and is insignificant compared to SO4 changes 

due to injection/abstraction, supporting the assumption, that SO4 can be used as a pseudo-conservative tracer 

for calibration of the non-reactive transport model.   
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Figure B-4: Comparison of model results obtained through the full 3D model and the 2D quasi-radial flow and 

non-reactive transport model. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure B-5: Comparison between measured pyrite concentrations and initial pyrite concentrations adopted in 

the model based on Fe vs. S concentrations for all Suwannee Limestone core samples analyzed by Price and 

Pichler (2006). The “Pyrite Line” represents Fe = 2S, i.e., FeS2.  Also shown is As vs. Fe as analysed by Prize and 

Pichler (2006) in comparison to the initial As values in the model based on the adopted As to FeS2 molar ratio.  
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Figure B-6: Temporal variation of the integrated mass of total dissolved and surface-complexed arsenic in the 

aquifer, discharge of As from the ASR well, and As released from pyrite during oxidation for the entire model 

run (ASR cycle 1 to 7). Simulated As concentrations at the ASR well are also shown.  

 

 

 

 

 

 

 

 

 
 
Figure B-7 Reduction in initial As mass in % at the end of cycle 7 with distance from the ASR well 
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Figure B-8 Comparison of model results for the first 4 ASR cycles: Blue line: reductive dissolution of Fe(OH)3 as 

well as competitive displacement of As from sorption sites is enabled; green line: reductive dissolution of 

Fe(OH)3 is disabled and As mobilisation during recovery is through competitive displacement from sorption sites 

only; red line:  Sorption onto HFO is disabled, i.e. As is not attenuated and breakthrough occurs at the 

observation well. Subsequently, As peak concentrations in the ASR well occur at the start of the recovery and 

decline towards the end.  
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APPENDIX C  EXAMPLE INPUT DATA FOR THE GEOMETRY, 

LANGEVIN AND LOUWYCK METHODS 

 

C1 GEOMETRY METHOD 

 

Cell nr Cell width Cum. Width Midpoint of Radial distance Layer bot.  
x direction [m] [m] cell [m] [m] [m] 

1 1.00 1.00 0.50 3.14 -0.79 
2 1.05 2.05 1.53 9.58 -2.40 
3 1.10 3.15 2.60 16.34 -4.09 

4 1.16 4.31 3.73 23.44 -5.86 
5 1.22 5.53 4.92 30.90 -7.72 
6 1.28 6.80 6.16 38.73 -9.68 

7 1.34 8.14 7.47 46.95 -11.74 
8 1.41 9.55 8.85 55.58 -13.89 
9 1.48 11.03 10.29 64.64 -16.16 

10 1.55 12.58 11.80 74.16 -18.54 
11 1.63 14.21 13.39 84.15 -21.04 
12 1.71 15.92 15.06 94.64 -23.66 

13 1.80 17.71 16.82 105.65 -26.41 
14 1.89 19.60 18.66 117.22 -29.30 
15 1.98 21.58 20.59 129.36 -32.34 

16 2.08 23.66 22.62 142.11 -35.53 
17 2.18 25.84 24.75 155.50 -38.88 
18 2.29 28.13 26.99 169.56 -42.39 

19 2.41 30.54 29.34 184.32 -46.08 
20 2.53 33.07 31.80 199.82 -49.96 
21 2.65 35.72 34.39 216.10 -54.02 

22 2.79 38.51 37.11 233.18 -58.30 
23 2.93 41.43 39.97 251.13 -62.78 
24 3.07 44.50 42.97 269.96 -67.49 

25 3.23 47.73 46.11 289.75 -72.44 
26 3.39 51.11 49.42 310.52 -77.63 
27 3.56 54.67 52.89 332.33 -83.08 

28 3.73 58.40 56.54 355.23 -88.81 
29 3.92 62.32 60.36 379.27 -94.82 
30 4.12 66.44 64.38 404.52 -101.13 
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C2 LANGEVIN METHOD 

 

Cell nr Cell width Cum. Width Midpoint of 
Radial 

distance 
Hydr. Cond. 

[m/d] Porosity 

x direction [m] [m] cell [m] [m] 8.64 0.2 

1 1.00 1.00 0.50 3.14 6.79 0.16 

2 1.05 2.05 1.53 9.58 20.70 0.48 

3 1.10 3.15 2.60 16.34 35.30 0.82 

4 1.16 4.31 3.73 23.44 50.64 1.17 

5 1.22 5.53 4.92 30.90 66.74 1.54 

6 1.28 6.80 6.16 38.73 83.65 1.94 

7 1.34 8.14 7.47 46.95 101.41 2.35 

8 1.41 9.55 8.85 55.58 120.05 2.78 

9 1.48 11.03 10.29 64.64 139.62 3.23 

10 1.55 12.58 11.80 74.16 160.18 3.71 

11 1.63 14.21 13.39 84.15 181.76 4.21 

12 1.71 15.92 15.06 94.64 204.42 4.73 

13 1.80 17.71 16.82 105.65 228.21 5.28 

14 1.89 19.60 18.66 117.22 253.19 5.86 

15 1.98 21.58 20.59 129.36 279.42 6.47 

16 2.08 23.66 22.62 142.11 306.96 7.11 

17 2.18 25.84 24.75 155.50 335.88 7.78 

18 2.29 28.13 26.99 169.56 366.25 8.48 

19 2.41 30.54 29.34 184.32 398.13 9.22 

20 2.53 33.07 31.80 199.82 431.61 9.99 

21 2.65 35.72 34.39 216.10 466.77 10.80 

22 2.79 38.51 37.11 233.18 503.68 11.66 

23 2.93 41.43 39.97 251.13 542.43 12.56 

24 3.07 44.50 42.97 269.96 583.12 13.50 

25 3.23 47.73 46.11 289.75 625.85 14.49 

26 3.39 51.11 49.42 310.52 670.72 15.53 

27 3.56 54.67 52.89 332.33 717.82 16.62 

28 3.73 58.40 56.54 355.23 767.29 17.76 

29 3.92 62.32 60.36 379.27 819.22 18.96 

30 4.12 66.44 64.38 404.52 873.76 20.23 
  



(89) 

C3 LOUWYCK METHOD 

 
Well radius               0.1            
Width first cell         0.01            
Width second cell    0.1            
Width of other cells increase with factor alpha= 10^0.1         
                
                

        

Cell nr width x direc. width        
Hydr. Cond. 

[m/d] Porosity 
x 

direction MODFLOW 
conc. 
rings r(j-0.5) rj r(j+0.5) 1 0.2 

1 1 0.01 0.09 0.09 0.10 59.64 0.00 

2 1 0.10 0.10 0.14 0.20 9.06 0.02 

3 1 0.13 0.20 0.26 0.33 12.87 0.04 

4 1 0.16 0.33 0.40 0.48 15.85 0.08 

5 1 0.20 0.48 0.58 0.68 18.21 0.15 

6 1 0.25 0.68 0.80 0.94 20.09 0.26 

7 1 0.32 0.94 1.08 1.25 21.57 0.43 

8 1 0.40 1.25 1.44 1.65 22.75 0.73 

9 1 0.50 1.65 1.88 2.15 23.68 1.20 

10 1 0.63 2.15 2.45 2.78 24.42 1.96 

11 1 0.79 2.78 3.15 3.58 25.01 3.17 

12 1 1.00 3.58 4.05 4.58 25.48 5.12 

13 1 1.26 4.58 5.17 5.83 25.85 8.23 

14 1 1.58 5.83 6.58 7.42 26.15 13.20 

15 1 2.00 7.42 8.36 9.41 26.38 21.11 

16 1 2.51 9.41 10.60 11.93 26.57 33.68 

17 1 3.16 11.93 13.42 15.09 26.72 53.68 

18 1 3.98 15.09 16.96 19.07 26.83 85.45 

19 1 5.01 19.07 21.43 24.08 26.93 135.89 

20 1 6.31 24.08 27.05 30.39 27.00 215.96 

21 1 7.94 30.39 34.13 38.33 27.06 343.01 

22 1 10.00 38.33 43.05 48.33 27.11 544.56 

23 1 12.59 48.33 54.27 60.92 27.14 864.25 

24 1 15.85 60.92 68.39 76.77 27.17 1371.21 

25 1 19.95 76.77 86.17 96.73 27.20 2175.09 

26 1 25.12 96.73 108.56 121.84 27.22 3449.62 

27 1 31.62 121.84 136.74 153.47 27.23 5470.22 

28 1 39.81 153.47 172.23 193.28 27.24 8673.43 

29 1 50.12 193.28 216.89 243.40 27.25 13751.12 

30 1 63.10 243.40 273.13 306.49 27.26 21799.94 
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APPENDIX D  PUBLISHED CONFERENCE PROCEEDINGS RESULTING 

FROM THE RESEARCH WORK 

 

D1 NUMERICAL EVALUATION OF ARSENIC MOBILISATION DURING DEEPWELL 

INJECTION OF AEROBIC GROUNDWATER INTO A PYRITIC AQUIFER 

Presented at the Goldschmidt conference 2009, Davos, Switzerland 

Ilka Wallis1*, Henning Prommer 2,Vincent Post3, Pieter Stuyfzand4, Craig Simmons1 
1Flinder University, Adelaide, South Australia 
2CSIRO Land and Water, Western Australia   
3Vrije Universiteit Amsterdam, The Netherlands  
4Kiwa Water Research, The Netherlands  

 

Managed aquifer recharge is being widely promoted as an attractive technique to meet 

growing water demands. It involves the injection of, for example, treated or reclaimed 

water into permeable formations for later withdrawal. An impediment for all applications, 

where oxygenated water is recharged into anoxic aquifers, can be the mobilization of trace 

metals, including arsenic. While conceptual models for the fate of arsenic under such 

circumstances exist, they are generally not rigorously tested through translation into 

numerical modelling approaches and subsequent application to field data sets. 

In this study, geochemcial data from a deepwell injection trial in The Netherlands, where 

arsenic mobilization resulted from the introduction of oxygenated water into an anoxic 

aquifer, was used to test several conceptual models of arsenic mobilization under natural 

flow conditions. A reactive transport model was developed to explore physical, chemical, 

and biochemical interactions that influence arsenic mobility under transient geochemical 

conditions at the field scale. 

The first part of the study focussed on the simulation of the non-reactive transport 

behaviour. In the subsequent part of the study, a calibration for the major ion and redox 

chemistry was performed, where pyrite oxidation and the formation of amorphous iron-

oxides were shown to be key chemical processes for water quality changes. In the final part 

of the study various models for arsenic release and sorption were tested. In the model that 

best reproduced field observations the fate of arsenic could be explained by (i) 

release/mobilisation via co-dissolution of arsenopyrite, stoichiometrically linked to pyrite 
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oxidation (ii) kinetically controlled oxidation of dissolved As(III) to As(V) and (iii) As 

adsorption via surface complexation on neo-precipitated amorphous iron oxides.  
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D2 EVALUATION OF CONCEPTUAL AND NUMERICAL MODEL FOR ARSENIC 

MOBILISATION DURING MANAGED AQUIFER RECHARGE  

Presented at the 2010 Ground Water Summit and 2010 Ground Water Protection 
Council Spring Meeting, Denver, Colorado, US  
Ilka Wallis1, Henning Prommer2, Craig T. Simmons1, Pieter J. Stuyfzand3, Vincent Post4 and Thomas 
Pichler5,  

(1)School of Chemistry, Physics and Earth Sciences, Flinders University, Adelaide, Australia,  

(2)Land and Water, CSIRO, Wembley, Western Australia 6913, Australia,  

(3)KWR Watercycle Research Institute, Amsterdam, Netherlands,  

(4)Faculty of Earth and Life Sciences, VU University, Amsterdam, Netherlands,  

(5)Geochemistry/ Hydrogeology, University Bremen, Bremen, Germany  

 

Managed aquifer recharge (MAR) is widely seen as a promising technique to meet growing 

water demands. It involves the injection of, for example, treated or reclaimed water into 

permeable formations for later withdrawal. An impediment for all applications, where 

oxygenated water is recharged into anoxic aquifers, can be the mobilization of trace metals, 

including arsenic. While conceptual models for the fate of arsenic under such circumstances 

exist, they are generally not rigorously tested through translation into numerical modeling 

approaches and subsequent application to field data sets. 

In this study, we use well-documented examples of arsenic mobilization, i.e., a deepwell 

injection experiment in the Netherlands and ASR operations in west-central and southwest 

Florida for model development and evaluation. In all considered cases arsenic mobilization 

is induced during injection of oxygenated water into anoxic aquifers.   Several conceptual 

models of arsenic mobilization were evaluated through field-scale reactive transport 

modeling. Initially observed chloride data were used to calibrate the groundwater flow and 

nonreactive transport behaviour in the MAR systems before subsequently the impact of 

reactive processes was quantified. The calibrated reactive transport models were then able 

to provide a detailed description of the spatial and temporal hydrochemical changes that 

occurred in the investigated MAR operations. Pyrite oxidation and the formation and 

dissolution of amorphous iron-oxides were shown to be the key chemical processes for 

water quality changes, which in turn controlled the observed fate of arsenic during the 

experiments.  

  

mailto:ilka.wallis@csiro.au
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D3 REACTIVE TRANSPORT MODELLING TO QUANTIFY ARSENIC MOBILIZATION 

AND CAPTURE DURING AQUIFER STORAGE AND RECOVERY OF POTABLE WATER 

Presented at the Goldschmidt conference 2011, Prague  

Ilka Wallis1,2, Henning Prommer2,3, Thomas Pichler4, Vincent Post1 and Craig Simmons5 
(1)School of Chemistry, Physics and Earth Sciences, Flinders University, Adelaide, Australia,  

(2)Land and Water, CSIRO, Wembley, Western Australia 6913, Australia,  

(3)University of Western Australia, Australia,  

(4)Geochemistry/ Hydrogeology, University Bremen, Bremen, Germany 

(5) National Centre for Groundwater Research and Training, Flinders University, Adelaide, Australia 

 

Aquifer storage and recovery (ASR) is an artificial recharge technique which is increasingly 

used as a water management tool to augment depleted groundwater resources. ASR is a 

critical component of the long-term water supply plan in various regions, including Florida 

and Australia. However, under particular, site-specific conditions the viability of ASR as a 

safe and cost-effective water resource may be impacted by elevated arsenic concentrations 

that are detected during recovery of the injectant. This study describes a conceptual and 

process-based reactive transport model of the coupled physical and geochemical 

mechanisms controlling the fate of arsenic during ASR. The conceptual/numerical model 

assumes that (i) arsenic is initially released following pyrite oxidation triggered by the 

injection of oxygenated water (ii) then largely complexed to neo-formed hydrous ferric 

oxides before (iii) being released again during recovery as a result of both dissolution of 

hydrous ferric oxides and displacement from sorption sites by competing anions. Multi-

cycle hydrochemical data from an affected site where oxic, potable water was injected into 

a reducing pyrite-containing storage zone were used to evaluate the model. For this site a 

detailed assessment of the partitioning of arsenic among mineral phases, surface 

complexes and aqueous phases during injection, storage and recovery is given, together 

with an evaluation of temporal and areal extent of arsenic mobilization and capture. 
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D4 MODELLING OF ARSENIC FATE DURING ASR OF POTABLE WATER  

Presented at the Modelcare conference 2011, Leipzig, Germany 

Ilka Wallis1,2, Henning Prommer2,3, Vincent Post1 , Thomas Pichler4, Stuart Norton5, Craig Simmons6 

and Mike Annable5 
(1) School of Chemistry, Physics and Earth Sciences, Flinders University, Adelaide, Australia,  

(2) Land and Water, CSIRO, Wembley, Western Australia 6913, Australia,  

(3) University of Western Australia, Australia,  

(4) Geochemistry/ Hydrogeology, University Bremen, Bremen, Germany  

(5)  Department of Environmental Engineering Sciences, University of Florida, FL 

(6) National Centre for Groundwater Research and Training, Flinders University, Adelaide, Australia 

 

ABSTRACT 

Aquifer storage and recovery (ASR) is an artificial recharge technique in which potable or 

reclaimed water is injected in an aquifer during periods of surplus and withdrawn from the 

same well during periods of deficit. In cases where oxic water is recharged into reducing 

aquifers mobilization of trace metals may occur as a result of the oxidation of iron-sulfides. 

In this study our aim was to develop a numerical model that could provide a process-based 

description of the physical and geochemical processes controlling the fate of arsenic during 

ASR operations. Conceptual models for (i) the physical processes (flow and non-reactive 

transport) and (ii) the geochemical processes were formulated for a well-documented ASR 

site affected by arsenic mobilization. At that site, ambient groundwater flow velocities were 

negligible compared to those induced by the ASR operation and flow and transport 

conditions at the site were assumed to be radial-symmetric. In a first step, all site-specific 

hydrogeological information was incorporated into a three-dimensional groundwater flow 

and non-reactive transport model representing one-quarter of a radial-symmetric domain. 

The model calibration of the non-reactive model was well constrained by the comparison of 

results with measured sulphate concentrations. In a subsequent second step, a simpler, 

computationally more efficient one-dimensional flow and transport model was set-up, 

where the radially-decreasing flow velocities, which characterize the three-dimensional 

radial flow field, were implemented by using a variable layer thickness that corresponds to 

the perimeter at the radial distance of the centre of the grid-cell, i.e., the distance from the 

ASR well. The model allowed for the coupled simulation of the highly transient flow and 

geochemical conditions that prevail during the cyclic injection of oxygenated potable water 

into the reduced target aquifer. The results of the numerical modelling study provided 

conceptual insight into the predominating reaction patterns and their spatial variability 

under typical ASR operating conditions. For the test site the calibrated model was used to 
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provide a detailed appraisal of the arsenic partitioning among mineral phases, surface 

complexes and the aqueous phase during injection, storage and recovery together with 

temporal and areal extent of arsenic mobilization and capture.  
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