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Abstract 
Hidden explosives are commonly used as a tactic in modern warfare, it has been one of the largest 

sources of casualties in the most recent wars that Australia has been involved in. There is a need to 

find a way to work out if objects are explosives without getting close. Laser-Induced Breakdown 

Spectroscopy (LIBS) makes use of an optical spectrometer to collect atomic data; and Raman 

Spectroscopy (RS) makes use of an infra-red spectrometer to collect molecular-level-data about the 

composition of the target. Even separately, LIBS and RS data can be difficult to interpret quickly by 

hand. While trying to read both types of data, either combined or in quick succession, a human 

under pressure is likely to make mistakes. Machine learning (ML) can be used to interpret subtleties 

within the data of these two systems quickly and accurately with no concern about pressure leading 

to human error. Different forms of ML have various advantages and effective use cases. Several 

different ML techniques were considered including, Linear Discriminant Analysis (LDA), K-Nearest 

Neighbour (KNN), and forms of Artificial Neural Networks (ANNs). The most robust variant was 

found to be a form of KNN producing high accuracies in a range of conditions including high noise 

and fewer data points. The other models were found to lose accuracy much more quickly, LDA and 

ANNs losing accuracy in high noise conditions and ANNs losing accuracy when given low numbers of 

datapoints. However, LIBS and RS separately are unable to identify every possible type of sample 

and thus must be combined in a meaningful way. Different methods for data fusion were 

considered, including low-level concatenation, low-level addition, and high-level fusion of 

predictions. All of these methods proved nearly as effective at classifying spectra within their dataset 

as each other but mid-level fusion via Principal Component Analysis (PCA) was found to be most 

effective. All fusion methods were able to produce 100% accurate classification, however the mid-

level fusion method was able to do so using significantly less data than the other methods, thus 

allowing for the fastest processing with minimal computing resources needed. 
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Chapter 1 - The Need to Test Unknown Samples for Energetic 

Material Identification 

1.1 Energetic Materials and Improvised Explosive Devices 

A common tactic in modern warfare is the use of improvised explosive devices (IEDs). They presently 

make up almost half of the attacks with explosive weaponry in the world and do a great deal more 

harm to civilians than other explosive weapons [1, 2]. IEDs are often camouflaged as piles of debris 

or other similar innocuous and irregular objects and left by roadsides and in zones of conflict [1, 3, 

4]. IEDs can be made from a wide range of explosive chemicals, collectively referred to as energetic 

materials that can be used in their construction. These can range from repurposed conventional 

explosives such as mines and mortar shells, through to common organic compounds such as 

ammonium nitrate and sugars or inorganic materials such as chlorates and aluminium powder [5, 6]. 

The varied composition and construction in addition to the camouflage make the detection and 

identification of IEDs difficult. Ideally, suspected IEDs need to be tested quickly, and from a safe 

distance in case they are in fact explosive. Current methods for detection of IEDs include the use 

animals (e.g. sniffer dogs, bees), though scent mimicking biosensors are being developed to replace 

or augment animals [4, 7]. Alternatively IEDs can be detected underground with the use of radar or 

metal detecting electromagnetic scanners [8]. A final option is to treat suspicious objects as if the 

object is an explosive and steps are taken to avoid or defuse it. These methods are typically slow, 

costly, complex to use or require approaching to an unsafe distance, leaving the operator in danger 

should the device be triggered [9].  

1.2 Determination Requirements 

Methods for the detection and identification of energetic materials for unknown and potentially 

dangerous objects have several requirements. Ideally a detection method should be: 

• Able to work at tens to hundreds of meters of standoff range or be able to be performed

remotely. Standoff range is preferable as this allows both personnel and equipment to stay

clear of potential danger, minimising the risk of damage or death.

• Performable in situ without any preparation or unusual requirements such as an inert gas

atmosphere.

• Capable of identifying a wide range of energetic materials

• Return results within 10 seconds and with high accuracy.

• Have low detection limits and thus be able to identify trace amounts of energetic

compounds.

• Useable by a moderately skilled operator. While the operator could be trained in a complex

procedure, an easy to use, difficult to misinterpret system would be advantageous.

1.3 Advanced Chemical Analysis Methods 
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A survey of literature reveals that some common analytical techniques that are typically used for 

identifying an unknown sample are, 

• InfraRed (IR) spectroscopy [10, 11], which identifies compounds based on vibrational energy

levels

• Mass Spectrometry (often but not always making use of chromatography) [12, 13], which

identifies compounds based on the mass of molecular fragments

• Ion Mobility Spectrometry (IMS) [14], which also makes use of molecular fragments

• Gas sensors [15, 16] which monitor the atmosphere for energetic vapour in a variety of

ways.

• Raman Spectroscopy [10, 17], another technique exploring vibrational energy levels

• Laser-Induced Breakdown Spectroscopy (LIBS) [18], which identifies the elements within a

sample by plasma light and

Each of these techniques has advantages and disadvantages for this application, as follows. 

IR spectroscopy can be performed with minimal sample preparation and at standoff ranges. Standoff 

IR involves the use of an illuminating heat source and absorbing the emitted radiation [19, 20]. IR 

has been used before for a similar standoff identification application [11] and gives fast accurate 

molecular information about the target samples. Matrix effects are more prevalent and detection 

limits are not as low as some other methods requiring more of an energetic to be present to 

produce a signal [21]. IR spectroscopy is potentially useful for energetic material detection 

applications but would likely require a second technique for inorganic samples. 

Mass spectrometry generally requires samples to be separated so each type of molecule in the 

sample can be analysed individually. This separation is usually achieved with chromatography 

however it is not wholly necessary and samples can be directly vaporised for analysis. Samples are 

ionised and fragmented with the molecular masses of each fragment and ion collected and 

measured. This requires equipment and time for separation and some form of sample collection. 

With the information provided by mass spectrometry and a relevant library most compounds can be 

swiftly and accurately identified by an unskilled operator. There are some forms of mass 

spectrometry with lower sample preparation requirements including inductively coupled plasma 

mass spectrometry and ambient ionisation mass spectrometry [22-24]. However, the inability to 

perform standoff detection mass spectrometry limits the usefulness of the method to this project 

[12, 13]. 

IMS is a widely used technique for detecting trace amounts of energetic materials, particularly 

nitrates and is used commonly in airports [14, 25]. This is another ionisation technique and is 

designed for detection of trace amounts of a specific range of compounds. It makes use of ion time 

of flight to characterise an unknown sample. The technique has detection limits between 1ng and 

1000ng for a selection of energetic compounds [26]. Portable models of the technique are also 

readily available for use. However, this technique cannot be used at standoff ranges. 

Gas sensors have been developed for energetics detection as both passive sensors for monitoring 

local atmosphere [15] and also as close trace detection [16, 27]. While both forms of the detectors 

produce fast results and would be able to detect trace amounts of explosives [7] without sample 

preparation. The passive sensors only determines if there are explosives nearby but not where and 

the close trace detection cannot be performed at standoff ranges. Both are also somewhat limited in 

scope of materials they can detect. 
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Raman Spectroscopy (RS) operates on a similar principle to IR spectroscopy. However, it observes a 

different form of scattering to measure different vibrational modes. The method provides primarily 

molecular structural information. RS has no sample preparation requirements and can be performed 

at standoff ranges. RS has higher detection limits than most of the other techniques mentioned and 

is less able to perform trace detection [28]. The information that RS can gather from inorganic 

samples is limited, but it may be a useful tool in conjunction to another technique to detect 

energetic materials. RS has been used for energetics detection at close [17] and standoff [29] ranges.  

LIBS is a laser technique that, making use of a high-powered laser pulse, ablates and ionises a small 

section of the sample surface into a plasma. An optical spectrometer collects the light emitted by the 

plasma as it cools. This light contains atomic information for all species present and can be used to 

discern the atomic composition of the sample. LIBS can be performed both at standoff ranges and 

with no sample preparation although this does reduce the signal to noise ratio of the resultant data 

spectrum and poses additional challenges [30]. Samples composed of low atomic-number elements 

such as those found in organic compounds can be difficult to generate a plasma. However LIBS is 

extremely effective on samples composed of heavier elements such as mineral samples [31]. Given 

the prevalence of organic energetics, LIBS would not be an effective technique if used alone and 

would require a complementary technique for use in this project.  

Having considered the above techniques a combined LIBS/RS system was selected for this project. 

Both techniques are usable at standoff ranges and through some forms of containers as shown in 

Izake et al. [11] where Raman spectroscopy was used at a stand-off range of 15m to determine the 

content of highly fluorescent packages. González et al. [30] performed LIBS at a range of 30m though 

a transparent barrier. Both techniques can be performed without sample preparation [17, 31] and 

return results within the desired timeframe of less than 10 seconds. LIBS/RS were individually unable 

to classify some types of materials reliably, however the types of energetic materials that cannot be 

easily classified by one technique are relatively easily classified with the other [32]. IR would also be 

able to produce similarly complementary data, however standoff IR requires a different type of 

excitation source, where standoff LIBS and RS can both use the same laser. LIBS and RS techniques 

have gained a recent increase in tandem use for a range of uses including identification of plastics 

[32], glasses and in one notable case Martian minerals [33] as well as energetic materials [21, 33-35]. 

None of the methods considered were able to meet all the selection criteria. LIBS/RS were able to 

meet most of the criteria however the results are difficult to interpret quickly without training. To 

increase the ease of use, an alternate method to a human trained to read spectral results is thus in 

need of consideration. 

1.4 Laser Induced Breakdown Spectroscopy 

Laser induced breakdown spectroscopy (LIBS) is a chemical analysis technique that uses a 

nanosecond pulsed laser to illuminate and ablate a small section of the analyte which forms a micro 

plasma [31, 36]. This ablation is caused by a variety of factors including; molecules within the sample 

absorbing the photons from the laser and gaining energy, but also heat induced ionisation and other 

processes [37]. When the energy density at the target is high enough, as in the case of LIBS, this can 

cause the electrons to pass the maximum energy state of the molecule producing a free electron. 

When a free electron is produced the molecule breaks down into an ionised state and a plasma is 

produced. In addition to a broadband blackbody spectrum, the plasma releases light as it cools due 
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the use of an inert gas environment and careful sample preparation but that is not 

possible in the intended application [40]. 

LIBS is useful in this research for much the same reasons as RS, being fast, effective at standoff 

ranges of as much as 30m [30], having no need for sample preparation, or required atmospheric 

controls. LIBS has been shown to have high sensitivity, having been used to detect trace amounts of 

energetic material even from confounding backgrounds [18]. However, interpretation of LIBS data 

does require special consideration when used on organic energetics as the similarities in elemental 

composition between many common safe and unsafe compounds make their spectral features 

harder to discern [41]. LIBS is also fast and focused enough that, while it does introduce enough 

energy to turn a section of the sample into plasma, it does not cause any but the most sensitive, and 

thus unsafe to use, energetic materials to detonate.  

1.5 Raman Spectroscopy 

Raman Spectroscopy (RS) is a technique that has been used in fields such as criminalistics, to 

determine the species of origin for a given blood sample is [42], analytical chemistry to differentiate 

carbohydrates amount many other compounds [43] and physical chemistry where it can be used to 

observe the mechanics of an ongoing reaction [44]. RS interrogates vibrational modes in molecules 

which change polarizability. It does this by collecting light that has inelastically scattered from a 

target molecule. The light observed post scattering gains or loses a specific amount of energy, in 

either an anti-stokes or stokes scattering event respectively as shown in figure 1.2. These two types 

of scattering are both rare however anti-stokes events are even less common and thus generally 

only stokes events are presented [45]. While RS relies on inelastic scattering elastic scattering is still 

far more common and thus a filter is required to reduce the amount of unshifted light that is 

collected. The amount of energy lost or gained is quantised but characteristic of the type of bond it 

interacted with by way of Hooke’s law [46]. The difference in energy between the incident and 

recorded photons can be plotted into a spectrum [47]. This spectrum can be used to determine 

information about chemical bonds including which elements are bonded, the strength of the bonds 

and some structural information. An example spectrum where bonds can be differentiated by strain 

is shown below in figure 1.2. The example shows that even very similar molecules produce different 

characteristic Raman spectra. 

Figure 1.2 showing (a) the energy change of a Raman scattering, either a gain or loss of energy is 

induced in a photon by a change of vibrational state in the molecule hit [45]. (b) showing an 

Removed due to copyright restriction
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illustrated Raman spectrum with a notable separation between two bonds of the same type, the 

only difference being in bond strain [47]. 

RS is ideal in the current research applications of energetic materials detection due to being 

complementary and compatible with LIBS. RS provides different information, using the same laser, 

quickly, is non-destructive and capable of use at standoff ranges [28, 35]. The ability to determine 

subtle differences in a sample such as differentiating between types of sugars [43] is also vital to the 

detection of energetic materials which can involve equally subtle variations of organic compounds. 

1.6 Combining Complementary Techniques 

The complementary information obtained from each of the two techniques of LIBS and RS, when 

combined together, affords an incredibly powerful data set. The data set could be used to 

discriminate and identify different classes of chemicals according to their explosive potential [35]. 

Pairing these techniques has allowed for the discrimination of similar compounds that neither 

technique could easily determine on its own, such as discerning between different plastics when 

they have been coloured with dyes or pigments [32]. As an example, RS can determine the type of 

plastic but is often incapable of determining the colour causing additives, making it ineffective on 

some black plastics. LIBS on the other hand cannot differentiate types of plastics as easily as RS but 

as it is not dependant on scattering, LIBS is able to isolate additives within plastics, including black 

plastics. Together LIBS and RS can provide correlative data on composition and molecular structure 

for a sample. 

There are challenges when trying to use the two techniques in one system. These challenges have 

already mostly been resolved by prior research in the overall project performed by Queensland 

University of Technology, Flinders University and Defence Science and Technology Group (DSTG). 

The primary difficulty in using the two techniques together was that of timing. While both can be 

collected from the same laser pulse, the timing of data collection to record a clean LIBS and Raman 

spectrum separately took some experimentation. The solution for the timing issue is fortunately 

possible as figure 1.3 shows Raman and LIBS emissions occur over different timescales. For a given 

laser pulse, RS data is generated over nanosecond timescales and can be collected first before 

ablation occurs and the plasma forms. Thus, RS describes the sample surface in its initial state and is 

not influenced by the breakdown products and fragments created by ablation. LIBS data can be 

collected as the ablation plasma cools over several microseconds and thus LIBS provides information 

on the sample composition in the state it used to be in. With careful detector timing both types of 

data can be collected without interference. Both techniques use the same kinds of spectrometer 

laser source and detector configuration [48]. 
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Figure 1.3, showing the timescale LIBS and Raman emissions occur when a laser pulse hits a sample. 

Fluorescence is included though many samples do not fluoresce strongly enough to be noticeable. 

Note the logarithmic timescale on the x axis, showing a significant temporal separation between the 

two different types of emission [48]. Reprinted with permission from Springer Nature. 

1.7 The Need for Automated Data Interpretation 

As mentioned both systems require some time to understand the complex data output and interpret 

the data to a sample class, even for a skilled operator [46]. The time and skills to manually read 

spectra are not ideal for military operations, simpler and less personnel intensive methods are 

preferred and thus an alternative, autonomous method for data interpretation is required. 

An option to reduce the need for a skilled operator would be the implementation of digital hardware 

that performs a set of algorithms to perform the analysis. This algorithm could then provide the class 

labels with confidence levels so that decisions can be quickly made by the user. An advantage of 

such an approach would be that it is able to perform the analysis far faster than a human operator 

when presented with a complex spectrum.  
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Figure 2.2 LIBS spectrum from a sparkler sample. 

Sparklers are a complex mixture of compounds including aluminium and other metal oxides, a 

nitrate and a binding agent. This mixture is a relatively safe energetic compound but is an example 

that well illustrates how a complex mixture can present a challenging sample for a data analyst to 

interpret. 

As illustrated with the peak assignments for the spectra in figures 2.1 and 2.2, data types are difficult 

to interpret without specialist training. Even with proper training and reference spectra the process 

of determining the identity of an unknown sample by hand is often slow and potentially inexact. This 

is highly undesirable in a high-stakes qualification of an unknown sample, as extra measures to 

confirm accuracy are required and are time consuming. The need for expedience with minimal 

possible human error leads to automation with an algorithmic approach as the best way forward. 

To counteract this need for extended time periods and specialist training to operate a LIBS/RS 

system an alternative method of interpretation is preferable. To that end machine learning 

algorithms have been reported as suitable approaches for interpretation of complex data sets. 

Various methods utilising machine learning have been applied on both LIBS [49, 50] and RS [51, 52] 

data and similar chemometric techniques are beginning to be applied to combined systems [32]. The 

aim of this research project is to determine the most suitable algorithm to combine data from RS 

and LIBS to classify an unknown object as being either hazardous and comprised of energetic 

compounds, or safe.  

2.2 Machine Learning – Reducing Human Error 

Machine learning (ML) is the use of algorithmic program development to generate software that 

improves its effectiveness at a selected task without direct user intervention. The algorithms used to 
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hone a program are referred to as machine learning algorithms. These algorithms make use of some 

system for rating a program performance at its task and a means to change the way the program 

works. 

This project focuses on machine learning algorithms used to produce classification models, programs 

that take some unknown data and assign a property to it. The classifiers in this instance will be used 

to generate sample type labels for unlabelled spectra. Generally, programs produced with machine 

learning are too complex for a human to produce in a reasonable timeframe and include useful 

factors and patterns in the data humans would be unaware of. The created algorithms are often 

more accurate than what a human could feasibly create unaided, taking features a human would not 

consider into account [53, 54]. Another advantage of machine learning algorithms is that a trained 

ML model can be quickly and easily used to answer questions by a system by moderately skilled 

operators. This is an ideal property for this project as the intended use for a completed model is for 

relatively unskilled operators to be able to identify unknown objects. 

This project fits into a wider research program, a part of an Australian Defence Grand Challenge 

program on Counter-Improvised Threats, to create a system for rapid detection of energetic 

materials deployment by military operators. This system is being designed to quickly identify 

hazardous objects under far from ideal laboratory conditions. As this is the case, machine learning 

models will provide the most consistent and fastest option to reliably determine the identity of 

unknown compounds with maximum confidence. While highly skilled and experienced human 

operators may be able to outperform the final program, they will be slower and may make errors in 

judgement, missing portions of the signal in an unpredictable fashion. As the situation of the 

detector’s operation require both speed and accuracy, a computer-based platform is ideal [54]. Such 

a platform is possible with traditional chemometric analysis but faster and more effective if machine 

learning is utilised. 

Machine learning algorithms use known “training” data to produce a model and use “testing” data 

to ensure the model is accurate [53-55]. Outliers within the data will often lead to errors in 

classification. While such errors are unavoidable, they can (when present in the training data) cause 

what is known as overfitting. If the model is trained too thoroughly, or on training data including 

outliers, the model can take these outliers into account and the model that is produced becomes 

less accurate for new data. 

An example of overfitting can be seen in figure 2.3, the training data shown includes an outlier in the 

green data, which it is clearly placed and classified away from the other green data points. The 

model has been trained to the point of overfitting due to this data point. This is shown by the blue 

“decision boundary” zones, imaginary lines in the dataspace marking the transition between 

classification. When the testing (black) data is added, they are incorrectly classified by the model to 

be within the “green area”, these points are in truth orange and the green outlier in the training set 

has resulted in incorrect classifications and a less accurate model. 





Removed due to copyright restriction
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Support Vector Machines 
A Support Vector Machine (SVM) algorithm calculates a mathematical hyperplane (by adding an 

extra dimension) that produces the most separation between data with different labels. New data 

introduced is positioned in the feature space and the hyperplane boundaries are used to determine 

the label of this new data. This classifier has been used for a LIBS identification of plastics [49], and 

Image analysis [62]. The main advantages of SVM are that it can be accurate with small training sets, 

can handle data of high dimensionality with minimal slowdown and is mathematically interpretable. 

However, SVM classifiers, while not suffering too heavily from the slowdown due to high 

dimensional data, slow down exponentially with the number of entries within the dataset and 

number of classes [49, 54, 63]. 

K-Nearest Neighbour
The K-Nearest Neighbour (KNN) algorithm is a mathematically simple algorithm taking a distance

function and determining the “closest” labelled data to a new data point. The new data point is then

assigned the label of the most common known data label within the nearest “K” data points. These

classifiers have been used for such things as predicting the yield of shale oil [63], and ocean carbon

content [64]. This algorithm is quick and simple to implement and iterate upon and with a moderate

value of K will ignore outliers in the data. However, the choice of distance function is critical to its

success. Depending on the distance function it can be simple to intuit or more difficult to understand

why any given data point is considered “closer” to another. The biggest flaw of the KNN algorithm is

the need to keep the whole dataset in memory. Where datasets are small, this is a nonissue, but

with larger higher dimensional datasets, the prediction speed slows down until it is too slow to be

pragmatically usable in this application and the large memory requirements can become

overwhelming [63].

Artificial Neural Networks 
Artificial Neural Networks (ANN) operate via a series of mathematical objects referred to as neurons. 

Each neuron takes the input data and utilising it in a calculation, produces an output from that 

neuron. The output can then be passed either onto another layer of neurons or into an output layer 

which can then identify the input. These classifiers have been used for detecting cancers [52], flight 

control [65], power flow control [66] and many other applications. ANN classifiers are very accurate 

and handle high dimensionality well, however, they are extremely mathematically complex being 

nearly impossible to decipher by hand. They are also they are prone to heavy overfitting[55]. 

Naïve Bayse 
Naïve Baysian methods assign samples to a class based on a probability distribution built from 

training data. They have been used, for example, to work out landslide probability [67]. Naïve Bayes 

classifiers assume the predictors are independent in a dataset [68]. Preliminary testing found this 

method to be comparatively slow to train and less accurate than other methods, thus it was not 

optimised further. 

Methods Selected 
As this project is designing a system for use with a large number of classes, speed, while not critical, 

is a discerning factor. SVMs will likely struggle under the full-sized dataset and are not considered 

viable. Decision trees while fast and accurate are unlikely to be the best fit for spectral data as it is 

both continuous and has high dimensionality. Thus, this project will examine KNN and ANN 

classifiers. Due to KNN’s relative simplicity fast prototyping and optimisation can be achieved. There 

are limitations in the nature of the dataset which can be contained in a KNN model, but, with a 

sufficiently processed dataset, it may be light and fast enough for the intended application. ANNs 
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were selected for their accuracy and ability to work quickly with data even of high dimensionality, 

though their propensity to overfitting and low interpretability may be serious drawbacks. KNN and 

ANN will be used alongside a statistical chemometric approach utilising Principal Component 

Analysis and Linear Discriminant Analysis.  

2.4 Principal Component Analysis 

Principal Component Analysis (PCA) is a multivariate statistical technique, that by re-expressing the 

data in terms of a series of orthogonal basis sets allows for the key variations in large datasets to be 

easily visualised. PCA allows data to be compressed and removes potential data misinterpretation 

through de-emphasis of large amounts of irrelevant information. Each basis set generated in a PCA is 

used to describe the variation in the data. The amount of variation each basis set explains can be 

expressed in a scree plot, shown in figure 2.6. These basis sets are referred to as Principal 

Components (PC) and are numerically ranked by the amount of variance each component describes 

[54]. Data can be excluded with the use of PCA by simply using the PCs that explain the most 

variance [2]. Low numbered PCs are used to create a coarse categorisation with the high number PCs 

providing refinement, for example, in this project, the exact nitrate from a set of similar nitrates.  

Another useful function of PCA is the identification of what data is useful and what is irrelevant. 

Influence plots can be generated showing how the identified variable affected the PCs. These plots 

can be used to determine if data is useful or not. Data proposed not to be useful is removed and the 

plots are compared before and after removal [36]. If no change is caused to the influence plot by the 

removal of data, then it can be confirmed that the data contributed little useful information [32]. 

Additionally scores plots can be used to help identify outliers highlighting when a sample is 

significantly different to others of its class. 

Figure 2.5 (left) a PCA scores plot showing the relationship between three classes of sample in the 

first three PCs. Figure 2.6 (right) a scree plot showing the amount of data variance explained by each 

PC.  

2.5 Linear Discriminant Analysis 

Linear Discriminant Analysis (LDA) is a form of simple supervised machine learning that builds a 

model for classifying new data into supplied classes. This classification relies on Bayes formula of 

contingent probabilities. Based on the assumption that all probability distributions are known and all 
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possibilities are represented in the data it is possible to use the data to produce the probability of 

new data belonging to each of the classes [69]. To perform this task a Linear Discriminant Function 

(LDF) is performed. Two major types of LDFs are the class-dependant and class-independent 

functions. The two different functions emphasize different types of variance. Class-dependant 

functions better emphasise the variance between different classes allowing for clearer separation 

but require known classes. A class-independent LDF generalise better than class-dependant 

functions and show the variance between all data points more strongly. The choice of which 

function type to use is data dependant and in this application a class-dependant function seems 

initially to be more appropriate [70]. An LDF is used to produce an eigenvector or a series of 

eigenvectors as seen in figure 2.7 below. New data is transformed by the same LDF and a simple 

distance measure is used to determine which class is the most appropriate. This algorithm has no in-

built way to determine if data does not belong to a known class, although a probability threshold can 

be used to ensure that the data is not assigned to a class in such instances [71]. 

Figure 2.7 (left) and 2.8 (right), showing the transformed and original data for two different LDFs, 

one using the class-dependant method the other using the class-independent method. Note the 

eigen vectors (points in pink and black) are aligned in the class-independent method but are not in 

the class-dependant method [70]. 

2.6 K-Nearest Neighbour 

The KNN algorithm requires clustered data to be accurate. It stores a large library of known data 

points and notes the classifications of the K nearest points. Figure 2.9 below shows both a 3-nearest 

neighbour and a 5-nearest neighbour example. From these nearest points it assigns the most 

common classification to the new input. Nearest points are calculated by generating an n-

dimensional hypersphere, n being the dimensionality of the data, with a radius set to include only 

the desired number of points [72]. This is a very simple algorithm that defers most calculation until a 

new input is introduced.  

Two common ways to tune the accuracy of the algorithm are setting value of K and weighting the 

checked neighbours based on their distance from the new point. Distance in this context however is 

not a single concept with a single method of calculation. Several different forms of distance, distance 

metrics, are used for KNN studies. Here five different metrics were used, Euclidean, City block, 

Minkowski, Spearman, and cosine [73]. 

Removed due to copyright restriction
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EQ 2.4 

EQ 2.5 

The most commonly referred to distance measure when “distance” is considered is the Euclidean 

distance metric,  

𝑑(𝑞, 𝑝) = √∑(𝑞𝑖 − 𝑝𝑖)
2

𝑛

𝑖=1

 

where q and p are two points with d(q,p) being the distance between them, qI and pI are elements of 

q and p in a given dimension i. The Euclidean measure is the most commonly thought of distance 

being effectively a straight line between two points in two-dimensional space. Two of the other 

distance metrics to be used are similar to Euclidean; those of City block and Minkowski. City block is 

defined in EQ 2.2 as  

𝑑(𝑞, 𝑝) = ∑(𝑞𝑖 − 𝑝𝑖)

𝑛

𝑖=1

 

𝑑(𝑞, 𝑝) = √∑(𝑞𝑖 − 𝑝𝑖)
𝑛

𝑛

𝑖=1

𝑛

 

The Minkowski metric, EQ 2.3, to be used in this analysis is the cubic metric, ie n=3. These metrics 

were chosen to determine the effectiveness of a variety of more direct distance measures to 

contrast the other major type of metric. 

The other metrics considered are correlation metrics, these are designed not to look at the direct 

magnitude of the distance between two points but rather determine a method to compare the 

shape of a pair of vectors. The two metrics employed to this end herein are the cosine distance 

metric and the Spearman dissimilarity metric. The cosine metric, defined as 

𝑠𝑖𝑚(𝑥, 𝑦) =
𝑥. 𝑦

‖𝑥‖‖𝑦‖

where x and y are two vectors and ||a|| is the Euclidean norm √∑ 𝑎𝑖
2𝑛

𝑖=1   of some vector “a”. This 

metric calculates the cosine of the angle between two vectors, the lower the angle the greater the 

similarity between the shapes of the vectors. The value of this metric ranges between 0 and 1, a 

cosine correlation of 0 indicates the angle between the two vectors is 90 degrees and they share no 

similarities, while a cosine correlation of 1 indicates the angle is 0 and the vectors both have the 

same shape. The other correlation metric to be used is the Spearman’s rank order correlation 

metric, this metric ranks all data for each variable from highest to lowest and uses those ranks to 

calculate how similar the shapes of the vectors are. The Spearman metric is here defined as 

𝑑(𝑞, 𝑝) =
(𝑟𝑞 − �̅�𝑞)(𝑟𝑝 − �̅�𝑝)

√(𝑟𝑞 − �̅�𝑞)
2
√(𝑟𝑝 − �̅�𝑝)

2

where rq is the ranks of point q and �̅�𝑞 denotes the average rank of point q, as this is the average of 

the ranks �̅�𝑞 =
𝑛+1

2
 where n is the number of variables in vector q. This metric results in a value 

between 1 and -1, 1 showing complete correlation and -1 showing complete negative correlation. 

These correlation metrics are useful particularly for LIBS data as the magnitude is variable due to 

shot-to-shot variation being common. These metrics are resistant changes in intensity due to their 

focus on the shape of a vector rather than the size. 

EQ 2.1 

EQ 2.2 

EQ 2.3 
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where w is the collection of all the weights in the network, b is the collection of all biases in the 

network n is the total number of training inputs “a” is the output vector from the network for the 

given input x [55]. These gradient algorithms then attempt to minimise this cost function as it is far 

easier to measure changes to the cost function due to a change in weights and biases as opposed to 

measuring the effects of the changes on the outputs. To minimise the value of C a function is 

developed such that 

∆𝐶 ≈ −𝜂||∇𝐶2||    EQ2.9  

where ∇C is the gradient of the function C and η is the learning rate, a constant chosen in order to 

determine how large the individual changes in C are in each application of the gradient. A large η can 

lead to errors in finding a minimum, while a small η leads to extremely slow training [55]. 

These functions lead us to an update rule for changing the weights of the connections between each 

node.  

𝜃 = 𝜃 − 𝜂 ⋅ 𝛻𝜃𝐽      EQ2.10 

In which θ represents the position of the optimiser on the cost function, ΔθJ is the gradient of the 

cost function at the current point θ and η is the learning rate. The learning rate generally set to 

between 0.09 and 0.001. This variance in learning rate is used to control how quickly a neural 

network learns and different data sets have different requirements. The learning rate is normally so 

small is in order to keep changes to the neural network gradual and avoid moving over a minimum. 

An optimiser with a learning rate either too small or too large generally will not converge in a 

reasonable timeframe. 

Performing the function in equation 2.10 over an entire dataset at once is generally a slow method 

to optimise a network. As many entries in a data set will be extremely similar, determining the 

gradient over the entire dataset performs almost the same calculation multiple times each step 

which does not improve performance. To reduce this inefficiency networks are trained on batches of 

samples, randomly selected from the overall dataset, splitting training into two measures, iterations, 

each time a single batch is processed, and epochs, each time the entire dataset is processed. No 

single sample will appear twice in an epoch, each iteration using a different “minibatch” group of 

samples [55]. The size of a minibatch is set by the user based on memory and dataset 

considerations, it can be as low as one or into the thousands depending on the amount of data 

available but is generally kept between 50 and 256. The simplest ANN optimisation algorithm 

making use of equations 2.8 2.9 and 2.10 is the Stochastic Gradient Descent (SGD) algorithm. This 

algorithm has some limitations; moving a set distance each iteration and being unable to pass 

through a local minimum in the cost space. SDG’s inability to escape local minima in the cost space 

mean that it can reach a point in training where the accuracy is not at its maximum possible value 

but it cannot be further improved. 

ANN optimisation is a random process and thus the exact number of epochs required to produce a 

viable categoriser is only approximately knowable. It is therefore very difficult to differentiate 

between the end of training and the beginning of overfitting. This difficultly makes ANNs particularly 

prone to overfitting. As the weights and biases are initialised randomly and then changed by the 

learning algorithm, it can be extremely difficult, if not impossible to determine the method by which 

an ANN produces decision boundaries, though they can be visualised as in figure 2.12 below. This 

difficulty can lead to an ANN model working in ways that are not expected, such as making 

classifications by background as opposed to the intended data and other possibly worse outcomes 

reducing the accuracy of the ANN [72, 74]. 
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This project will analyse the effectiveness of three different optimisers, Stochastic Gradient Descent 

with Momentum (SGDM), Root Mean Squared Propagation (RMSProp) and Adaptive Moment 

Estimation (Adam). Each of the three analysed are gradient decent based classifier optimisers. These 

are assessed in part due to their applicability to deep networks and their robust nature. 

2.7.3 Stochastic Gradient Descent with Momentum 
Stochastic Gradient Descent with Momentum (SGDM) functions much like SGD with one key 

difference, while SGM uses a fixed step and only considers the current state of the cost function 

SGDM also considers the prior steps made in the optimiser. Mathematically this is defined as 

𝑣𝑡 = 𝛾𝑣𝑡 − 1 + 𝜂Δ𝜃𝐽  𝜃 = 𝜃 − 𝑣𝑡    EQ2.11[74] 

Compared to equation 2.10 the above is very similar the vt terms and γ being the only additions. The 

vt-1 term is the vt term from the prior step while the γ term is a factor this is multiplied by to scale the 

amount of momentum to be simulated. The γ term is usually set below one, with a standard value of 

0.9 as this leads to the momentum from prior steps decaying and optimisation coming to an end 

when a minimum is reached but allows for the optimiser to pass through local minima. A γ value 

over one would lead to each step being further than the last and optimisation being impossible. This 

optimiser tends to overshoot the minimum which, while a feature of its ability to avoid local minima, 

does tend to make this optimiser slightly slower to find the global minimum of the cost space. 

2.7.4 AdaGrad 
AdaGrad is a more advanced gradient descent optimisation algorithm. The design goal of this 

algorithm was to create an algorithm that could adapt the learning rate of each feature based on 

how often it occurred. The general update rule for this algorithm is seen below in equation 2.12. 

θ𝑡+1,𝑖 = θ𝑡,𝑖 −
𝜂

√𝐺𝑡,𝑖𝑖+𝜀
Δ𝜃𝐽(θ𝑡,𝑖)  EQ 2.12[74] 

In this algorithm’s update rule the ε term is a small constant value, normally set to 10-8, intended to 

prevent division by zero in the rare event where Gt,ii≈0 while having a minimal effect on the results in 

other circumstances. The Gt,ii is a diagonal matrix where each element i, i is the sum of squares of all 

the gradients of feature θi up to time step t [74]. 

𝐺𝑡=

[

𝑔𝑡,[1]𝑔𝑡.[1]
⊤ 0 ⋯ 0

0 𝑔𝑡,[2]𝑔𝑡.[2]
⊤ ⋱ 0

⋮ ⋱ ⋱ 0
0 … 0 𝑔𝑡,[𝑘]𝑔𝑡.[𝑘]

⊤
]

EQ2.13[75] 

Where gt,[x] is the gradient at time(t)=x and k is the most recent completed gradient. The gradients 

are squared utilising a transpose operator. 

This change to the learning rate in AdaGrad means that in most instances there is no need to tune 

the learning rate of AdaGrad allowing the use of the default learning rate of 0.01. The Gt term alters 

the learning rate in such a way that features less often seen have a larger impact on parameter 

updates and common ones are less impactful. However, at large values of t, AdaGrad’s learning rate 

tends to reduce to zero due to the matrix Gt becoming too large. This quirk means there is a limit on 

how many updates an AdaGrad algorithm can perform. For this reason, though AdaGrad is faster 

and can avoid saddle points that would trap SGDM, AdaGrad itself will not be used in this project, 

however derivatives of the algorithm will be used that do not have this quirk of the learning rate 

reaching zero. 
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2.7.5 Root Mean Squared Propagation 
The first of these algorithms to be used in the project is Root Mean Squared Propagation (RMSProp). 

This algorithm is designed to take a sample of prior gradients rather than every gradient. To this end 

it makes use of a root mean square term to reduce the accumulated gradients each step. The 

equations for this algorithm are shown below in equation 2.13 and 2.14 below. 

θ𝑡+1 = θ𝑡 −
η

√𝐸[𝑔2]𝑡+ϵ
𝑔𝑡 EQ 2.14 

𝐸[𝑔2]𝑡 =  𝛾𝐸[𝑔2]𝑡−1 + (1 − 𝛾)𝑔𝑡
2 EQ 2.15[66, 74] 

The root mean square term works much like the momentum term in SGDM. The γ term in EQ 2.15 

functioning in a similar fashion determining how strongly the prior gradients are considered. The 

value recommended for γ with this algorithm is 0.9 and a learning rate (η) of 0.001. This allows for a 

version of AdaGrad, including its increased speed and advantage with sparse features, that doesn’t 

have the flaw of a learning rate that decreases to zero after many updates. 

2.7.6 Adam 
Adaptive Moment Estimation (Adam) combines the approaches of both SDGM and RMSProp to 

create an algorithm that has an adaptive learning rate and a form of momentum.  

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 EQ 2.16 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 EQ 2.17[74, 76] 

Equations 2.16 And 2.17 are estimates of the mean and uncentered variance of the gradients, also 

known as the first and second moments. These estimations are biased towards zero as they are 

initialised as zero vectors. This problem is exacerbated both during early time steps and when the 

decay rates β1 and β2 are near 1. 

�̂�𝑡 =
𝑚𝑡

1−β1
𝑡 EQ 2.18 

   𝑣𝑡 =
𝑣𝑡

1−β2
𝑡 EQ 2.19 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√�̂�𝑡+𝜖
�̂�𝑡 EQ 2.20[74, 76] 

To correct the zero-bias seen in the initial mean and variance estimations equations 2.18 and 2.19 

were developed. These bias corrected equations are used in the update rule for Adam seen in 

equation 2.20. The recommended values for β1 and β2 are 0.9 and 0.999 respectively. 
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355R-25) and into the optic fibre input of the spectrometer. For 1064 nm LIBS experiments, a short 

pass filter (Newport) was used. 

The LIBS and RS signals were collected using one of, a Flame miniature spectrometer with a non-

gated CCD detector (Ocean Optics Flame (Flame-S-UV-IR-ES), 200 m slit, 2048 pixels) or a Czerny-

Turner spectrometer (Andor Shamrock 303i, 1200 lines/mm grating, 100 m slit) with gated 

intensified CCD detector (Andor iStar, DH340T-18U-E3). Data from these detectors was sent then to 

either the Flame OceanView program for the Flame Optics detector or Andor Solis for the Andor 

detector. Data from OceanView was averaged in program and exported as a series of .csv files. Data 

from Andor Solis was produced as .sif files and converted to .csv files. 

 

3.1.2 Sample Preparation 
Sample preparation and data collection was undertaken by Dr Ula Alexander, work on collected data 

was performed by Nathan Garner. Crystalline materials such as ammonium nitrate (AN), potassium 

chlorate (KClO3), potassium perchlorate (KClO4), calcium ammonium nitrate (CAN), hexamine and 

xylitol were pressed with a hydraulic press into 10 mm diameter discs at 300 bar. Discs comprised of 

mixed samples were also made to test the ability to collect a combined LIBS/RS signal from one 

target (e.g. ammonium nitrate with powdered aluminium) and multiple Raman spectra from one 

target (e.g. AN, KClO3, KClO4 and xylitol mixtures). Mineral samples (barite, bauxite, magnetite, 

pyrite, calcite and sulfur) were used in their naturally occurring form and were not pressed. 

Pressed discs were mounted perpendicular to the laser pulses at the focal point of the beam, and 

unless otherwise specified, rotated to expose a new surface for each laser pulse. Mineral samples 

were placed at the focal point of the beam. 

Samples were selected as examples of likely targets and sourced from several different 

organisations. Mineral samples from the rock collection were from a geology teaching set. These 

samples were used as they are representative examples of the most common chemistry of that 

mineral. The metals from the Flinders university workshop were used as examples of commercially 

available metals and representative of “normal” metals found in the field. Samples from DSTG were 

synthesised by DSTG and mostly consist of energetic compounds and close precursors. Chemicals 

purchased from sigma Aldrich and other chemical companies were commercially pure chemical 

samples. The sparkler sample was purchased commercially as an energetic blend analogue. Samples 

were taken from a single batch, but for pressed organic samples several discs were produced as laser 

ablation wore through these soft materials.  

 

Table 3.1 Summary of collection conditions for data for machine learning. Courtesy of Dr. Ula 

Alexander. 

Sample Data 
Type 

Laser 

 
(nm) 

Data 
collected 

Detector Optics 
set-up 

Accumulation 
time (gate 
width) and 
delay relative 
to laser pulse 

Pulse 
energy 
(mJ/pulse) 

Aluminium 
(sheet), Brass, 
Copper, Iron, 
Marble (CaCO3), 
Plastic tray 
(polystyrene), 

LIBS 355 100 
sequential 
single 
shot 
spectra 

Flame 
miniature 
spectrometer 

Close 
proximity 
(0.2m) 

1 ms with pre-
triggered 
detector 
(100 spectra @ 
10Hz = 10s total 
acquisition 

8 
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Sparkler, Stainless 
steel (SS) 

time) 

AN (and KClO4) LIBS 
Raman 

355 >20 single 
sequential 
spectra at 
11 
focusing 
lens 
positions 

Flame 
miniature 
spectrometer 

Close 
proximity 
(0.2m) 

1 ms with pre-
triggered 
detector 

8 

Aluminium, KClO3, 
Iron, AN, calcium 
carbonate (CaCO3, 
shell), AN and 
aluminium 
powder mixture, 
nylon 
 

LIBS 
Raman 

355 20 
sequential 
spectra 
with 100 
shot 
average 
per 
spectrum 

Andor iStar 
iCCD with 
Shamrock 
303i 
spectrometer, 
600 l/mm, 

100 m 

Stand-off 
(5m) 

Raman: 30 ns 
gate width, 0 ns 
delay 

LIBS: 1 s gate 
width, 150 ns 
gate delay  

2.6 
(eye-safe 
conditions) 

AN Raman 355 15 
sequential 
single 
shot 
spectra 

Flame 
miniature 
spectrometer 

Close 
proximity 
(0.2m) 

1 ms with pre-
triggered 
detector 

5 

AN, CAN, KClO4 , 
KClO3, AN_KClO3, 
AN_KClO4, 
AN_KClO4_Xylitol, 
ANFO, Hexamine, 
Xylitol, Urea, RDX 
in ore 
(background 
material), plastic 
holder, nylon 
 

Raman 355 20 
sequential 
spectra 
with 20 
shot 
average 
per 
spectrum   

Andor iStar 
iCCD with 
Shamrock 
303i 
spectrometer 
(1200 l/mm 
and 600 
l/mm) 

Close 
proximity 
(0.2m) 

Raman: 30 ns 
gate width, 0 ns 
delay 

LIBS: 1 s gate 
width, 150 ns 
gate delay 

5 

Minerals – 
Bauxite, Barite, 
Magnetite, Pyrite, 
Calcite, Sulfur 

LIBS 1064 100 
sequential 
single 
shot 
spectra 

Flame 
miniature 
spectrometer 

Close 
proximity 
(0.2m) 

1ms 
accumulation 
with pre-
triggered 
detector 

41.5 

3.2 Datasets 
 

3.2.1 Dataset 1 
Three main datasets were used in these experiments. Dataset 1 was the main LIBS testing set, which 

is larger and more widely varied than the other datasets. It contains 1,456 LIBS spectra from 16 

sample types. The distribution of spectra from the different samples is shown below in figure 3.2. 
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Table 3.3 Key peak assignments of Dataset 1. 

Sample Peak 1 Peak 2 Peak 3 

Aluminium (Al) 396nm Al(I)   

Ammonium Nitrate (AN) AN raman   

Barite 553nm Ba(I) 457nm Ba(II) 580nm Ba(I) 

Barite impurities 405nm Pb(I) 365nm Pb(I)  

Bauxite 588nm Na(I) 486 unassigned 395Al(I) 

Brass 522nm Cu(I) 481 unassigned 494nm Zn(II) Cu(II) 

Calcite 395nm Ca(II) 616nm Ca(I) 423nm Ca(I) 

Copper 522nm Cu(I) 515nm Cu(I) 510nm Cu(I) 

Iron 373nm Fe(I) 383nm Fe(I) 406nm Fe(I) 

Magnetite 592nm not assigned1 567nm Broad black body 

Marble 395nm Ca(II) 616nm Ca(I) 423nm Ca(I) 

Plastic 435nm Appears to be 
fluorescence  

  

Pyrite 588nm Na(I) Broad black body  

Sparkler 396nm Al(I) 455nm Ba(I) 383nm Mg(I) 

Sulfur None None None 

Stainless steel 520nm Cr(I) 373nm Fe(I) 383nm Fe(I) 

1) Likely not an atomic spectra, possibly a diatomic species. 

The plastic sample is notable for its extremely high intensity variability, in some cases saturating the 

detector. An example of a normal plastic sample and a sample saturating the detector is shown in 

figure 3.4. This variability was caused by the target being moved in relation to the focus area of the 

laser to simulate a moving target. While the general shape of each spectrum was the same, barring 

detector saturation, spectra taken with better focus resulted in a significantly more intense 

emission. This spectrum is not the expected LIBS from a plastic sample. This emission in the 400-

500nm range appears to be a fluorescence-based emission. Detector saturation can happen for a 

variety of reasons and thus a procedure for detecting and removing saturated data is required. 
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Figure 3.5 top, a calcite LIBS signal and bottom, a non-plasma event from a calcite sample. 

Two methods were employed to resolve low signal data in such instances. First, for samples like 

calcite where a plasma forms intermittently a lower limit on the data was imposed. Any sample that 

did not reach a minimum value was removed from the dataset. In this case, the lower limit a sample 

must reach was a maximum intensity of over 800. A second solution was also developed for the 

sulfur class. This class had similarly not initiated LIBS plasma never producing a LIBS signal. In the 

case of sulfur this appears to be more closely related to laser energy as there was no spectrum 

produced from this sample. As various factors such as surface morphology and laser intensity can 

cause this to occur this class was kept as a “no plasma” class. This class is labelled as “sulfur” 

throughout this investigation but represents a class of samples in which plasma was absent, but 

some light was still observed. The values of upper and lower limit were determined empirically for 

the flame detector and will vary from detector to detector. 

Pyrite samples produced a black body emission spectrum with a peak at 593nm that if characteristic, 

would be ascribed to sodium(I) and is possibly present as a consistent impurity. The spectrum lacks 

evidence of iron such as the large peaks expected at 404nm and 373nm or sulfur peaks expected at 

675nm or 605nm as would be expected from pyrite. This signifies that while plasma did form it was 

not a plasma formed from pyrite but rather a sodium containing contaminate either on the surface 

or part of the natural mineral sample. This spectrum was consistent across all attempts and is not 

wholly unexpected as sulfur is difficult to ablate with LIBS [79]. This is not a clear LIBS spectrum 
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Table 3.4 Formulas and sources for samples in Dataset 2 [78]. 

sample formula Source 

Ammonium nitrate (AN) NH4NO3 DSTG 

Ammonium nitrate aluminium 
(AN_Al) 

NH4NO3/Al DSTG/Flinders university workshop 

Aluminium  Al Flinders University workshop 

Marble  Ca Flinders University rock collection 

Copper  Cu Flinders University workshop 

Iron  Fe Flinders University workshop 

Potassium chlorate  KClO3 Sigma Aldrich 

[80] 

 

Figure 3.7 Composition of Dataset 2. 

RS data for this investigation will be presented utilising the wavelength of collected light rather than 

Wavenumber or Raman shift wavelength. This is due to the direct comparison between RS and LIBS 

data and the need for consistency in units. 

This dataset was designed as a check against the first dataset. The first dataset was intended as a 

preliminary test, this dataset is a more focused test of the same settings developed on the first 

dataset. This dataset consists of a smaller number of metal and energetic samples. Errors within this 

dataset indicate that the algorithm parameters are becoming over-specialised to the first dataset. 
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Table 3.7 Key peak assignments for Dataset 3. 

Sample Peak 1 Peak 2 Peak 3 

Ammonium nitrate (AN) 368nm NO3(v1) 372nm NO3  

Ammonium nitrate fuel oxide (ANFO) 368nm NO3(v1) 372nm NO3 Fluorescence  

Ammonium nitrate/potassium 
chlorate (AN_KClO3) 

368nm NO3(v1) 372nm NO3  

Ammonium nitrate/potassium 
perchlorate (NA_KClO4) 

368nm NO3(v1) 367.5nm ClO3  

Ammonium nitrate/potassium 
perchlorate/xylitol (AN_KClO4_xylitol) 

368nm NO3(v1) 395nm CH2  

Calcium ammonium nitrate (CAN) 368nm NO3(v1)   

Hexamine 368nm C=O 402nm amine  

Potassium perchlorate 367nm ClO4 v1 362nm ClO4 V4  

RDX in ore 366nm ring 
stretching 

396nm CH2 
stretch 

271nm NO2 

stretch 

Nylon 364nm C-C 373nm C-C  

Urea 368nm C=O 402nm amine  

Xylitol 395nm CH2 402nm OH  

Ore None   

Plastic holder (polyethylene) 395nm CH2 Fluorescence   

[80, 81] 

Dataset 3 contains well separated samples such as xylitol and CAN in which peaks are distant and 

very obviously separate. This dataset also contains poorly separated samples such as AN, CAN and 

AN_KClO3 where peaks present are at similar positions. Errors in classifying the more poorly 

separated spectra are a less serious issue. Confusion between well separated spectra show a more 

significant error in the classifier and present a larger concern for its effectiveness. 

ANFO shows a fluorescent background in its spectra. This background could be mathematically 

subtracted but as it is not likely to reduce the accuracy of classifiers trained on this data, it has not 

been removed. The plastic sample also produces a fluorescent background in its spectra but again, a 

machine learning algorithm needs to be able to work with data in the form it is collected in this 

application. This system is designed to remove the need for significant training for the operator. To 

achieve this aim, an automatic pre-processing algorithm is required. Removing fluorescent 

backgrounds entirely automatically without altering the spectra is difficult, even in lab situations 

[82], thus the fluorescence will be included in the dataset unaltered. 
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select the number of PCs to consider, a set number of PCs (4-64) or a percentage of explained 

variance (95-99%). In comparison tests the MATLAB “Relieff” or ReliefF function was also used as a 

means to reduce the dimensionality of the dataset.  When using a “Relieff” function each predictor, 

in this case each point in the spectrum, is ranked by its importance to classifying the sample. The 

calculation is done by comparing each predictor to a number of others and increasing its importance 

if those of other classes are dissimilar to it [73, 83]. This allows predictors with low importance to be 

discarded to reduce the dimensionality of the dataset. 

The data was then split into a training set and a testing set and a validation set. This was done in 

MATLAB by taking samples randomly into a different dataset to produce a testing set one third the 

size of the training set and a smaller validation set. Code for splitting datasets can be found in 

appendix MATLAB code. 

In some of the classifiers mean centred standardisation was performed on the data before training. 

This is a method of data standardisation in which the mean (μ) and standard deviation (σ) of each 

position (i) on the spectra is calculated. Every value x in every sample has the average of that 

position subtracted and is that divided by the standard deviation. 

𝑥𝑖(𝑠) =
𝑥𝑖 − 𝜇𝑖

𝜎𝑖
 

3.4 Linear Discriminant Analysis 
 

The first classifier developed was the LDA algorithm. This system had few parameters for 

optimisation within MATLAB. The available options were the structure of the covariance matrix, 

either using the full covariance matrix or the diagonal of this matrix, and the use of PCA. Tests were 

performed with and without PCA on both covariance structures. When utilising PCA 8PCs, 16PCs and 

95% explained variance were used. This PCA used the singular value decomposition algorithm, 

centred by the subtraction of column means and used no observation weighting. Different methods 

of selecting the number of PCs were also tested. LDA classifiers were generated with the use of the 

classification learner MATLAB package. 

3.5 K-Nearest Neighbour 
 

The second classifier developed was the KNN algorithm. This system was optimised along several 

parameters. The first of these was the distance metric, as discussed above, distance metrics are 

different mathematical conceptions of similarity. The metrics considered were Euclidian, City block, 

Minkowski(cubic), cosine and Spearman, the initial state of this parameter was Euclidian. The second 

was the weighting of distance, the versions of distance weighting considered were none, inverse, 

and square inverse with the initial setting being no distance weighting. The third, the number of 

neighbours, K, which had a starting value of 10. The fourth, making use of PCA, the mode of PCA, 

with initial tests performed without PCA. The fifth, the use of mean centred standardisation on the 

data. Finally, tests were performed with three data sets to prevent method specificity. Further tests 

were performed changing the method of verification, from Five-fold to holdout using 20% holdout. A 

full list of experiments can be found in supplementary materials. Code for training this classifier can 

be found in appendix MATLAB code. 

Equation 3.1 



41 
 

3.6 Artificial Neural Network 
 

The third classifier, Artificial Neural Networks, could not be optimised as readily as the KNN 

algorithm. Different training optimisers were used and compared, those being, SGDM, RMSProp and 

Adam. Dataset 1 was split randomly into three different and unequal portions. One, the largest 588 

samples of the total dataset (1323 samples) was used for training while the smaller two portions of 

441 and 294 samples were used for verification and testing respectively. The other two datasets, 

due to their smaller size, were only split into two parts, 75% for training and 25% for testing. 

Minimal optimisation options are possible beyond data shuffle timing and training time due to both 

limited options and the high accuracy the classifiers were found to have. Code for the training of 

ANNs can be found in appendix MATLAB code. 

3.7 Comparison Tests 
 

Tests were then performed on the best version of each optimiser to understand how they deal with 

specific situations and oddities in data. The first property tested was effectiveness after 

dimensionality reduction in the dataset. To test this, two methods of dataset reduction were used 

Relieff and PCA. In Relieff tests the most important 1000, 500, 100, 50, and 10 data points were used 

to determine the degree of dataset reduction possible for this dataset. PCA tests were also 

conducted in order to examine the effects the dimensionality reduction method may have had on 

the results. In this instance 64, 32, 16, 8, and 4 PC tests were performed. These values were selected 

based on the number of classes using between 4 times the number of classes and a quarter times 

the number of classes for the PCs. 

The second property tested in these tests was noise tolerance. Different levels of noise were added 

to the testing data and the value of the boundaries was varied for each test. The boundaries were ±, 

1000, 3000, 6000, 9000, and 12,000 with noise randomly generated between the upper and lower 

bound added into each spectrum in the testing set. These values were chosen as they were between 

20% and 1.67% of the maximum signal. 

The final tested property was the classification of a sample not present, and unlike those in the 

training set. The barite impurity was used to test this property, it was removed from the training set 

for this test. This test examined how the different methods respond to unexpected data.  

These comparison tests are based on the needs of the application where real collected data will 

likely include very noisy data, database size will cause problems in both RAM requirements and 

processing time and samples not matching any trained class will be encountered. 
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representation. Precision is a measure of false positives, precision lower than accuracy indicates a 

higher rate of false positives in samples with less spectra than the average in the dataset. Recall is a 

measure of false negatives, a recall value lower than that of accuracy indicates samples with less 

representation have a higher degree of false negatives. The final metric, the F1 score, is the 

harmonic mean of the precision and the recall. This allows a balanced view of both false positives 

and false negatives [84, 85]. Multiclass metric calculations performed using MATLAB code made by 

Manjunatha,P [86]. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑃 + 𝑇𝑁
 

Formula for the calculation of prediction accuracy. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Formula for the calculation of precision. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Formula for the calculation of recall. 

2 × 𝑇𝑃

(2 × 𝑇𝑃) + 𝐹𝑃 + 𝐹𝑁
 

Formula for the calculation of F-score [84]. 

An ideal system would produce 100% accuracy and further metrics would be unnecessary. Such a 

system would not be expected from the beginning of the optimisation process and thus other 

metrics assist in grading a system. For a system to be considered useable, 90% in each metric must 

be achieved, a good system is one in which 95% is achieved on each metric and a great system 

would achieve 99% in each metric. 

4.2 Statistical Approach 
 

The statistical approach used LDA to classify unknown samples from the dataset. The possible 

optimisations explored for LDA were the use of PCA and the structure of the covariance matrix. The 

first parameter tested for the LDA system was whether a diagonal covariance matrix produced 

adequate results when compared to a full covariance matrix. A diagonal covariance matrix considers 

less data and is thus a faster and less computationally intensive system. PCA was also used to reduce 

the amount of data considered to try to reduce the system load of the process. The different forms 

of PCA used were PCA with a set number of PCs using both 8 and 16 PCs. 16 and 8 were chosen as 

they were proportional to the number of different sample classes in the dataset. The final form of 

PCA used was explaining 95% of the variance within the dataset, a standard form of PCA. 

Results 
An LDA model was trained with each of the above parameters on training data (882 spectra) from 

Dataset 1 utilising 5-fold verification. These trained models were then used to classify test data (441 

samples) separated from Dataset 1. The results of these tests are reported in table 4.2. Tests were 

also performed on Datasets 2 and 3 utilising holdout validation. In all conditions Datasets 2 and 3 

were classified 100% correctly. 

Equation 4.1 

Equation 4.2 

Equation 4.3 

Equation 4.4 
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Table 4.2 Results of the trained LDA models on testing data. 

 Accuracy Precision Recall F-score 

Full covariance 99.1 98.7 99.2 98.9 

Diagonal covariance  87.1 89.1 86.1 86.0 

PCA explained variance 95% 73.0 77.4 76.3 74.4 

PCA 8 components  84.1 88.9 85.2 85.3 

PCA 16 components 93.0 94.9 88.5 90.0 

 

The best LDA model was the full covariance algorithm not making use of PCA. It was found to be 

99.1% accurate on the testing data. It achieved a precision of 98.7%, a recall of 99.2% and an F1-

score of 98.9% indicating that this system produced more false positives than false negatives 

proportionately. The second most effective model for all metrics was the 16 component PCA 

followed by the diagonal structure without PCA then the 8 component PCA and explained variance 

PCAs. The first and second best models both achieved over 90% accuracy however the second model 

did not reach 90% recall indicating a proportionally high number of false positives. The second 

model struggles to identify samples with low numbers of spectra. The confusion matrix of the full 

covariance matrix LDA on the testing data is shown in Figure 4.1. 

 

 

Figure 4.1 The Confusion matrix of the best LDA system on the testing data. 
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4.3.1 Distance Metric 
Five choices of distance metrics were tested for their performance against the three datasets. The 

distance metrics tested were Euclidian, City block, Minkowski (cubic), Cosine and, Spearman 

Correlation as defined earlier in equations 2.1-2.5 in section 2.6. The set of distance metrics tested 

were chosen as a mixture of direct and correlational distance metrics. This allows for a mixture of 

metrics that calculate direct distance including intensity and systems that are more focused on 

comparing the shape of spectra. Much of the work utilising KNN classifiers on LIBS and RS only 

utilises Euclidian distance metrics [87, 88] however other metrics such as Cosine and Minkowski are 

not unheard of [89] and are further considered with other techniques [90, 91]. Testing and training 

datasets were used to calculate accuracy measures for Dataset 1. Accuracies for Datasets 2 and 3 

were calculated using 25% holdout verification in which a quarter of the data is not used in training 

in order to be used in testing.  

Table 4.4 Effectiveness of each distance metric on each data set. 

 

 

Figure 4.4 Confusion matrices of the five different distance metrics considered. 

 

The most accurate of these on Dataset 1 were the City block and Spearman metrics. These metrics 

were also the only two metrics to have zero false negatives for both of the energetic materials, a key 

focus of the project team. Both the Spearman and City block metrics had high false positive rates for 

AN, giving specific precisions of only 65% and 72.2% respectively. 

 Set 1 Accuracy Precision Recall F1-score Set 2 Set 3 

Euclidean 95.7 95.6 96.3 95.6 100 100 

City block 95.9 95.6 96.7 95.8 100 100 

Minkowski 95.7 95.6 96.3 95.6 100 90 

Cosine 95.5 95.2 95.8 95.2 97.9 84.3 

Spearman 96.4 95.8 96.9 96 100 98.6 
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The other notable errors in the City block model are a stainless-steel recall of 76.9%, though most of 

the false negatives for stainless steel were classified as iron. This model was also unable to classify 

any calcite spectra. As only 6 spectra of calcite were included in the training data this is unsurprising. 

Without distance weighting and with a K larger than the number of samples the accuracy of any 

unknown sample classification is unlikely to be high. 

The Spearman metric produced a lower AN precision than the City block metric, however all other 

metrics for Dataset 1 were higher. As was expected with these settings this model was also unable to 

correctly classify any calcite samples. The Spearman metric was also less accurate on Dataset 3, 

however this amounted to one sample of AN being classified as AN_KClO3. 

4.3.2 Distance Weighting 
Distance weighting is the practice of considering nearer samples more strongly indicative of 

classification than samples further away. Mathematically there are multiple ways of doing this, but a 

simple method is to multiply the vote of each point by the inverse of the distance to that point. 

Three different approaches to distance weighting were trialled, equal weighting, inverse distance 

weighting, and square inverse distance weighting. The results reported in table 4.5 are for squared 

inverse as this proved to be more effective than inverse weighting. 

Table 4.5 Effect of distance weighting on each distance metric and dataset 

 

 

Figure 4.5 Confusion matrices of each distance matrix with squared inverse distance weighting. 

Spearman and City block again proved to be the best measures across all metrics. Though again, 

Spearman produced a specific AN precision of 68.4% having many false positives, most of which 

 Set 1 Accuracy Precision Recall F1-score Set 2 Set 3 

Euclidean 96.6 96.5 94.9 95.2 100 98.6 

City block 97.3 97.3 95.6 96.1 100 100 

Minkowski 96.6 96.5 94.9 95.2 100 90 

Cosine 96.2 96 94.4 94.7 100 75.7 

Spearman 97.5 97 95.7 96 100 97.1 
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were unchanged from the prior condition. This is a problem for an energetics detection program as it 

would lead to time lost investigating objects which were ultimately harmless. 

The accuracy of the Spearman metric showed a similar improvement over all other samples. Two of 

the three calcite spectra now being correctly identified and errors in other samples lowering. The 

majority of the errors in the model were failing to differentiate between two low signal sample 

classes (calcite and sulfur), the AN false positives and stainless steel/iron confusion. The metric did 

however perform slightly worse on Dataset 3 making the same false classification of AN spectra as 

AN_KClO3 in two instances. 

The City block metric, while less accurate overall, achieved an AN precision of 87%, a significant 

improvement over its own prior result and the Spearman metric. It was also capable of identifying 

the same two calcite samples as the Spearman metric. The stainless steel recall was 76.9%, showing 

no improvement. The consistency of this error shows this metric struggled to differentiate between 

extremely similar spectra. 

4.3.3 Number of Neighbours 
The number of neighbours considered was interrogated using both the Spearman and City block 

metrics as these were the most accurate in tests thus far. Values for K of 1, 5, 10 ,20, 30, 40, 50, and 

100 were all tested for accuracy. Tests were conducted using squared inverse distance weighting 

and equal distance weighting.  

Table 4.6 The percentage accuracy of the tested metrics at different values of K. The trend clearly 

shows a decrease in accuracy at larger K, however this trend is slower with distance weighting. 

 1 5 10 20 30 40 50 100 

Spearman 
equal 

98.6 97.5 96.4 94.8 93.2 92.1 90.7 80.5 

Spearman 
weighted 

98.6 98.2 97.5 96.2 95.2 95 94.3 93.2 

City block 
equal 

98.6 98.4 95.9 93.9 92.1 89.6 86.6 78.5 

City block 
weighted 

98.6 98.6 97.3 94.3 93.7 93 92.5 90.5 

 

The results of this testing shows a clear trend of decreasing accuracy with the increase in the value 

of K. A value of K that is too low is likely to cause overfitting, thus a balance between accuracy and 

higher values of K must be found. Ultimately the value 10 was used because higher values of K with 

distance weighting produced a higher accuracy and 10 was deemed to be decrease the likelihood of 

overfitting. 

 

4.3.4 Standardisation of Data 
The absence of mean centred standardisation was interrogated. Mean centred standardisation has 

been used in tests until this point as this is the default for MATLAB. It was found that standardising 

data for most of the available distance metrics was in fact a detriment to their performance. The 

exception to this trend was the previously most accurate Spearman metric which was the least 

accurate with this change.  

Table 4.7 effects of removing means standardisation on each distance metric. 
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An increase of accuracy occurred in the majority of KNN models when the data was not 

standardised. A possible explanation for this effect is the standardisation process makes all the 

regions of the dataset equally important. In the samples tested for the experimental datasets both 

the beginning and end of the collected wavelengths had few or no peaks. These regions, dominated 

by noise, reduce the accuracy when treated equally. Two possible solutions to resolve this loss of 

accuracy would be considering only the regions of the dataset containing peaks or not standardising 

the data. As this project seeks to produce the most generally applicable classification model, 

preselecting peaks would increase model specificity which is undesirable, standardisation of data 

was not used. 

4.3.5 K-Nearest Neighbour Results 
The Cosine distance metric proved to be the most accurate on the testing data. With the final 

settings, the Cosine model produced an accuracy of 100%. Euclidean distance was the second most 

effective model. It produced an accuracy on Dataset 1 of 98.9% though it had a somewhat poorer 

recall. The Minkowski distance KNN produced the same results as the Euclidian KNN however, it was 

significantly slower as it uses a cubic rather than a quadratic in its equations. The Minkowski model 

is less efficient in dataset classification as datasets grow.  

 
Figure 4.6 Confusion matrix of the final Euclidian model. 

The Euclidian metric produced the confusion matrix shown in figure 4.6, with these final and most 

effective settings. It shows the noted difficulty with these systems to differentiate mixtures from 

their components. It also has the noted difficulty of determining the identity of calcite spectra. This 

is likely due to not having enough examples of calcite as many were removed due to low signal data. 

 Set 1 Accuracy Precision Recall F1-score Set 2 Set 3 

Euclidean 98.9 99.1 95.2 96.1 100 100 

City block 98.6 98.5 97 97.5 100 100 

Minkowski 98.9 99.1 95.2 96.1 100 100 

Cosine 100 100 100 100 100 100 

Spearman 89.8 93.2 85.4 86.2 100 91.4 
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Figure 4.7 Confusion matrix of the final cosine model 

The Cosine metric achieved 100% accuracy with these settings on Dataset 1. The main factor that 

reduced the accuracy previously appears to be the standardisation method. The Cosine metric with 

these settings also achieves 100% accuracy on the other two datasets. This indicates that the metric 

is the most applicable of the KNN models to this data. This metric may still fail to classify noisy data 

or fail faster from dataset reduction so both the Euclidian KNN and the Cosine KNN will be 

considered in tests on these properties. 

 

 

4.4 Artificial Neural Networks 
 

Artificial neural networks are initialised and altered by algorithms that produce pseudo-random 

changes within the network [55, 73]. While it is possible to set the initiation and system of changes 

to ensure the same results from training a network twice, this reduces the efficacy of the network. 

Set networks are only useful for exploring different sections of the training process rather than as a 

direct trained and useful network. The trained networks were also variable due to this 

randomisation. Thus, three trained networks will be reported for each category. The optimisation 

will also be limited as the initial settings were extremely effective. 

4.4.1 Stochastic Graded Descent with Momentum 

SGDM networks managed a high accuracy on Dataset 1. A three-run average of 98.7% accuracy and 

98.7% F1-score were recorded for this dataset. Its largest failure rate was the calcite sample likely 

due to the low number of viable calcite spectra. In two of the three runs this model failed to identify 

a single spectrum of calcite. The other errors the model produced are primarily the normal confusion 

of mixtures and their components such as brass and copper. On Datasets 2 and 3 SGDM was able to 

achieve 100% accuracy with sufficient training time. This training time, as much as 200 epochs has a 

high chance of causing overfitting within these networks. The need for extended training times for 

the Datasets 2 and 3 is likely due to the smaller number of examples in these datasets. 
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Table 4.8 Average metrics for SGDM system on Dataset 1. 

 Accuracy Precision Recall F1-score 

Run 1 98.6 98.75 99.4 99.1 

Run 2 98.3 98.7 99.2 98.9 

Run 3 99.3 99.5 97.4 98.2 

Average 98.7 99.0 98.7 98.7 

 

Table 4.9 accuracy of SGDM on datasets two and three with varied training time. 

Epochs Set2 Set3 

20 14.3 57.1 

50 28.6 88.6 

100 62.9 92.9 

200 100 100 

4.4.2 Root Mean Squared Propagation 
RMSProp networks proved the least accurate ANN system particularly on the smaller datasets where 

this system was unable to reach 100% accuracy. It was also prone to unusual errors such as classing 

AN as barite impurity and brass as plastic. The first of these errors, classifying AN as impure barite, 

was seen in each of the three runs the second only seen in a single run. 

Table 4.10 Average metrics for RMSProp system on Dataset 1. 

 Accuracy Precision Recall F1-score 

Run 1 97.3 97.7 97.3 93.8 

Run 2 98.6 98.9 97.5 97.9 

Run 3 97.6 97.6 92.9 94.0 

Average 97.8 98.1 95.9 95.2 

 

Table 4.11 Accuracy of RMSProp on Datasets 2 and 3 with varied training time. 

Epochs Set2 Set3 

20 11.4 22.9 

50 11.4 50 

100 17.1 57.1 

200 40 98.6 

 

RMSProp models tended to have perfect recall on Dataset 3. The model incorrectly classified all 

errors into the same class ie all nylon spectra were classified as xylitol rather than a varied 

misclassification. An accuracy of 14% is the expected accuracy of a random guess in Dataset 2 thus 

the RMSProp Dataset 2 training did not become more accurate than a random guess until the 100-

epoch training model. This shows the optimiser had great difficulty training a network to classify that 

dataset. 

The other notable quirk of RMSProp models is within their training. These models, once training is 

nearly complete have a large downward spike in accuracy which then quickly rises back to near 

100%. 
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Figure 4.8 An example of the strange behaviour of RMSProp. 

Epochs 12 and 21 show the point at which the network’s accuracy spikes downward. This seems to 

be a result of the anti-zero biasing of RMSProp and is caused by the RMS term falling too close to 0. 

This leads to the denominator being dominated by the small ε term causing larger changes to the 

biases resulting in changed classifications. This is consistent with Li Q et al [92] finding similar 

variability when using RMSprop classifiers.  

4.4.3 Adam 
The Adam algorithm was the only system to produce a model with perfect classification accuracy. 

Despite this its average values aside from accuracy are still below that achieved by SGDM. This 

average indicates that while this system was more effective at identifying the majority of 

compounds, it was incorrectly classified a wider range of samples than SGDM. Adam was also less 

able to classify small datasets than SGDM and other non-ANN models. It was unable to fully classify 

Dataset 2 even with 200 epochs of training. This model also misclassified AN as Barite impurity but 

proved abnormally effective at classifying calcite.  

Table 4.12 Average metrics for Adam system on Dataset 1. 

 Accuracy Precision Recall F1-score 

Run 1 98.0 98.5 96.8 97.5 

Run 2 98.6 96.0 95.0 95.4 

Run 3 100 100 100 100 

Average 98.9 98.2 97.3 97.6 

 

Table 4.13 Accuracy of Adam on Datasets 2 and 3 with varied training time. 

Epochs Set2 Set3 

20 14.3 24.3 

50 17.1 87.1 

100 57.1 95.7 

200 71.4 100 
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4.4.4 Best and Worst Artificial Neural Networks 
SDGM proved the second most accurate system but had the highest rating in the other metrics. The 

majority of the errors made by the models trained with this algorithm were failing to identify the 

minimal number of calcite spectra and misclassification of mixtures. It was also most able to classify 

the smaller datasets after the maximum tested training time. 

The Adam trained model proved to be the most accurate on average but was lower in the other 

metrics. Adam models also proved less accurate at detecting AN. The Adam models were also less 

able to classify smaller datasets than SGDM.  

RMSProp trained models proved the least effective overall. Each run misclassified some AN as Barite 

impurity. The average accuracy and the other metrics of this system were the lowest of the three 

ANN algorithms. This algorithm also proved the least able to train on smaller datasets being unable 

to achieve 100% on either of the smaller datasets within 200 epochs.  

While SGDM proved not to be the most accurate system, it did produce less false negatives in 

general and specifically had no errors, false positive or negative, on AN. This algorithm also proved 

most able to classify smaller datasets and thus at this point in the investigation is the most promising 

ANN algorithm. 

4.5 Comparative Analysis 
 

Each of the selected algorithms were able to produce accuracies of over 98% on Dataset 1. The ANN 

based approaches struggled on the smaller datasets however, they were still able to classify them if 

trained for long enough. Extended training time, such as is required by ANNs on smaller datasets can 

lead to overfitting and reduced accuracy. As each algorithm is able to produce a similar level of 

accuracy no clear recommendation can yet be made. Additional data conditions were tested to 

attempt to determine which system is best for the intended application. 

4.5.1 Dataset Size Reduction with Relieff - Model Performance 
Dataset size can be a concern for processing times for some of the algorithms in addition to the 

memory requirements to run the models. Dataset 1 was reduced using a Relieff algorithm [73] to 

determine the most and least important data points for class identification. Only the x most 

important points were kept and used in this test. The values of x tested were 1000, 500, 100, 50, and 

10 data points.  
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The three ANNs assigned the sample differently from different randomised starting points rather 

than reaching the same conclusion each time. This highlights a weakness of ANNs, as each model 

trained is unique any update or change to a model can lead to different and unexpected behaviour. 

This issue was more prevalent in SGDM models than those of the other ANN algorithms. Beyond this 

problem Adam produced the strangest result of uniquely labelling the unknown sample as brass and 

RMSProp had the least concerning classification of iron. This test again affirms the strange and 

undesirable behaviours of LDA models in less-than-ideal conditions. Showing not only an undesirable 

AN classification but also splitting the spectra nearly in half (14/34) with a classification of sulfur. The 

Euclidian KNN model classified the spectra primarily as stainless steel with one spectrum classed as 

barite. This barite classification may be chance, or the model may have recognised a spectrum of the 

impurity in which barite was visible. Finally, the cosine model simply classified all unknown spectra 

as iron. 
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extremely intense peak with no similar peak in the impurity spectrum. Finally, it would appear the 

sulfur classifications may be based on overall shape without regard to peaks or the models may 

simply be using sulfur as an “other” category. 

4.5.5 Summary 
 

These comparative tests show that the cosine KNN, while the most accurate under ideal situations 

and still relatively robust, falls behind the Euclidian KNN model when the conditions are worsened, 

particularly in high noise situations. LDA was shown to be unable to accurately classify noisy data 

with accuracy decreasing greatly even with the lowest tested noise level. LDA maintained accuracy 

almost as well as the KNN models under the effects of dataset reduction, however it proved ill-suited 

for classing samples of no known class. The ANN models all did poorly with both dataset reduction 

and noise. The SGDM model was able to handle noise and data reduction better than the other two 

ANN models, it did however, show the most variability of unknown classification. The ANNs difficulty 

with dataset reduction was in part due to requiring more training, tests allowing the ANNs to train 

longer did show an improvement however, even in such tests, accuracy was still lower than with 

other methods. 

  





65 
 

A separate dataset comprising individual LIBS and RS spectra for each sample was used in this 

chapter in order to develop an accurate fusion best practice. The prior datasets were incompatible 

with a fusion investigation, samples having LIBS or RS data but not both separately. 

5.2 Data Collection 
 

This dataset was collected using a Continuum Surelite III Laser (operating conditions: 355 nm, 5 ns 

pulse width, 10 Hz repetition rate) and a PIMax4 spectrometer (1024 channels) with similar optics as 

the other datasets. The spectrometer was calibrated for RS for a Nd:YAG laser (355nm) against a 

mercury (Hg) lamp. The spectrometer was calibrated to the Hg(I) emission lines which appear at 

365.0nm, 404.7nm, 435.8nm, 546.1nm and 578.0nm. The data was taken from the spectrometer 

into the LightField program and exported as .spe files for import into excel. In excel, the data was 

smoothed via averaging ten shots into a single spectrum then imported into Origin. Data was 

examined in Origin and finally imported into MATLAB for use. 

5.3 Sample Preparation 
 

Sample preparation was again undertaken by Dr Ula Alexander. The samples for this dataset were 

mounted on an aluminium backing plate with carbon tape. This dataset consisted of metal, mineral, 

crystalline powder, and organic sample types. The identities of each sample type are listed in table 

5.1 and the number of scans for each sample type are listed in figure 5.2. Metal and mineral samples 

were used natively while crystalline samples were pressed in the same manner as the other datasets 

(procedure found in section 3.2.1). These samples were pressed into two-millimetre-thick discs with 

a hydraulic press with 300 bar of pressure and mounted on the backing with carbon tape. 

Table 5.1 The proposed molecular formula of each sample and the source of each sample 

Sample Molecular formula Source 

Aluminium (Al) Al Flinders University workshop 

Ammonium Nitrate (AN) NH4NO3 DSTG 

Barite BaSO4 Flinders University rock 
collection 

Copper Cu Flinders University workshop 

Iron Fe Flinders University workshop 

Marble CaCO3 Flinders University rock 
collection 

Potassium chlorate KClO3 Sigma Aldrich 

Potassium perchlorate KClO4 Sigma Aldrich 

Potassium nitrate KNO3 Sigma Aldrich 

 

5.4 Dataset Exploration 
 

The fusion dataset consists of an equal number of LIBS and RS spectra of 9 sample classes with a 

distribution after pre-processing shown in figure 5.2 for a total of 1005 LIBS and RS spectra. Example 

plots of each sample’s LIBS and RS spectra are shown in figure 5.3. 
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Figure 5.2, Distribution of spectra from sample types in the fusion dataset. 
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Table 5.2 Main and notable secondary peak in RS spectra. 

Sample Key Peak Secondary Peak 

Aluminium None None 

Ammonium nitrate [95] 368 NO3(v1) 372nm NO3 

Barite[96] 367.5nm SO4 v1 360nm SO4 v2 

Copper None None 

Iron None None 

Marble 369nm CO3 363.9nm CO3 

Potassium Chlorate 367.5nm ClO3 366.9nm ClO3 

Potassium Perchlorate [97] 367nm ClO4 v1 362nm ClO4 V4 

Potassium Nitrate [97] 368.4nm NO3 (v1) 372.6nm NO3 

 

Three of the sample types in this dataset (aluminium, copper and iron) are not RS active, producing 

only a small amount of noise in place of a RS spectrum. The remaining spectra all have a single large 

peak at a similar positions varying from 367-369nm though in RS this is a significant range of 

variance. The primary peak of the barium, chlorate and perchlorate spectra were all extremely close, 

however all have small secondary peaks that differentiate them from the others. The potassium 

nitrate and AN samples also had primary and secondary peaks at very similar positions however a 

third peak further into the AN spectra allows the two to be differentiated. 

The RS spectra in this dataset are all equally shifted approximately a quarter nm (20 wavenumbers) 

lower than literature values. 
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Perchlorate 

Potassium Nitrate 404nm/p421 K(I)    

 

LIBS spectra are reported with both wavelength and pixel number in table 5.3 and compared by pixel 

number as this is how the classifiers consider the spectra. LIBS spectra were taken with different 

centre wavelengths to ensure spectra with notable peaks were gained from each sample with a 

narrow grating. Considering these spectra in this fashion may make classification easier for the 

models. It is not a direct comparison to the intended application but should allow for an examination 

of the most effective method of data fusion.  

The most notable sample of this dataset is the attempted LIBS spectrum of AN. No component of AN 

is highly LIBS active, instead this sample shows an AN RS spectra [39]. Other light samples such as 

sugars and organic energetics would likely produce similarly lacking responses. This is another 

example of the need for the use of both systems in tandem to identify energetics accurately. 

The metal samples are the opposite of the AN, highly LIBS active, producing clear spectral peaks. The 

copper spectrum has three main peaks in a region otherwise only occupied by the potassium peaks. 

The iron spectrum shared similarities to barium sulphate in the second half of the spectrum having 

three similarly placed main peaks. The three potassium-based samples look nearly identical each one 

having a single main peak at approximately pixel 420. The only notable difference between the 

potassium-based samples is in intensity, KNO3 being more intense than KClO3 and KClO3 being more 

intense than KClO4. 

5.5 Processing and Training 
 

The dataset for fusion testing was produced and processed separately from the other datasets. Ten 

shot averaged data was examined to ensure no data with notable abnormalities such as the backing 

material (aluminium) showing through. Any such data was removed from the training and testing 

datasets and retained for use as unusual data. The data was then filtered to remove spectra with low 

signal intensities from the LIBS dataset (maximum signal lower than 200) with corresponding RS 

spectra removed from the RS dataset. This processed data was then used for testing the fusion 

methods. 

All data fusion tests were performed using a Euclidean KNN with a K value of 10 and inverse distance 

weighting (code in appendix 1 MATLAB). All models were able to determine the identity of every 

spectrum in the validation dataset successfully. The degree of confusion within the models will be 

considered in addition to the computational load to determine the most efficient and robust model 

for this investigation. 

5.6 Assessing Fusion Methods 
 

Classification in this dataset proved to be simple for all fusion models. Each one produced correct 

labels for every spectrum in the verification dataset. A new metric is thus required for comparison 

between models. To this end the score values from the classifications were compared allowing for 

the comparison of how certain the labels were. Score values are the normalised (to total 1) totals of 

the votes for an unknown spectrum to each class in a dataset. For instance, in a KNN without 

distance weighting and a k value of 5, if three of the nearest five samples were sample “a” one was 



71 
 

“b” and one was “d” then the scores of this sample would be a 0.6 b 0.2 and d 0.2 (total of 1). These 

score values would be interpreted as a 60% certainty the sample was class a with a 20% chance it 

was instead class b or d. 

5.7 Results 
 

No Fusion 
For comparison LIBS and RS were run on the dataset separately. LIBS on this dataset struggled to 

properly identify the difference between KClO4 and KNO3 leading to some misclassification and a 

large amount of confusion. It is able to differentiate KClO3 from KNO3 and KClO4. Other than this 

confusion with the potassium samples the LIBS KNN is able to fully classify the rest of the dataset as 

shown in figure 5.5. 

 

Figure 5.5 Confusion matrix of the LIBS model of the fusion dataset. 

A RS based attempt to classify this system was unable to differentiate the three RS inactive metal 

samples. The model assigned spectra from each sample evenly to the three metals. Beyond the 

three metal samples the RS model is able to differentiate all spectra accurately with minimal 

confusion. The confusion matrix of this model is shown in figure 5.6. 
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Figure 5.6 Confusion matrix of the RS model. 

Separately the RS and LIBS were able to identify all but the most spectrally similar samples. The low 

confusion may be partially due to an absence of confounding spectra, such as organics. Many 

organics produce similar LIBS spectra and the inclusion of multiple organics in the dataset would 

likely have increased confusion with LIBS models. The confusion observed in both models is 

expected, LIBS struggling to identify the samples that produce one primary potassium peak and RS 

unable to differentiate samples that are not RS active. 

5.8 Low-Level Fusion 
 

Low level data fusion is the simplest category of data fusion. This category covers methods in which 

the data is directly combined, often but not always, with a scaling factor [93, 94]. Low-level fusion 

methods have been used for LIBS-RS data before to identify mineral samples [98]. Two low-level 

methods will be compared; directly adding LIBS and RS data into one spectrum and concatenating 

the two data types into a single vector. 

Concatenation 

Concatenating the LIBS and RS spectra into a single vector produces a dataset with twice as many x 

values and thus computational time with this method was substantially slower when compared to 

other methods. While this is not a concern within this limited dataset, it would be a concern for 

larger datasets. Other than this, the method was found to be extremely effective, correctly 
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identifying every spectrum and only suffering from a small amount of minor confusion detailed in 

table 5.4. Validation spectrum 223, a KClO3 sample, with an abnormally intense LIBS was the only 

confusion unique to this model within the low-level fusion testing. 

When removed spectra were tested on the concatenated model, only the first spectrum produced 

any confusion. This spectrum was a KClO4 sample and the model was 94% certain of this 

categorisation. The sample was confused with KClO3 indicating that this confusion was more likely to 

be a result of the intensity of the main potassium peak not the other peaks. The lack of spectra with 

peaks at the pixel value (~255 and 280) of the background aluminium spectrum in this KClO4 

spectrum limit the confusion from this error. 

 

Figure 5.7 An average KClO3 LIBS spectrum and 5.8 KClO3 223 approximatly twice as intense as the 

other sample. 

Addition 

LIBS and RS data were combined in a pixelwise addition in this fusion method. For instance, the RS 

data at pixel 243 was added to the LIBS data from pixel 243 to produce a single overlain spectrum 

from each pair. Addition of the datasets does not increase the dimensionality of the dataset 

compared to a single data type, thus avoiding slowdown, but it is not as precise as concatenation. 

When adding data, the spectra could become more confused if peaks overlap, particularly if a RS and 

a LIBS peak overlap from different spectra. The removed samples when tested with this model were 

classified correctly with no confusion. 

Overall 

The Concatenation and Addition models had the same points of confusion barring Validation 

spectrum 223 and Removed spectrum 1. All were minor points of confusion resulting in over 90% 

certainty of the classification. The spectra in the validation data which created confusion for these 

two models were 3 KClO4 samples and one KClO3 sample. Examining these four samples indicates 

these are likely due to an unusually intense LIBS signal. 

Table 5.4 Number and degree of confusion from low-level fusion models to two significant figures. 

Model KClO4 confusion KClO3 confusion 

Concatenation 3 2 

     certainty 96%, 93%, 95% 97% 98% 

Addition 3 1 

     certainty 96% 96% 95% 98% 
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5.9 Mid-Level Fusion  
 

Mid-level data fusion covers fusion methods performed after a larger degree of pre-processing than 

low-level fusion. In this instance a number of PCs from PCA of each data type have been combined. 

This method has been used in forensic applications [34, 93]. PCA is a statistical data reduction 

technique designed to examine the most important factors in a dataset in a small number of 

variables. 

PCA was performed on the training data of both LIBS and RS portions of the datasets (PCA settings as 

section 3.4). Tests were performed with 3, 4, 5, and 6 PCs taken from the RS and LIBS datasets and 

concatenated together (RS first) to produce the training data. The verification data was then 

transformed into the PC space. An equal number of PCs were taken from the RS and LIBS verification 

data and concatenated to produce verification data with totals of 6, 8, 10 and 12 points to match the 

training data. The models were then trained on the training dataset and tested with the verification 

data.  

Different numbers of PCs were selected for the models based on the total variance explained by 

each PC in the LIBS dataset. The LIBS dataset was chosen as it had lower explained variances, RS PCs 

were matched to the number of LIBS PCs. The numbers of PCs tested were 3 (90% explained 

variance), 4 (96% explained variance), 5 (98.9% explained variance) and 6 (99.5% explained 

variance). The variance explained by each individual LIBS and RS PC can be understood by comparing 

the loadings of the two datasets seen in figures 5.8 and 5.9.  

 

Figure 5.8 (left) The loadings of the RS dataset.  Figure 5.9 (right) The loadings of the LIBS dataset. 

The highly localised loadings of the RS dataset between pixels 200 and 250 in figure 5.8 align with 

the highly localised RS dataset in figure 5.3. The LIBS loadings, figure 5.9, show a wider range of 

variables affecting PCs. Comparing the loadings to the dataset in figure 5.4, PC1 appears to positively 
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consider peaks in marble, iron and AN while negatively considering the potassium-based samples. 

PC2 strongly considers the three potassium-based samples while negatively considering the iron and 

barium peaks. PCs 3 and 4 consider a great deal of the spectrum with PC4 not considering the 

potassium-based samples. LIBS PC 5 appears to differentiate between KClO4, KClO3, and KNO3. PC 6 

seems to consider every peak in the dataset weakly. 

Within the first three mid-level fusion models, 6, 5, and 4PCs, only one new source of confusion was 

encountered. All three models had a small degree of confusion on the same KClO4 and KClO3 spectra 

as the low-level fusion models.  The 6PC model proved the least confused only having minor 

confusion on these same four spectra as the low-level fusion methods. The 5PC model had two more 

spectra it found confusing, another KClO3 and a copper spectrum with a low intensity LIBS region. 

The 4PC model while confused on less spectra was less than 90% certain of one of the KClO3 

samples. Table 5.5 notes the degree of confusion of each spectra. 

The final model, the 3PC model, proved to be significantly less effective than the other PCA based 

models. The 3PC model had significantly more spectra cause confusion and the classification of these 

spectra was less certain. A higher number of KClO4 spectra were confused in this model as well as 

new spectra. These new spectra were a marble spectrum, three BaSO4 spectra, and an iron 

spectrum. Table 5.5 shows the certainty of these spectra notably this model fell below 70% in one 

instance and below 90% in several. 

Table 5.5 Number and degree of confusion from mid-level fusion models to two significant figures. 

Model PCs KClO4 KClO3 Other 

6 2 2  

     certainty 99%, 99% 94%, 94%  

5 3 2 1 

     certainty 99%, 97%, 98% 91%, 93% Cu 96% 

4 2 2  

     certainty 99.7%1, 97% 94% 90%  

3 9 2 5 

     certainty 96%, 88%, 99.4%1, 87%, 99%, 
99.4%1, 99%, 98%, 99.4%1 

87% 76% BaSO4 74%, 94%, 88%, 
Fe 96%, Marble 69% 

1) Reported to three significant figures as rounding would result in 100% certainty. 

 

5.10 High-Level Fusion 
 

The category of high-level data fusion covers fusion at the classification level. The method considers 

the data separately and only combines the data types once classification is completed [93]. Complex 

high-level data fusion can include a number of steps in a decision tree based on the initial 

categorisation [32, 48]. In this study, a simple form of high-level data fusion will be considered 

combining the predictions of a pair of LIBS and RS models. 
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Chapter 6 – Recommendations Regarding the Best Protocol 

6.1 Summary 
 

Machine Learning (ML) and data fusion techniques were tested to develop a best practice method of 

identifying unknown samples from their LIBS and RS spectra. Chapters 3 and 4 describe the process 

of determining the most effective ML technique and chapter 5 describes the analysis of fusion 

techniques. From the work in these chapters both a ML technique and a fusion technique have been 

selected for use. 

6.2 Machine Learning Technique 
 

All tested algorithms were found to be able to produce high accuracies, 97% or higher, however, the 

most robust model was the Euclidian KNN. This algorithm was not initially as accurate as some of the 

others tested, however it maintained accuracy in both shrunken datasets and noisy datasets.  

The Euclidian KNN also has a host of other advantages including the ability of the Euclidian distance 

metric to make use of K-D tree search algorithms. K-D tree search algorithms split the dataset into 

segments and based on the position of the new datapoint, only compares the new data to data in 

nearby segments, significantly reducing the processing load of large datasets [99]. KNN algorithms in 

general are understandable and easy to weight if an error is noticed so that if an error is noticed it is 

less likely to produce false negatives in an area of concern.  

KNN scores are also easily accessible allowing a method of calculating the certainty of the result and 

a method for determining if the data is of no known class when data weighting is considered. 

Denying classification can be achieved with distance weighting by collecting the pre-normalised 

score values for each of the K neighbours and summing them. The value produced by this process 

can then be used to determine the degree of similarity of a particular test spectrum to the training 

data. The value can also be used to reject a classification if it is below the threshold of the class it is 

to be assigned to. 

6.3 Fusion Technique 
 

The fusion techniques tested were all capable of correctly classifying every spectrum in the fusion 

dataset. There were however varying degrees of confusion within these classifications. The 

confusion indicates which methods would be likely to produce errors in larger datasets with more 

confounding samples. The fusion techniques also varied in the amount of data for the classifier to 

consider, a serious consideration for larger datasets. Larger datasets take more processing power 

and, as such on a given set of hardware more time. This slowing effect is exponential with the 

dimensionality of the data and thus lower dimensionality is vital. 

Using a concatenation approach, while effective, produces a significantly larger dataset increasing 

computational recourses required resulting in slowing classification. While effective, the addition 

approach risks confusion when the two methods produce peaks at the same point. The mid-level 

PCA approach produces less confusion and requires less computational recourses than the tested 

high-level approach.  
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The most efficient technique while maintaining high accuracy and low confusion is the mid-level PCA 

approach. The number of PCs required will depend on the dataset the classifier is intended to model. 

More complex datasets will require more PCs. This report therefore recommends utilising PCA 

accounting for more than 97% of the variation within the dataset. Explaining 95% variance is shown 

herein to leave greater room for confusion. 
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• While the three ML techniques tested here cover some of the more common 

methods of identifying spectra of this type, other ML types, support vector 

machines, decision trees etc, may prove to be more effective than anticipated 

• Some tests were performed with non-energetic samples with similar spectra to 

energetics present. Tests on mixed samples of energetics and background materials 

will be necessary to determine the limits of trace detection with this system.  

• More detailed high-level fusion techniques. Making use of a decision tree of models 

rather than using only two models would also be worthy of investigation. The tested 

high-level technique has flaws, such as maintaining the full confusion of both 

models, that more advanced and complex high-level fusion methods can avoid. 

 

Exploring each of these aspects would extend this work considerably. Expanding these aspects 

would lead to refinements and extra knowledge that would enhance the overall recommended 

procedure. 
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Appendix 1 MATLAB code 
Splitting a dataset 

for i=1:"1/3 of data y's" %%a third of how much, here a third of all y's 
take(i,1)=(i*3)-randi(3); %% selects one y in every 3 
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end 
'validation'='data'(take,:); %takes the selected third into a new matrix 
'testingdata'='data' %%define testing data 
'testingdata'(take,:)=[];%% deletes validation data from testing data 
%%randi to take a random third 

Data culling 

maxes=max(transpose('datamatrix'))%%finds the highest value in row of 
datamatrix 
n=1  %% alright, this finds everything below a 
for i=1: “number of y's" %%given value, set to 1000 here 
    if maxes(1,i)<1000 %% and deletes the relevant columns from 
delmat(1,n)=i; %%a table this works by writing the y into a matrix 
n=n+1 
    end 
end  
'datamatrix'(delmat,:)=[]; %%and deleting the y’s in that matrix or table from 
the data 

Training a KNN 

modelKNN=fitcknn(data, names,... %%data is the training data without labels, 
names is your lables 
"NumNeighbors", 10,... %%sets the value of K any number works 
"distance", "cosine",... %%distance metric, options used are Euclidean 
cityblock minkowski(cubic) cosine Spearman 
"DistanceWeight", "inverse",... %%options are none inverse and squaredinverse, 
custom functions can also be used 
"NSMethod", "exhustive",...%%options KDtree or exhustive, KDtree only supports 
linier distance metrics not correlational ones 
"crossval", "on",...%% turns on cross validation 
"kfold", 5,...%%sets the crossval method, here set to a 5fold Kfold 
"Standardize", "on");%% turns on standardization, if you leave it out defaults 
to off 

Classifying with a trained KNN 

['lable', 'KNNscore', 'cost']=predict('knnmodel','validation data'); %predicts 
lables and also generates cost and score matrixes, “Kfoldpredict” for cross 
validated models otherwise identical 
'conmat'=confusionchart('validation names', 'lable') %%produces a confusion 
matrix from the prediction 
'metrics'=multiclass_metrics_common('conmat'.NormalizedValues)%%calculates 
F1score precision recall and accuracy 

Training an ANN 

layers=[featureInputLayer(2048); fullyConnectedLayer(16); softmaxLayer; 
classificationLayer]%% define the layers, how many data points you want to put 
in how many hidden neurons and how you want it to output 
NNnames=NNtraining(:,1); NNdata=NNtraining(:,2:end); 
NNnames=table2array(NNnames); NNdata=table2array(NNdata); %%extracts data and 
labels from a table and converts them to a matrix and a cell array the NN can 
use 
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optionstest=trainingOptions('sgdm', 'plots', 'training-progress', 'shuffle', 
'every-epoch', 'ValidationData', {valdatamat, valnames,} validationFrequency', 
10); %%defines options, a lot to chose from 
Nnet=trainNetwork(NNdata, NNnames, layers, optionstest)%% begins network 
training 
predmat=classify(Nnet, testdata); %%predicts with new data, into labels 
NNconmat=confusionchart(testnames, predmat) %%same as for KNN predictions 
makes a confusion matrix 
NNmetrics=multiclass_metrics_common(NNconmat.NormalizedValues)%%calculates 
F1score accuracy recall and precision 

 

PCA and brining new data in to a PC space 

[coeffR,scoreR,~,~,explainedR,muR] = pca(Ramantestdata); %%perform PCA with 
base settings to produce coefficets scores explained variance and row means 

PCA6Rval=(Ramanvaldata-muR)*coeffR(1:end,1:x);%%new data into PCA, this will 
give you the first x PCs only 

Making use of the Relieff function 

[idx,weights]=relieff('data','classes','number of negbours') %% this generates 
indexies for the most impactful individual wavelengths 
'relieffdata'='data'(:,idx(1:'x')); %% takes the x most impactful points into 
a new matrix 
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Appendix 2 

Fusion dataset spectra by wavelength 
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