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Executive Summary
Digital transformation (DT) and information systems (IS) have opened new markets, resources and

capabilities for organisations that use and depend on technologies such as artificial intelligence (AI),

Industry 4.0, Big Data, robotics, the Internet of Things (IoT) and blockchain. However, digitalization also

leads to new cybersecurity issues related to DT strategies that use these advanced technologies.

Approaches to strengthen cybersecurity during DT require better insight, given the paucity of empirical

evidence on the key factors that support cybersecurity during DT. DT strategy involves technological

and human activities, increasing cybersecurity's complexity during DT. As a result of this complexity,

organisations are hesitant to implement DT, knowing that cyberattacks on DT can cause devastating

social, organisational, and economic damage.

The study analysed the factors that improved security in the DT environment and proposed a model

that strengthens secure digitalization. The result of the study was the development of a new

cybersecurity model called the Nine Five Circle (NFC). The NFC model combines IS and DT security

uniquely.

A novel methodology that supported empirical testing of cybersecurity analysis was achieved in this

study by including qualitative and quantitative methods. The research included a qualitative

exploratory stage, followed by quantitative descriptive and causal studies. The qualitative exploratory

phase used case studies and semi-structured interviews to gather data from innovative sector

stakeholders and produce operational constructs, variables, and definitions. This exploratory stage

revealed significant variables and correlations used to develop the conceptual framework, the research

instruments, and the hypotheses for the quantitative phase. The exploratory design was crucial to

achieving a holistic, in-depth analysis across multiple sectors. Descriptive research was essential for

calculating variances and meant to define proportions, characteristics and relationships between the

variables identified in the exploratory phase. For the causal phase of the study, the identified variables

were categorised into measurable dependent and independent variables. By organising the variables

into constructs, it becomes possible to explain and predict. This final stage of causal research was

required to determine security challenge factors obstructing successful DT and IS strategies. Patterns

and trends were identified using factor analysis and structural equation modelling with pattern

matching in case studies.
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Additionally, organisations that rely solely on technical solutions without considering human factors are

creating a gap in the relationship between humans and technology, and this research has demonstrated

that humans still need to be improved in cybersecurity. As humans and technology interact, a complex

system emerges, posing more significant challenges in resolving cybersecurity issues. The NFC model

assisted in addressing significant cybersecurity issues faced by traditional organisational structures

when implementing DT and IS security strategies.

This research has helped to fill a gap in the IS and DT literature where the security aspect of DT

implementation requires attention. This study adds to the understanding of cybersecurity management

issues in DT.

The findings indicate that cybersecurity can be improved in the context of DT by focusing on the

following key elements: (i) security misperception, (ii) threat vulnerability and risk assessment, (iii)

cybersecurity strategy, (iv) development of secure information systems, (v) security audit and

assessment, (vi) protection monitoring, (vii) strategic advanced threat analysis, (viii) incident response

and remediation, (ix) managers and stakeholders involvement, (x) information security and

cybersecurity investments, (xi) information security policies, (xii) application security policies, (xii)

information security facilitators, (xiv) security training, (xv) commitment, and (xvii) external partners.

These constructs were operationalized, validated qualitatively and quantitatively, and processed in the

NFC cybersecurity enhancement model. The tested model contributes to the theoretical advancement

of the IS and DT cybersecurity analysis layers.

The study results also show management behaviours necessary to implement strengthened

cybersecurity for DT: i) managers' commitment to security support, ii) the need to invest in security

programs, iii) implementing in-depth security measures, iv) creating a security-aware culture and trust,

v) improving security-awareness training, and vi) implementing cybersecurity policy and governance.

The DT era presents both unprecedented opportunities and challenges for organisations. While digital

technologies like AI, Industry 4.0, Big Data, robotics, IoT, and blockchain provide innovative resources

and skills, they also introduce new cybersecurity issues. During DT, it is crucial to enhance cybersecurity

measures. This study proposes an NFC model integrating information and DT security. The model was

validated using qualitative and quantitative methods. This research contributes to understanding
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cybersecurity management issues in DT and adds to the theoretical advancement of the IS and DT

cybersecurity analysis layer. The study's results highlight the crucial management behaviours necessary

to implement strengthened cybersecurity for DT. By addressing the core constructs identified in this

study, managers can better protect their organisations from the devastating effects of cyberattacks

during DT. This study provides valuable insights for organisations and policymakers seeking to

implement successful cybersecurity strategies during DT. Organisations must have the necessary

structures, resources, and plans to mitigate cybersecurity risks and, therefore, must recognize that

security is an essential aspect of their business strategy.
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Chapter 1. Introduction

1.1. Overview
This research has developed a model to enhance IS security and DT, as outlined in section 1.2. The

primary objective is to identify the critical factors that can improve cybersecurity and how they can lead

to successful DT, which is discussed in section 1.3. Furthermore, the research explores the link between

IS and DT, which contributes to advancing theory development in these fields, as explained in section

1.4. This study also provides practical insights for management to effectively enhance their

organisations' security posture and DT strategies, as discussed in section 1.5.

1.2. Background to the Research
The concept of DT entails implementing changes throughout an organisation's management and IT

infrastructure in response to external developments, according to Berman (2019). This topic is receiving

significant attention from researchers and practitioners, likely due to evidence suggesting a positive

correlation between DT and enhanced organisational performance (Jonathan, 2019). Existing literature

indicates that integrating new DT into an organisation's current IT infrastructure and business

processes, aligned with overall goals, can yield benefits. Empirical studies also reveal that successful DT

can enhance communication among suppliers, collaborators, and partners, adding value (Stewart &

Jürjens, 2018; Al-Kaabi, 2010; Matt, 2015).

DT has enabled organisations to collect and use data more effectively, giving them a competitive edge

(Ifinedo, 2014; Imgrund et al., 2018). However, implementing new technologies requires careful

planning and execution to achieve the benefits, as pointed out by Vial (2019). Researchers have

identified three areas of concern: technology, organisational structure and management (Agrawal et al.,

2013; Soomroet al., 2016). However, a closer study reveals that information security is a common issue

in addition to the three areas that pose a challenge in many DT initiatives (Lallie et al., 2021, Auyporn et

al., 2020). As organisations increasingly rely on IT to conduct their operations, they have become more

vulnerable to cyberattacks and information security breaches (Collet, 2020; Karpunina et al., 2019;

Lundgren & Möller, 2017). According to NIST, any malicious activity that attempts to capture, disrupt,

deny, impair or destroy information system resources or the information itself is called a cyberattack

(NIST SP 800-12 Rev). Both cyberattacks and information security breaches are primary concerns, as

such breaches can lead to significant financial losses.
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Previous research has focused on information security as a technological problem (Jonathan, 2019;

Foerster-Metz et al., 2018). In order to address these challenges, technical solutions such as firewalls

and perimeter protection are often implemented (Soomro et al., 2016). However, researchers argue

that in the new era of digitalisation, management and organisational factors must be recognised to

meet the growing demands for information security (Agarwal, et al., 2010; Moon et al., 2018). Other

studies and institutions have shown that organisations can reduce cyberattacks by implementing

cybersecurity systems and strategies to protect critical systems and sensitive information from digital

attacks through technology, human and processes (Bakar et al., 2021; García-García et al., 2021; Khan

et al., 2022; M'baya et al., 2017; Tervoort et al., 2020).

According to the NIST definition of cybersecurity, cybersecurity includes preventing the unauthorised

use and exploitation of electronic information and communication systems and ensuring confidentiality,

integrity and availability (Lallie et al., 2021, Auyporn et al., 2020). On the other hand, ISO/IEC 27001

serves as an international standard for information security that describes the requirements for an

effective information security management system (ISMS) that improves systems' confidentiality,

integrity and availability. ISO (2018, p. 4), added validity, non-repudiation and authenticity.

Confidentiality ensures the privacy of sensitive data by restricting access to authorised individuals

(Collet, 2020). Integrity ensures that data is correct and accurate and cannot be altered by

unauthorised users during transmission or storage (Collet, 2020; Karpunina et al., 2019). Availability

ensures that authorised users can access data or services at any time (Karpunina et al., 2019; Lundgren

& Möller, 2017). Validity refers to the consistency of data or information according to predefined rules,

while authenticity aims to confirm that a digital object is what it claims to be (Collet, 2020; Stewart &

Jürjens, 2017). Non-repudiation assures that the truth of something cannot be disputed (Karpunina et

al., 2019; Lundgren & Möller, 2017; Stewart, 2022). Ensuring these security measures is crucial in

protecting company data and mitigating cyber threats.

Considering humans, processes and technology, ISO 27001 provides an approach to managing an

organisation's information security. The standard covers various aspects of information security

management, including establishing, implementing, maintaining, and continuously improving an ISMS,

and applies to organisations of all sizes, types, and kinds. Building on this, a company's digital practices

should guide its DT strategy and encompass technological and human activities throughout the

lifecycle. Therefore, future studies on DT should examine how factors such as digital strategy,
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organisational culture, humans, and business processes can impact information security (Agarwal et al.,

2010; Tu et al., 2018).

Stewart (2017) develops the NFC model to address DT cybersecurity challenges. The NFC model

considers noteworthy factors from past literature, identifies significant challenges, and presents a

strategic process to mitigate those challenges. Stewart has used this model in several works (Stewart &

Jürjens, 2017; Stewart & Jurjens, 2018; Stewart, 2022).

In 2021, Stewart proposed that the type and size of an organisation should not measure its

cybersecurity and information protection effectiveness but instead by the characteristics of the

activities that enhance cybersecurity and improve DT, such as content focus, coherence, and duration.

In his recent work, Stewart (2022) implemented the NFC model, which features six critical elements to

increase managers' perception, change practice, and improve cybersecurity outcomes: (a) cybersecurity

content focus, (b) secure coding, (c) coherence, (d) cybersecurity investment, (e) information security

policy and compliance and (f) ongoing professional development with IT groups.

To fill the research gap in IS literature, six published papers, including Stewart's 2017 NFC model, were

reviewed, and analysed alongside other IS research. The results of this analysis led to the creation of a

cybersecurity model called NFC cybersecurity. This model includes strategic planning, essential

concepts, and success factors and is designed to help organisations overcome cyber-attack challenges

while achieving their DT goals securely.

1.3. Research Topic
Companies and cultures are being transformed by technological advancements, which are changing

how businesses compete and create value. The recent DT movement has increased organisations'

reliance on advanced technologies such as Industry 4.0, robots, the Internet of Things (IoT), artificial

intelligence (AI), cloud computing, predictive analytics, blockchain, and Big Data. While digitization

offers benefits such as opening new markets, skills, and resources (Barringer & Harrison, 2000;

Wilkinson et al., 2004), it can also pose challenges, such as the rise of cybercrime (Burns et al., 2001;

Karumbaiah et al., 2016; Shahri et al., 2012; Stewart & Jürjens, 2018). These challenges have been

described as obstacles by Stewart (2022) to adopting DT. Therefore, a secure and efficient approach is

essential for DT.
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1.4. Aims and Objectives of the Study
This research aims to explore information and cyber security challenges in organisations' DT and

proposes a model called NFC for managing information and cyber risks. The main objective, illustrated

in Figure 1 of this study, is to

1. Empirically analyse the key factors influencing the adoption of DT (e.g., FinTech).

2. Empirically analyse the critical factors influencing cloud computing for data storage and

processing (e.g., Infrastructure as a Service).

3. Identify the key sources of cyber and information risk, both internal and external, during

application development.

4. Explore organisational initiatives that help technology companies manage information and

cyber risks.

5. Develop a novel cybersecurity model called NFC that can be used to mitigate DT's cybersecurity

problems.

6. Apply the NFC model to study the determinants of information security policies and outcomes

in organisations.

7. Apply the NFC to develop practical recommendations to improve the cyber risk management

process of technology companies.

This thesis aims to address and answer the following research question:

1. What are the main factors contributing to the adoption of cloud computing?

2. What are the potential cybersecurity vulnerabilities associated with cloud computing, and what

factors hinder its adoption?

3. To what extent does a company's adherence to an industry standard such as ISO27001

influence its software development cybersecurity strategy?

4. What are the main DT challenges, and how can they be overcome?

5. To what extent can organisations protect themselves from malicious attacks, data breaches and

unauthorised control that could compromise critical infrastructure or personal security?

6. What systematic approach can organisations take to developing and implementing an

information security policy during DT?

The answers to these questions are reflected in each of the six published papers in this work.
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Fig. 1. Objectives of the research
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1.5. Contribution of the Research
This section focuses on the contributions of this dissertation. The section is divided into three

subsections addressing contribution to theory, methodology and practice (Holweg et al., 2015).

1.5.1. Theoretical contributions

This research makes a significant contribution as it develops a novel cybersecurity model called NFC, a

comprehensive framework that combines theories from cybersecurity (Bongiovanni, 2019), risk

management (Shareeful et al., 2017), and DT (Hess et al., 2016). This model provides an innovative

approach to secure DT initiatives. It integrates human factors (Abualoush et al., 2018; Andriotis et al.,

2015), technology (Alhabeeb et al., 2010) and processes to ensure optimal security (Stewart & Jürjens,

2017).

Over the years, numerous articles have been published on DT innovation, often called "state-of-the-art"

pieces. These articles, including works by Hevner et al. (2004, p. 77), Halbrecht (1977), Gartner (2019),

Morakanyane et al. (2017), Hess et al. (2016), and Gomber et al. (2018), review and critique the current

state of theory. Many of these articles suggest future research directions, outlining agendas or visions

for the field, and some even provide criteria for assessing the quality of research. The articles

mentioned earlier explicitly highlight aspects that should be considered moving forward but neglect the

aspect of cybersecurity in these innovations. Despite the importance of research in IS, studies on DT

security have largely been neglected.

Numerous cybersecurity literature has also mainly focused on organisational security culture, with little

attention paid to DT cybersecurity challenges (Bongiovanni, 2019; Yilmaz & Yalman, 2016; FireEye,

2015; Unit-Department, 2019). Those who have looked at DT security have focused on specific aspects

without considering the full range of factors required to improve cyber security in the DT context

(Wangen, 2019). Although organisational IT security research is an essential subfield in IS, it is often

focused on specific industry sectors (Kwon & Johnson, 2014; Yang & Lee, 2016). As a result, most DT

security seems to have been overlooked (Eurostat, 2015). Previous studies have examined the impact

of cybersecurity characteristics on IS or technology adoption (Stewart & Jürjens, 2018; Cragg et al.,

2011; Arendt, 2008). However, there needs to be more research on the impact of cybersecurity traits

on IS security.
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As per Sheehan et al. (2019), cyber vulnerabilities can lead to significant business risks, such as

interruption in operations, loss of privacy, and financial losses. Maleks et al. (2020) state that

inadequate cybersecurity can cost the global economy around USD 945 billion in 2020. Conklin (2014)

highlights that identifying security threats in DT is critical and requires thorough knowledge of

security-based technologies. Kazemi (2012) categorises security into three areas: computer security,

information security and cyber security. Fielder et al. (2016) state that protecting organisations from

potential cyber-attacks has become increasingly difficult (Fielder et al., 2016). Baker's (2007) work

focuses on tackling cybersecurity challenges in organisations.

Goel & Chengalur (2010) highlight the problem of non-compliance by individuals with IT-related

information security policies. Wang et al. (2008) focused solely on technical measures for enhancing an

organisation's cybersecurity without considering the human factor. Although there are studies on

implementing and utilising IT-related initiatives in developing countries, less attention has been paid to

DT cybersecurity challenges in the context of global integration. Therefore, this study argues that IS

research should fully consider the distinctive qualities of DT cybersecurity challenges holistically.

A key question arising from this discussion is how organisations can effectively implement strong

cybersecurity measures during DT (Alhogail et al., 2014). Answering this question will help identify the

impact of internal and external cybersecurity challenges on the digital transformation process and the

barriers that may prevent decision-makers from being fully engaged (Nazareth & Choi, 2015).

This study combines six published papers revealing that mature cybersecurity initiatives can enhance

an organisation's core productive activities with greater visibility and support. Management

involvement and stakeholder acceptance are crucial for the success of cybersecurity models or

strategies. Therefore, efforts to secure DT are more promising when all stakeholders show interest and

support, leading to a secure DT process within their organisation (Rees et al., 2011). Therefore, this

study makes theoretical and empirical contributions to enhance DT cybersecurity using a novel NFC

model in a holistic approach to address and mitigate these challenges. This model integrates

cybersecurity challenges with traits identified in current IS research and hypotheses of how these

restrict DT security decisions (Wang et al.,2008; Muehe & Drechsler, 2017). The model is developed

using the combined findings from the six published papers.
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The sociology of translation application, such as problematisation, interessement, recruitment and

mobilisation, helps to analyse the results of the six papers (Alvesson & Sandberg, 2011). The

participation of managers and decision-makers in a cybersecurity initiative is driven by

problematisation and interest if they perceive the initiative as a solution to their challenges (Alvesson &

Sandberg, 2011). There is interessement in a solution if it is pragmatic and can effectively solve the

problem. This attracts the interest of managers and decision-makers and gains their support for the

proposed solution (Rodon et al., 2008). Hence, interest is a fundamental prerequisite for the successful

adoption and use of the initiative with positive potential expectations. The above paragraph suggests

that it would be prudent to explore how involvement of initiators, IT professionals, managers, and

decision makers in cybersecurity initiatives can facilitate and improve DT.

The effectiveness of the NFC model is validated through case studies and empirical research. The

theoretical underpinnings of the model have also been validated by empirical data demonstrating its

potential to provide reliable cybersecurity solutions for DT initiatives (Yin, 2018). In this work, all case

studies were conducted in various sectors. This model's results can guide organisations to improve their

IS security tactics to promote the secure innovation, adoption, and use of digital technologies.

1.5.2. Methodological contributions

The main objective is to explore the various cybersecurity challenges related to DT and to contribute to

the existing literature on IS research (Weishäupl et al., 2015). Ultimately, the study aims to develop a

cybersecurity model to secure DT effectively (Myers, 1997).

The study made a methodological contribution in two ways. First, a case study strategy and an

interpretive approach to data collection were applied, which may be helpful for future studies on the

adoption and implementation of security-related IS initiatives in organisations and communities in the

context of digital transformation. Second, the techniques used for data collection provide valuable

lessons that can be useful for similar studies (Walsham, 2006; Witmer et al., 1999).

A crucial aspect of a methodological contribution is whether applying theoretical concepts and models

developed in different contexts is appropriate. It is debatable whether research theories and models

formulated in one country are appropriate for studies in another country due to differences in social

and cultural context. Using these theories in this research helps interpret case studies from various

sectors by providing case studies (Yin, 2014).
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1.5.3. Practical contributions

The six published papers from this research provide valuable insights into the practical implications of

security-related DT initiatives. Cybersecurity initiatives must be integrated with the productive activities

of organisations. Therefore, it is essential to comprehend the potential damage a cyberattack can cause

to implement cybersecurity initiatives effectively. This understanding can help organisations prioritise

and invest in improving their DT cybersecurity culture, thereby enhancing their security posture. It is

evident from the six papers that IT professionals and managers need to adopt new approaches to

persuade stakeholders of the urgency of improving their cybersecurity culture and its impact on their

DT initiatives. One practical contribution is the NFC model, which simplifies all challenges to gain a

holistic understanding of how variables interact and applies these insights holistically to arrive at a

solution. This research explores how the DT initiative can be secured and its contribution to the IS

literature, using the NFC model as a practical tool (Yildirim et al., 2011).

1.5.4. Assessing the contribution

Whetten (1989) outlined four crucial elements to consider while making a theoretical contribution.

These elements include: (a) What is the subject of study? (b) How is it studied? (c) Why is it being

studied? (d) Who, where, and when are involved (significance)? These questions define the scope for

generalisation. Hence, a set of questions based on Whetten's framework can be employed to assess the

theoretical contribution of this study. The study makes three significant contributions. Firstly, it reviews

relevant literature on the relationship between DT initiatives, adoption, and cybersecurity. Secondly,

the study provides rich empirical insights through six papers and introduces a novel cybersecurity

model for analysing the cybersecurity challenges associated with DT initiatives. This model can guide

the process of enhancing cybersecurity in DT and help address gaps in IS research. Thirdly, the study

combines and applies different theories to enhance DT cybersecurity. Furthermore, other researchers

conducting comparable studies in different countries can benefit from this study's fieldwork description

and data techniques.

A. What is the subject of this study?

This study proposes a new cybersecurity model that can be used to improve the cybersecurity of DT

initiatives. The NFC model, which is presented in section 2.10, can serve as a practical tool to guide the

implementation process. The study also highlights the need for managers in IT industries to develop

new strategies and knowledge to enhance cybersecurity.
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B. How? The clarity of the argument relies on the persuasiveness of the premises and the evidence

that supports them.

The research problem was examined in the first chapter of the paper from six different perspectives,

including financial technology, cloud computing, DT challenges, information security policy, information

security management systems, and software security. The results of the six studies were also examined

from several theoretical angles, including (i) security misperception, (ii) threat vulnerability and risk

assessment, (iii) cybersecurity strategy, (iv) development of secure information systems, (v) security

audit and assessment, (vi) protection monitoring, (vii) strategic advanced threat analysis, (viii) incident

response and remediation, (ix) managers and stakeholders involvement, (x) information security and

cybersecurity investments, (xi) information security policies, (xii) application security policies, (xii)

information security facilitators, (xiv) security training, (xv) commitment, and (xvii) external partners

(Wang et al., 2013).

Chapter 2 introduced the research topic and conducted a broadly relevant literature review. This

chapter provided background information on the DT and cybersecurity context. Finally, this thesis

logically reviewed different theories, forming its theoretical basis.

The interpretive approach and case study strategy were chosen to conduct the study, which was

covered in detail in the third chapter's discussion of the research methodology.

To examine the connection between digital transformation initiatives and cybersecurity difficulties,

Chapter 4 and 5 developed new cybersecurity models. Based on interpreting case study results from all

six papers, chapters 6, 7, 8, and 9 further examined this model. Chapter 10 comes to a research

conclusion that is backed up by credible data from the six papers.

The paper emphasises the significance of preventing cyber-attacks on digital transformation (DT)

holistically and how it is crucial for organisations. It highlights that the barrier to cybersecurity

contributes to the unwillingness to adopt digital transformation products and services. Empirical

studies were conducted in various sectors, and their results were analysed based on the theories

presented in the paper to develop a model for analysing cybersecurity challenges. In each of the six

studies, conceptual frameworks were developed, namely the intention to adopt fintech, the intention

to adopt cloud computing, the security of digital strategies, and information security policy. The index

of terms and the glossary provide a convenient way to quickly find and understand the main concepts

presented in this thesis.
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C. Why is this being studied now?

Several organisations have experienced cyber-attacks on their digital initiatives, leading to the need for

empirical studies to address these cybersecurity challenges. Many scholars in the field of IS are

exploring the strategies organisations should use to address the cybersecurity challenges they

encounter. This study emphasises the importance of a holistic cybersecurity solution, contributing to

the ongoing debate on a new approach to implementing cybersecurity initiatives in organisations

across various sectors (Schatz & Bashroush, 2017).

D. Significance

This work may interest innovative countries where disruptive technologies are at the peak of their

development. It may also interest IS practitioners, decision-makers, managers, and policymakers

implementing DT-related initiatives (Siponen, 2005).

Due to the enormous impact DT has on businesses (Bekkhus, 2016; Bharadwaj et al., 2013; Matt et al.,

2015), significant cybersecurity risks need to be closely examined. Despite its benefits, it poses

potentially severe cybersecurity risks due to the enormous amounts of processed data (Bassett et al.,

2021). The entry points for cyber-attacks are becoming more comprehensive as more

internet-connected devices, apps, and endpoints exist (Modi et al.,2012; Coppolino et al., 2016;

Ramachandran, 2015).

In addition, the findings of this research shed light on emerging cyber risks (Bassett et al., 2021) and

evolving attack strategies that are critical for organisations to update their cybersecurity measures and

develop new tactics to combat these threats (Mehrban et al., 2020). The risks associated with different

parts of DT, such as cloud migration, IoT adoption, and the application of AI and machine learning, need

to be carefully considered (Modi et al.,2012; Coppolino et al., 2016; Ramachandran, 2015).

Furthermore, this research aims to identify the best approaches for integrating cybersecurity into DT

(Mehrban et al., 2020). The practices recommended in this paper can serve as a reference for

organisations aiming to secure their digital efforts efficiently. They can also serve as a guide to acquire a

comprehensive knowledge of compliance standards and ensure that DT projects meet various

regulatory requirements (e.g., in industries with stringent compliance laws) (Taylor et al., 2020).

Organisations evaluating the cost-benefit ratio of various cybersecurity investments and methods in DT

can also benefit from this study to optimise their resource allocation (Müller et al., 2015). Furthermore,

the study can enhance supply chain security, a facet of DT frequently disregarded (Taylor et al., 2020).
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Understanding user behaviour and potential security risks is critical, as humans are vital to DT security.

Therefore, this research identifies guidelines for developing training and awareness initiatives that

educate stakeholders and employees about cybersecurity issues (e.g., D'Arcy et al., 2009; Schneier,

2011; Crossler et al., 2013).

Regardless of how matured an organisation believes its cyber threat intelligence is, this research can

help gather and disseminate threat intelligence and inform organisations about the latest threats and

vulnerabilities. Such timely defence depends on this type of intelligence-collected data. Given the

holistic role of NFC, experts from different fields can work together across disciplines to address the

complex challenges of DT (Winniford, 2009; Barlette & Fomin, 2008; Lowry et al., 2017).

Ultimately, this research has the potential to influence cybersecurity policy and legislation. It can

provide policymakers and regulators with fact-based guidance to ensure a secure digital environment.

The NFC cybersecurity model can potentially have a significant global impact as the issues raised by the

digital revolution are not restricted to a solitary field or economic sector. This research has implications

for a vast, interconnected digital world (Goel & Chengalur, 2010; Baskerville & Siponen, 2002).

In conclusion, exploring cybersecurity issues in digital transformation is critical to strengthening

organisational resilience and protection against shifting cyber threats and the accelerating digitalisation

of organisation operations. The NFC cybersecurity model can help organisations make intelligent

decisions and align with the changing cybersecurity ecosystem.

1.6. Structure of Thesis
This section outlines the systematic development of this study, presenting six contributions to the

cybersecurity of IS and the key initiatives organisations face. The contributions are listed and

summarised below.

Papers addressing the adoption of digital products and services such as financial technology (FinTech)

and cloud computing, e.g., Infrastructure as a Service (IaaS):

Stewart, H., and Jürjens, J. (2018), "Data security and consumer trust in FinTech innovation in

Germany", Information & Computer Security, vol. 26, no. 1, pp. 109–128.

https://doi.org/10.1108/ICS-06-2017-0039.
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Stewart, H. (2021), "The hindrance of cloud computing acceptance within the financial sectors in

Germany", Information and Computer Security, Vol. ahead-of-print No. ahead-of-print.

https://doi.org/10.1108/ICS-01-2021-0002.

Paper addresses cybersecurity strategy and compliance with industry standards to improve DT

cybersecurity:

Stewart, H. (2022), "Security versus Compliance: An Empirical Study of the Impact of Industry Standards

Compliance on Application Security “, International Journal of Software Engineering and Knowledge

Engineering, Vol. 32. https://doi.org/10.1142/S021819402250015.

Papers focusing on data protection, information protection and cybersecurity investment decisions:

Stewart, H. (2022) ‘Digital Transformation Security Challenges, Journal of Computer Information’

Systems, DOI: 10.1080/08874417.2022.2115953

Stewart, H., and Jürjens, J. (2017), "Information security management and the human aspect in

organisations", Information & Computer Security, vol. 25, no. 5, pp. 494–534.

https://doi.org/10.1108/ICS-07-2016-0054.

Stewart, H. (2022), "A systematic framework to explore the determinants of information security policy

development and outcomes", Information and Computer Security, Vol. ahead-of-print No.

ahead-of-print. https://doi.org/10.1108/ICS-06-2021-0076

An overview of each paper's content and relevance to the research objectives is summarised below:

Paper 1: Data security and consumer trust in FinTech innovation

Paper 1 analyses the decision-making processes of managers and consumers when adopting new

disruptive technologies. Ensuring the security of financial data and gaining consumer trust are crucial

factors in the fast-paced development of FinTech innovation. As the FinTech industry continues

transforming the financial landscape, ensuring the security of sensitive financial data, and building

consumer trust are crucial for success (Carlson, 2015). The paper focuses on the misconceptions of

managers and consumers about DT, drawing on prospect theory and previous research (Carlson, 2015)

and examines the impact of DT on the decision-making processes of managers and consumers. This

research proposes a model called "Intention to adopt FinTech", where the constructs were developed

based on the Technology Acceptance Model (TAM) (Straub et al., 1997) and five additional components
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such as customer trust, data security, added value, user interface design and FinTech promotion

(Stewart & Jürjens, 2018). A dataset of 209 customers was collected through an online survey and

face-to-face interviews to test this model. The empirical results show that attitudes towards DT or new

technologies adoption strongly depend on data security, customer trust and user interface (Duc &

Chirumamilla, 2019; Ande et al., 2020).

To summarise, the connection between data security and consumer trust plays a crucial role in the

prosperity and sustainability of FinTech innovation (Duc & Chirumamilla, 2019). As the industry grows,

FinTech companies must manoeuvre through the intricate terrain of compliance, data security, and user

trust to establish and retain their competitive edge (Eder-Neuhauser et al., 2018; Bullée & Junger, 2020;

Hadnagy, 2018). Sustaining customer trust necessitates keeping lines of communication open and

taking proactive measures, as security, customer trust, and data breaches can have grave consequences

(Duc & Chirumamilla, 2019). This paper answers the first research question regarding how consumers

and employees perceive DT.

Paper 2: The hindrance of cloud computing acceptance within the financial sectors

Paper 2 builds upon Paper 1 by providing a comprehensive analysis of the identified constraints. This

research paper addresses managers' concerns about the security of cloud migration in other words,

Infrastructure as a service (IaaS). It draws on previous studies such as Modi et al. (2012), Coppolino et

al. (2016) and Sharma and Trivedi (2014) that examine the security challenges of cloud computing. This

paper develops a research model called "IaaS Adoption" based on the NFC model (Oliveira et al., 2014

), which includes the TAM (Straub et al., 1997), trust, data security and risk (Stewart & Jürjens, 2018) as

main components to assess the perceived adoption of cloud computing (Belbergui, 2017) and the

associated benefits and risks (Babak et al., 2015). This model is empirically tested based on a data set of

208 bank employees gathered via an online survey. Based on the results, managers' views on new

technologies, specifically IaaS, are influenced by their perception of the benefits and risks of their

current technology and their prior experience with the new technology (Lee, 2012). The extent of IaaS

usage in their industry determines this experience. The assessment of their current technology

significantly impacts managers' misinterpretation of IaaS. As a result, they may overestimate the risks

associated with IaaS (Al-Khater et al.,2020), leading to a preference for the legacy system. Prospect

theory declares this as loss-aversion theory, which can hinder the adoption of a potentially

advantageous new technology (Kahneman & Tversky, 1979).
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The financial industry is adopting cutting-edge security measures, tightening regulatory requirements

for the cloud and leveraging multiple hybrid or multi-cloud approaches for greater flexibility and control

to overcome these obstacles (Trivedi, 2014). The financial sector is becoming more receptive to the

potential of cloud computing (Babak et al., 2015) as cloud providers improve their security, compliance

and privacy features (Trivedi, 2014). It is critical to take proactive measures and maintain transparent

communication to maintain customer trust, as data breaches and security incidents can have serious

consequences (Al-Khater et al.,2020). This paper answers the second research question regarding

cybersecurity vulnerabilities associated with cloud computing and the factors that hinder its adoption.

Paper 3: Security versus compliance: an empirical study of the impact of industry standards

compliance on application security

This paper explores the connection between the level of compliance with industry standards and the

actual security level of applications. Through empirical research, this study delves into the complex

relationship between adherence to established standards and the effectiveness of security measures in

application development (Sahu, 2019; Stewart, 2022; Calero, 2013). Organisations face a continuous

challenge in balancing regulatory compliance with application security (Calero, 2013). Often,

organisations invest a large amount of resources into meeting regulations but overlook security

vulnerabilities (Stallings et al., 2012). This study sheds light on this and examines the impact of

industry-specific compliance requirements such as ISO27001, PCI DSS, and HIPAA on the security of

applications and whether compliance measures lead to better security procedures.

In today's fast-paced world, businesses must adopt the latest technologies and software applications to

streamline their work processes. This process of DT involves replacing outdated tools with cutting-edge

solutions. While efforts are being made to enhance application security and prevent unauthorised

access to critical applications, practical challenges remain. Several studies have been conducted on this

topic, including those by Stewart (2020), Sahu (2019), Calero (2013), Sahu et al. (2014), and Kumar

(2015).

Despite the recommendations of security experts to implement regulatory standards like ISO27001,

NIST, and PCI, cyber threats to applications persist (Stallings et al., 2012). If a company's digital products

and services are secure, individuals may be more inclined to adopt new technologies than if they are

compliant with industry standards. While the focus of cybersecurity is on mitigating business risks, the

focus of compliance is on regulatory requirements (Hassan et al., 2015). Both cybersecurity and
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industry standards aim to manage risks and protect sensitive data and systems, but they follow

different processes and workflows to achieve these goals. Given the increasing amount of data and the

associated security risks, protecting data is a major concern for organisations and individuals

(Karjalainen, 2019). In addition to technical measures such as secure coding and the implementation of

secure APIs, typical data protection measures such as password authentication revolve around end

users, often referred to as the weakest link in the information security chain (Flowerday, 2016).

This paper uses both qualitative and quantitative methods to analyse the vulnerabilities of different

content relationship management (CRM) systems used by two organisations: One group adheres to a

regulatory standard, and the other does not. Six hackers conducted penetration testing on both CRM

systems before and after the research. Semi-structured interviews were conducted to understand

developers' views on application security compliance and regulatory standards, including their current

practices and ability to follow application security policies. The data collected showed that

cybersecurity is more significant in ensuring a secure DT than organisations relying solely on industry

standards like ISO27001. The study also found that organisations that adopt an industry standard can

improve their security by implementing a cybersecurity strategy, which is crucial for developing secure

digital products and services (Kumar et al., 2019).

The empirical study highlights the importance of a balanced approach to application security and

compliance with industry standards. While compliance is essential, organisations must recognize its

limitations and implement a more comprehensive, proactive security approach to safeguard their

applications against dynamic, constantly changing security threats (Karpunina et al., 2019). This study

emphasises that a comprehensive strategy combining compliance with solid security measures is

required to handle the current threat landscape's complexity properly. This paper answers the third

research question related to the impact of cybersecurity strategy during software development in

organisations that adhere to an industry standard such as ISO27001 (Soomro et al., 2016).

Paper 4: DT Security Challenges

Paper 4 builds upon Papers 1, 2, and 3 by delving deeper into previously identified obstacles. The study

examined 39 pieces of research on information security in the public and private sectors, as well as by

individuals in these fields. Its objective was to understand why digital security and information systems

security remain significant concerns for most organisations and individual users of modern technology,

as seen in the case studies presented in previous papers.
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In spite of the many advantages that DT offers, it also presents several security challenges that

organisations must tackle (Ramachandran, 2015; Djemame, 2016). These challenges stem from

incorporating innovative technologies, increased connectivity, and the constantly changing threat

landscape (Armbrust et al., 2010). Compliance with laws and standards such as GDPR, HIPAA, or

industry-specific requirements (Soomro et al., 2016) can be complicated due to DT's frequent crossing

of international borders (Armbrust et al., 2010). The shift to the cloud introduces new security risks,

and cloud-based data storage requires strong access controls, encryption, and protection against data

breaches (Modi, 2012).

This research proposes a framework called “Digital Security Strategy (DSS)”, in which eight constructs

have been developed based on the findings of numerous research papers; misperceptions about

security, vulnerability and risk assessments, cybersecurity strategy, secure systems engineering, testing

and evaluation, protective monitoring, strategic advanced threat intelligence, incident response, and

remediation are all critical components of DT but are often un(der)developed in DT (Al-shqeerat et al.,

2017, Nada et al., 2017).

An integrated approach is needed to address the challenges of security (Nada et al., 2017).

Organisations should take proactive measures, leverage robust security technologies, and embed

security at the core of their DT strategies (Oliveira et al., 2014). Collaboration between IT, security and

compliance teams is critical to minimise risks and protect digital initiatives (Shahri & Mohanna, 2016;

Singh & Hess, 2017).

The study offers context-specific insights into how the identified obstacles affect different stakeholders,

including researchers, small and medium-sized enterprises, large enterprises, and governments. This

paper answers the fourth research question on the main challenges of DT and provides solutions to

overcome them.

Paper 5: Information security management and the human aspect in organisations

In Paper 5, the results of previous research are combined to develop a new cybersecurity model called

the Nine-Five Circle (NFC) for decision-making in cybersecurity improvement, focusing on information

security management system (ISMS) (Maynard et al., 2011; Khansa & Liginlal, 2007) and ISP (Sahu, 2019;

Stewart, 2022; Calero, 2013). The model considers contextual aspects such as the role of humans in

information security (Kraemer et al., 2009), the financial impact of information security, the misuse of

information security knowledge (Kusserow, 2014), cybersecurity intelligence maturity, the role of
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technology in information security, and industry standards for information security management

(Shahri & Mohanna, 2016; Singh & Hess, 2017). The data collected from 233 expert interviews is

analysed using the structural equation model (SEM) as in the work of Hair et al. (2010).

The NFC model draws on previous research on organisational DT security and highlights that most

decisions are based on statistical theories (Singh & Kaul, 2016; Siponen & Willison, 2009; Siponen et al.,

2014). However, this paper suggests that more research is needed on decision-making from the

behavioural, environmental, and organisational perspectives of managers and employees, with a focus

on an effective ISP (Stahl et., 2012), which is an important mechanism to combat insider threats

(Siponen et al., 2014). The paper concludes that considering these factors is crucial to making informed

decisions about DT in the future and answers the research question five.

Effective information security management in organisations requires a strong focus on the human

element. This means considering human behaviour (Siponen et al., 2014), promoting security

awareness, cultivating a culture of security consciousness and establishing guidelines and procedures

involving employees in protecting sensitive information (Maynard et al., 2011). A holistic approach that

combines technology- and human-centred strategies is the key to effectively mitigating security risks.

Paper 6: A systematic framework to explore the determinants of information security policy

development and outcomes:

In Paper 6, the impact of contextual aspects on organisational ISP and compliance is explored further,

building on the NFC model (Thakare et al., 2020). A systematic framework that examines the factors

that influence the development and outcomes of ISPs to ensure the effective development and

implementation of ISPs in organisations. This framework should help identify the key variables that

impact policy development and assess their impact on security outcomes.

This research aims to create an organisational model that outlines modern organisations'

comprehensive security policy process (Sohrabi et al., 2016). Despite extensive research, less models

have been found in academic or practice-based literature (Bragg, 2002; Thakare et al., 2020). The

proposed model is based on recommended practices from certified information security professionals

and reflects an information security policy process (Negreiro & Madiega, 2019).

Qualitative techniques were employed to develop the NFC model, identifying primary policy processes,

key environmental and organisational influences, and their underlying linkages. This chapter delves into

organisational leadership's important role and responsibility in recognising the need for ISPs (Sohrabi et
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al., 2016), particularly in today's rapidly evolving security landscape (Forrester Research, 2018). It

covers DT ISPs that apply to all security models and practices and the complexities of developing and

implementing them (Finjan Team, 2019). ISP helps identify and evaluate risk levels using available

technological security tools and lays out management strategies for crafting effective policies and

selecting appropriate public notice (Hemerlin et al., 2018).

It is found that research in organisational ISP has neglected the holistic approach required to develop a

successful ISP and compliance (Paananen et al.,2020). Additionally, certain theoretical assumptions are

not necessarily applicable in the context of DT. Through a literature review and conceptualization of

general characteristics of DT, various constraints are validated, such as security intelligence, cyber

threat intelligence, external partners, organisational commitment, information security misperception,

and information security investment (Lucila, 2016; Tuyikeze & Flowerday, 2014; Maynard & Ruighaver,

2006). These constraints are contextualised in terms of their influence on ISP through 30 expert

interviews. The findings suggest that several widely held assumptions in the existing ISP literature

should be changed if researchers claim generalizability of their findings in a DT context (Lucila, 2016).

Exemplary assumptions include the planning, formalisation, documentation, development, and

adherence to information security policies (Bulgurcu et al., 2010), often non-existent or underdeveloped

in DT.

In addition, this study provides recommendations for future research on the impact of identified

constraints on decision-making in organisations undergoing DT. Specifically, it suggests applying the

framework to cases of failure. Organisations must ensure that their policies are enforced and compliant

through regular reviews (Thakare et al., 2020). This paper answers the sixth research question on ISP

determinants and outcomes.

A systematic framework can facilitate researchers and organisations in understanding the factors that

impact ISP development and security outcomes.
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Chapter 2. Literature Review

(Theoretical Background)

This section provides an overview of the theoretical foundations and complements the theoretical

background of the six individual papers. The first part explains the concept of DT, while the second part

deals with cyber security and industry standards. The last section briefly discusses information security

policy in IS research.

This section presents the theoretical foundations of IS research and six published papers. Various DT

concepts are introduced to help readers understand the topic. The goal is to clarify and provide context

for DT challenges. Each paper uses this foundation as a framework for this thesis. The papers also

explore ways to enhance cybersecurity in DT. The six papers aim to propose a theoretical concept of DT

cybersecurity and create a descriptive cybersecurity model from a global perspective.

To ensure the reliability of a research project, it is essential to conduct a comprehensive analysis of

current scientific practices, also referred to as state-of-the-art analysis. To address the research

questions posed in this thesis, it is vital to examine the use of scientific theories and research methods.

Correctly understanding this requires explaining how the thesis reflects the scientific view. The scientific

approach and methods used depend on the specific problems and questions studied. Therefore, this

chapter draws from the six published papers that are the primary focus of the research:

1. DT Challenges

2. Financial Technology adoption challenges

3. Cloud computing adoption challenges

4. Security versus Industrial Standards

5. Information security management system

6. Information security policy and compliance
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2.1. Digital Transformation

Prior to the term being coined, Dougherty discussed the concept of digitalisation, which refers to the

transition from analogue to digital technology. Dougherty also foresees the emergence of ubiquitous

computing and its impact on the way humans and organisation’s function (Gartner, 2019).

Morakanyane and colleagues (2017) conducted a thorough literature review and defined "DT" as a

process that utilises digital capabilities and technologies to enhance business models, operational

processes, and customer experiences to create value (p. 437). As a result, enabling DT is an essential

goal for leaders worldwide (Hess et al., 2016). According to Stewart's (2021) research, modern

technologies significantly impact all aspects of a business and its ability to create value for customers.

Additional studies suggest that organisations can only thrive in today's digital age if they adopt DT

(Stewart & Jürjens, 2018; Urbach & Röglinger, 2018).

Past DT studies have focused on two distinct but related theoretical perspectives. Within the first

approach, DT involves utilising digital technologies to substantially advance an organisation's

operations or scope by empowering changes in organisational patterns, behaviours, and cultures

(Bekkhus, 2016; Bharadwaj et al., 2013; Matt et al., 2015). Thus, the integration of IT strategy into

organisational business strategy has moved beyond the operational level (Bharadwaj et al., 2013). The

second strategy, justified by the notion that DT extends beyond IT implementation, emphasises

merging structural change with digital technology to forge new value-generation channels (Hess et al.,

2016). According to Wessel et al. (2020), DT programmes should strengthen a company's value

proposition through digital technology and reinvention.

To succeed in DT, companies need a strategy that is aligned with their goals and considers the impact of

technology on processes and offerings. Consequently, managers and decision-makers need to

determine how to balance technology use, value creation, structural change, and fiscal impact. In this

context, the decision to adopt a particular technology may not only be based on investment and

profitability, but also has process implications and can reshape a company's product and service

portfolio in addition to its value proposition in general (e.g., Stewart & Jürjens, 2018; Urbach &

Röglinger, 2018).

Studies show that managers and researchers face challenges in deciding which DT skills and

technologies to invest in and how to perceive them (e.g., Gomber et al., 2018; Stewart & Jürjens, 2018).

For instance, a large body of theory-based justifications for technological changes in the financial
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services sector is provided in the IS literature (e.g., Stewart & Jürjens, 2018; Han et al., 2008; Clemons

et al., 1996; Goh et al., 2013). DT has changed the modern business landscape across industries

(Meraviglia, 2018) and created opportunities for innovative start-ups to deliver customer value (Stewart

& Jürjens, 2018; Rogers, 2016). There are many ethical, legal, and organisational factors to consider

when considering whether to invest in and adopt a new technology. These include ensuring security

and privacy, complying with regulations and laws, and assessing potential risks and vulnerabilities.

Financial Technology (FinTech) and cloud computing are prime examples of a technology where all

these aspects need to be considered (e.g., Modi et al.,2012; Coppolino et al., 2016; Ramachandran,

2015; Stewart & Jurjens, 2018; Stewart, 2021) with most start-ups focusing more on speed and

functionality and neglecting the security aspect of maintaining data confidentiality, integrity, and

availability (Ellström et al.,2022; Warner & Wäger, 2019). The provision of cybersecurity amid DT offers

tremendous storage and processing capabilities, making it an essential tool for DT. Cybersecurity

protects internet-connected devices and services from attacks by hackers, spammers, and

cybercriminals. It prevents phishing schemes, ransomware attacks, identity theft, data breaches, and

financial losses.

Due to the complexity of cyber issues, companies are often reluctant to invest in large-scale DT efforts

that require more resources (Kane et al., 2019; Hess et al., 2016). Additionally, the vulnerability

resulting from integrating various systems increases the cyber threat. The lack of a firm cybersecurity

strategy and the misperception of cybersecurity by stakeholders pose a challenge to DT, as DT requires

coherent efforts (Maedche, 2016). The security challenges need to be addressed to tackle DT. Although

DT tends to harness and foster more creativity through the information and computing capabilities that

enable novel forms of collaboration between networked actors, this creativity also heightens

security-related threats, particularly the increase in human-technology interactions and security threats

in social networks.

Researchers have studied the security challenges of DT from different theoretical perspectives, and

numerous proposals have been made over the decades, ranging from cybersecurity models to

industrial cybersecurity frameworks. The most applied industrial framework models include the ISO27K

family and the NIST CF, widely used as a unified approach to DT protection (Ellström et al., 2022;

Warner & Wäger, 2019). The foundation of these frameworks is a hierarchy of capabilities, including risk

assessment, information security policy (ISP) development, compliance, data protection, employee

behaviour and cybersecurity (Teece, 2018). All these capabilities are linked to DT as they help
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organisations devise secure strategies to improve their current business models and develop new ones

while managing current and future risks (Warner & Wäger, 2019).

An organisation's DT depends on cybersecurity maturity and flexibility, which can be achieved through

three dynamic capabilities: leadership, culture, and change. These three dynamics ensure leadership

support for cybersecurity initiatives and the identification of opportunities and risks. Culture provides

the integration of cybersecurity into the organisational culture (Hu et al., 2012), and change is the

organisation's willingness to change and adopt cybersecurity training.

The argument presented in this section is that while DT requires continuous adaptation and the use of

cutting-edge technologies to improve the customer experience and deliver value to organisations

(Newitt, 1996; von Leipzig et al., 2017; Vial, 2019), cybersecurity issues are a significant barrier to

achieving economic scale for many organisations and need to be addressed through a comprehensive

cybersecurity solution. Financial technology and cloud computing are two prominent examples of

cutting-edge technology that embody the aforementioned considerations. Cloud computing is often

referred to as one of the key enablers of DT, facilitating the sharing and processing of data on a large

scale. The evolution of financial technology and data storage and processing via cloud computing are

discussed in more detail in the following sections.

2.2. Financial Technology (FinTech)
The banking sector has undergone a major financial revolution with the introduction of the Internet of

Things. In the past, telegraphs were used for financial transactions as early as 1838. However, the

banking industry has since utilised information technology to streamline operations (Eyal, 2017). The

Internet has brought about technological innovation in various fields, including the emergence of

FinTech, an innovative financial business that uses technology to enhance financial transactions

(Schueffel, 2016). FinTech refers to contemporary financial interactions, especially those related to

internet technology, such as mobile Internet and cloud computing, and operational processes in the

financial services sector, such as banking and monetization. FinTech is disrupting the financial industry

through automated processes and the availability of information and communication technology (ICT).

FinTech offers various business models in the financial services industry that combine security, pace,

and innovation (Casoria, 2018). International organisations and global standard setters, led by Casoria

in 2018, have created a modern conceptual model known as the FinTech Tree. The model categorises

FinTech into three categories: FinTech activities, enabling technologies, and policy enablers. These

activities take place in diverse finance sectors and formats.
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Despite the substantial amount of research examining the process and techniques employed to

effectively accept the adoption of FinTech, there is still the absence of a complete model to depict the

disruptive FinTech innovation process in terms of data security and trust. Current innovation adoption

theories and models must be modified and improved to highlight the perspectives necessary for the

FinTech adoption process.

In today's increasingly digital world, the risk of cyberattacks is growing, and financial organisations must

take adequate measures to protect against these threats (Carlson, 2015; Davis, 2017). Cybersecurity is

especially crucial in the FinTech sector to maintain a competitive edge and prevent disruption of

business models. As institutions adopt the FinTech paradigm, cybersecurity becomes essential to their

strategy, design, and operations in today's fast-paced environment. Cyber-attacks on FinTech services

can have severe consequences, causing economic, social, and organisational damage and eroding

customers' trust (Kranz et al., 2013; Möller et al., 2012). The use of mobile technology has grown

significantly since 2013, leading to the convergence of mobile devices, the internet, and integration.

The Data Breach Investigations Report 2021 (Bassett et al., 2021) highlights the state of data breaches

in Europe, the Middle East, and Africa (EMEA), emphasising the importance of strong cybersecurity

measures.

There are few systematic literature reviews on FinTech and its relationship to cybersecurity. A study

conducted by Zavolokina et al. (2016) suggests that FinTech involves more than just IT in finance and

can be classified into various categories such as start-up, service, technology, enterprise, digitalisation,

industry, new generations, opportunity, product, and risk. Additionally, Stewart & Jürjens (2018) found

that insufficient cybersecurity measures can impact individual confidence in adopting FinTech due to

data security and trust concerns. Meanwhile, Mehrban et al. (2020) thoroughly analyse FinTech's

privacy and security issues, including current security concerns, detection mechanisms, and proposed

security solutions.

The FinTech industry faces various cybersecurity threats that can result in financial losses, damage to

reputation, and legal issues for companies (Najaf et al., 2020; Barbu et al., 2021; Kaur et al., 2021).

Researchers have suggested different cybersecurity measures that FinTech companies can adopt to

safeguard themselves and their customers from cyberattacks (Najaf et al., 2020; Kaur et al., 2021).

Additionally, Taylor et al. (2020) have discussed the future of blockchain and cybersecurity research,

education, and practices in this field. Vučinić et al. (2022) have introduced a FinTech SWOT analysis

matrix to evaluate strengths, weaknesses, opportunities, and threats. They have also recommended
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using "risk-based thinking" as a management strategy to tackle the challenges and opportunities in

FinTech. Finally, Vučinić et al. (2022) have examined cyber risk as the latest and most significant issue in

the FinTech sector during these uncertain times.

While much literature is available on FinTech innovation, some studies have identified areas for further

research. For instance, certain studies have focused exclusively on specific cybersecurity threats or

countermeasures, while others have only considered the perspective of FinTech organisations,

neglecting the viewpoints of consumers and regulators. Additionally, some studies have analysed the

legal frameworks governing cybersecurity for FinTech organisations. However, these frameworks may

not be comprehensive enough to address all the FinTech industry's cybersecurity concerns (Najaf,

2020). Such research is crucial in enhancing the understanding of academics, industry players, and

regulators on safeguarding digital products and services against cybersecurity threats.

The research paper 1 in this thesis surveyed 308 FinTech users and innovators on their attitudes

towards FinTech adoption. The results showed that the perception of the risks and benefits of FinTech

influences the willingness to adopt FinTech. The study also found that the number of mobile phone

users is increasing rapidly, but the adoption of FinTech is slow. Interestingly, only 10 % of the

respondents knew FinTech, although 99 % own mobile devices. Furthermore, less than 1 % of the

participants embrace FinTechs, which is worrying. The empirical results confirm that data security,

customer trust and the user design interface affect the adoption of FinTech. The TAM was used to test

all hypotheses in this paper. More information on the TAM can be found in section 2.6.

In the next section, this study delves into cloud computing, which serves as the primary means of data

storage and processing in the FinTech industry and explores the various challenges cyber threats pose.

2.3. Cloud computing
According to the U.S. National Institute of Standards and Technology (NIST) definition as provided by

Mell and Grance (2011), cloud computing refers to delivering on-demand computing services over the

Internet to provide rapid innovation, agile resources, and economies of scale (Mell & Grance, 2011, p.

2). This model has three service and four deployment models - public, private, hybrid, and community.

These models are associated with three integration models: Infrastructure as a Service (IaaS), Platform

as a Service (PaaS), and Software as a Service (SaaS) (Modi, 2013; Stewart, 2021). Each delivery and

model present its challenges in terms of risk exposure.
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A specific cloud user operates a private cloud, while a public cloud is run by the cloud provider and

leased to cloud users. A community cloud is used by organisations collaborating and sharing the same

goals, and a hybrid cloud is a combination of private and public clouds that provide a higher level of

adaptability, availability, security, and privacy. An example of hybrid cloud deployment models are

companies with strict security requirements, such as financial institutions or healthcare. Here, sensitive

data is stored and processed in an internally managed private cloud, while less sensitive data or

applications such as customer relationship management (CRM) are stored in a public cloud for

scalability and cost efficiency (Mell & Grance, 2011; Yang & Tate, 2012). The three most common cloud

infrastructure models are IaaS, PaaS, and SaaS. In the IaaS model, a cloud user exploits the computing,

storage, or network infrastructure. In PaaS, a cloud user uses the sources the cloud provider provides to

run various applications. In SaaS, a cloud user uses software applications that run on the cloud

provider's infrastructure.

Cloud computing has a clear advantage over traditional in-house computing resources because it can

be scaled according to demand. This is made possible by dynamic, usage-based pricing models agreed

upon by providers and users in subscription contracts. In essence, cloud computing can be seen as IT

outsourcing that offers greater efficiency, lower costs, and higher flexibility (Leimeister et al., 2010,

p.7). Companies can effectively serve customers with readily available and scalable computing

resources while reducing fixed IT costs. Furthermore, this can lead to the development of innovative

services and new business models that have the potential to be ground-breaking for customers. The

use of sophisticated tools can also ensure that customer expectations are met and exceeded without

significant upfront investment (Müller et al., 2015).

According to a literature review by Müller and colleagues (2015) based on Pearlson & Saunders' 2007

work, cloud computing benefits can be utilised at various levels of business IT maturity. The first level

involves reducing costs and improving business process efficiency to increase efficiency. The second

level focuses on improving business effectiveness by enhancing collaboration within the organisation,

integrating business and IT infrastructure, and emphasising core competencies. The third level

highlights how cloud computing can promote innovation and business transformation by facilitating

growth through innovative services and products, agile capabilities, and increased collaboration with

business partners. Additionally, cloud computing promotes more information sharing and knowledge

networks across the value chain by connecting stakeholders through shared systems and more

accessible data.
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Apart from the benefits, cloud computing also carries potential risks and costs that can outweigh those

benefits. In research paper 2 of this thesis, 208 IT executives from regional and large commercial banks

were asked about their views on adopting Infrastructure as a Service (IaaS). The survey found that the

perceived risks and benefits of IaaS can impact IT managers' intentions to increase their current level of

IaaS adoption. The research modelled the internal and external components that influence the

adoption of IaaS by determining the internal-external factor (IEF). The primary technical acceptance

model (TAM) constructs, perceived usefulness (PU or U) and perceived ease-of-use (PEOU or E),

represent the internal elements determining IEF. According to TAM, PU is the individual's belief that he

or she can adapt to a new technology more efficiently (Davis, 1989; Venkatesh et al., 2003), while PEOU

is the belief that a new technology is easy to use. In this respect, the financial sector will choose IaaS if

it is valuable and effortless. Therefore, the research characterised IEF as an arbitrary extension in terms

of U and the ability to use IaaS with less effort (PEOU). In this way, the IEF captured the TAM variables

PU and PEOU as antecedents of the intention to use IaaS. This is similar to theory of reasoned action

(TRA) because of the aggregation of effort and usability but differs from TAM (Fishbein & Ajzen, 1975),

where the two constructs are treated differently (Pikkarainen et al., 2004). The external determinants

of IEF were determined by the efficiency of assured connectivity and coverage, which provided banks in

this research with easy and consistent access when moving to the cloud (Venkatesh et al., 2003). In this

work, several hypotheses were put together for testing. The survey model assessed the impact of

various beliefs related to performance, economic, strategic and management risks, and beliefs related

to opportunities such as cost benefits, strategic flexibility, focus on core competencies, access to

specialised resources and quality improvements. The results showed that managers were significantly

affected by economic, performance and strategic risks, while management risks did not significantly

impact them. In addition, security risks such as data loss, theft or corruption were cited as the most

essential factors for adopting Infrastructure as a Service (IaaS).

Even though both cloud and on-premises infrastructures are exposed to the same threats, the data

stored by cloud providers has become an attractive target for attackers as the number of cloud users

has grown. The field of cloud computing security is vast and covers a multitude of concerns. These

include safeguarding hardware and platform technologies and securing access to cloud data and

resources through various end-user devices. Furthermore, its security and privacy issues have always

been a significant concern for many cloud customers (Kaufman, 2009). These concerns have hindered

businesses and organisations' widespread adoption of cloud computing. The need for increased

protection and security of data is not only critical for cloud computing deployments but also for
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businesses and individuals who rely on computing resources. The number of data breaches and

associated losses has increased, which further highlights the need for security. Although cloud

computing enables DT, information security and privacy also play a more diverse and sometimes

equivocal role - as obstacle, barrier, target, or pillar - which is explored in the section 2.4.

2.4. Information Security Management
US NIST defines information security as the protection of information and information systems from

unauthorised access, use, disclosure, disruption, modification, or destruction to ensure confidentiality,

integrity, and availability (Paulsen & Byers, 2019). ISO/IEC 27000 defines information security as

maintaining the confidentiality, integrity, and availability of information, but may also include other

attributes such as authenticity, accountability, non-repudiation, and reliability (ISO, 2018, p. 4). The CIA

triad, which stands for confidentiality, integrity, and availability, is a common acronym for explaining the

three information security principles. Confidentiality ensures that information is not disclosed to

unauthorised persons or processes, integrity protects against improper modification or destruction of

information, and availability guarantees timely and reliable access to and use of information (Paulsen &

Byers, 2019; Winniford, 2009; Barlette & Fomin, 2008).

Information security is essential to IS researchers and practitioners, particularly when discussing

significant security or privacy issues within an organisation (Winniford, 2009; Barlette & Fomin, 2008;

Lowry et al., 2017). Researchers in the field of Information Systems contend that security and privacy

are more crucial than ever and have garnered attention from managers due to recent advancements

such as the Internet of Things (IoT), the growing use of artificial intelligence (AI), and the overall

reliance on information systems and networks (e.g., Chen et al., 2011; Lowry et al., 2017). The

sophistication of threats and their associated scale, severity of impact and cost are constantly

increasing due to the growing importance of information and information systems to individuals and

organisations, providing an ever-larger attack surface (e.g., Barrett, 2019; Salge et al., 2015). As a result,

information security managers have made information security and risk management a top priority in

their organisations (Guo et al., 2012; Harrington, 1996 & Straub et al., 1990). This can be seen in the

development of standards and codes of practice, such as ISO/IEC 27001 (2022) and various research

papers, such as those by Straub & Welke (1998) and Solms et al. (1994).

Therefore, managing information security is an essential part of managing organisational risks. It

ensures that business operations continue without interruption and protects the privacy of both

employees and customers. Security measures are implemented to preserve information and data
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confidentiality, integrity, and availability. Privacy is considered a fundamental right that involves

handling personal data lawfully and responsibly, following policies, public sentiment, and legal

guidelines.

Previous studies on the deployment of information security measures have indicated that their

successful implementation depends on various factors such as technological, organisational,

environmental, and individual factors. For instance, at the environmental level, security breaches and

the announcement of IT security investments may either result in the absorption of market share and

power by unaffected competing organisations or trigger IT security investments among competitors in a

contagion effect (Jeong et al., 2019). Herath and Rao (2009) suggest that organisations use various

methods to improve data security. Ifinedo (2012) points out that many companies focus exclusively on

technology-based measures, which are only effective if employee behaviour is considered. Crossler et

al. (2013) recommend a strategic approach that combines technological, human, cultural and

organisational factors for information security management. This approach emphasises the importance

of both technology and employee behaviour in creating a secure environment. Research has found that

the successful implementation of information security measures is driven by various factors, including

technological, environmental, organisational, and individual factors. Environmental factors, such as

security breaches or IT security investments, can affect market share and spur investment among

competitors. It is important to consider the role of individuals in information security, as employees

lacking risk identification skills can put organisations and their data at risk (e.g., Willison & Warkentin,

2013; Crossler et al., 2013). However, individuals within organisations also make decisions about

security measures and technology adoption, which can carry inherent security and privacy risks (e.g.,

Angst et al., 2017; Lowry et al., 2017). Business goals are intertwined with information systems, so

every IT investment or outsourcing decision must consider security and privacy concerns (Milovich,

2019). Da Veiga and Martins (2015) conducted a questionnaire to explore how human, technological,

and strategic controls are interlinked. To collect data, they used an information security culture

assessment (ISCA) based on a case study of an international financial institution. The study was

conducted over eight years and covered twelve countries, with data collected at four intervals. The

focus of the study was on the impact of security awareness training. The researchers recommended

additional research on employees who adhere to information security policies and those who do not.

Additionally, they recommended expanding the study to include national and cultural differences.
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Numerous studies have revealed that many organisations overlook the importance of human behaviour

in managing information security, leading to security breaches. Webb et al. (2014) proposed a model

called situation-aware ISRM (SA-ISRM) to supplement the information security risk management (ISRM)

process. However, their model only focused on ISRM deficiencies and failed to consider security policy

compliance based on individual employees. Similarly, Li et al. (2010) argued that recent studies on

information security management neglect the perceived benefits of degenerate behaviour, individual

norms, and organisational settings. Their research model utilised an online survey sent to

organisational employees, focusing only on compliance with the internet use policy (IUP). Their work

highlighted the risks posed by non-compliant employees in an organisation's security management

context. They also recommended considering compliance decisions based on cost-benefit analysis

limited by individual standards and organisational setting factors. However, neither Li et al. (2010) nor

Webb et al. (2014) fully encompassed all the elements of human behaviour and social structure in an

organisation, such as human ability, culture, IS management, top personnel, and technology, and how

all these factors interrelate and work together. Consequently, their studies indicate the limitations of

theory-based empirical studies on employee security policy compliance, which is addressed in the next

section.

2.5. Information Security Policy
An information security policy (ISP) is a set of guidelines and procedures that regulate employee

behaviour. It establishes a standard for the appropriate use of the organisation's information

technology, such as networks and applications, to ensure data confidentiality, integrity, and availability

(Doherty & Fulford, 2006). Due to the increasing security threats organisations face worldwide, reliable

information system operation is more crucial than ever. To safeguard their valuable information,

organisations require security controls. According to Hone and Eloff (2002, p. 402), an ISP is the most

critical security control, and according to Whitman et al. (2001), developing an information security

policy is the first step in preparing an organisation for internal and external attacks. Some believe

management security policies are more effective in reducing computer security incidents than many

electronic devices (Buss & Salerno, 1984). The ISP is a governing document that defines an

organisation's overall boundaries of information security (Sohrabi et al., 2016; Lucila, 2016). It also

demonstrates management's commitment to and support for information security in an organisation

and the role it plays in achieving and supporting the organisation's vision and purpose (Sohrabi et al.,

2016; Knapp et al., 2009; Kadam, 2007; Lucila, 2016). Management endorsement, relevance to the
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organisation in question, practicality, achievability, flexibility and enforcement, and the fact that the

policy includes all relevant parties are all aspects that contribute to a successful ISP.

The importance of policy documents has been extensively discussed in the literature, but there remains

a debate on their structure and key elements. Previous studies have explored policy structure from

conceptual perspectives, with some scholars proposing single policies while others suggest dividing

them into subdocuments. Additionally, there is a focus on the difference between high and low levels

of policy practices, though guidelines should address both means and ends (Baskerville & Siponen,

2002). More studies have been conducted on effective configuration for information security

documentation, but the issue has become more complex with the introduction of new forms of security

documents. This calls for a focused, empirical study to examine the structural arrangements of

information security policies currently being adapted and practised by organisations.

While the structure of information security policy has been discussed in the literature, there has been

limited academic discussion about issues that need to be addressed. The international standard 17799

ISO:2005 indicates the types of issues that can be addressed, but there is still a lack of empirical

contributions and consensus on academic security. In addition to concerns regarding structure and

content, there are also concerns about policy effectiveness. Many organisations claim to have

developed and implemented information security policies, but high degrees of information security

incidents and breaches suggest a lack of policy effectiveness and/or communication. One possible

reason is that organisations follow narrow policies focusing on confidentiality, integrity, and availability,

ignoring important human and organisational aspects. Overall, there is a need for a more

comprehensive and consistent approach to information security policy that addresses both technical

and human factors.

Organisations heavily rely on information technology (IT) to carry out daily tasks and critical operations,

making it essential to have an ISP for business continuity. A robust security framework is necessary to

achieve ISP goals, ensuring that critical information assets are kept confidential, integral, available,

authentic, authoritative, verifiable, and non-repudiated (Alhanahnah et al., 2016). The ISP establishes

an organisation's approach to securing information assets from unauthorised access, exposure,

corruption, and alteration (Mauritian, 2011). Policies are typically implemented to monitor the

exposure and misuse of information, and international security policy templates are available to serve

as preparatory tools for policy development (Goel & Chengalur, 2010; Baskerville & Siponen, 2002).
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Developing a security strategy is often time-consuming, challenging, and costly (Waddell, 2013; Goel &

Chengalur, 2010). Replicating an ISP from another entity may not be sufficient to address specific

concerns, and even a well-replicated policy may fall short under certain circumstances (Bjorck, 2004;

Kusserow, 2014). Therefore, ISP strategies must be customised based on the organisation's culture,

beliefs, operations, environment, and policy requirements (Siponen & Willison, 2009; D'Arcy et al.,

2009). It is vital to consider various factors when formulating and developing ISPs, such as different

types of facilities, users, management support, technological changes, social concerns, cultures, and

economic, legal, and political aspects (Goel & Chengalur, 2010).

Although technology has significantly advanced in ensuring information security, human error remains

a weak point in the security chain (Stewart, 2020). Research has shown that employee threats pose one

of the most significant risks to information security in recent years (Mattord et al., 2014). Studies have

found that insiders are responsible for 40% of all data breaches worldwide, causing more harm than

outsider attacks (Singh et al., 2016; Gelles, 2016). Most insider threats arise from poorly defined or

absent ISPs. Eloff & Eloff (2005) suggest that a holistic approach to information security is necessary to

prevent security breaches. Experts recommend two vital elements in developing a well-defined ISP: the

development process (Tuyikeze & Flowerday, 2014; Flowerday & Tuyikeze, 2016; Lucila, 2016) and the

content of the ISP (Doherty et al., 2011; Maynard & Ruighaver, 2006). An effective ISP should convert

management expectations into measurable and distinct objectives and demonstrate their validity,

legibility, and sustainability (Goel & Chengalur, 2010).

While many academic papers have discussed the structure and content of an ISP (Tuyikeze & Flowerday,

2016; Lucila, 2016), few have explored the step-by-step process of developing a strategic ISP for a

multinational company, which is the focus of this paper. Establishing an effective ISP requires

consideration of factors such as the needs of the business and relevant laws and regulations (Wiander,

2009). Security experts agree that implementing and enforcing security policies is critical to maintaining

and protecting information systems. Two elements that impact the effectiveness of an ISP are its

development process and content. Therefore, improving existing practices is critical to improving the

overall quality of strategic security policies. The attitudes and behaviours of those involved in the

development process also play a role. It is important to recognise that different stakeholders may have

different perceptions of quality, and addressing these perceptions is essential for improving ISP

development (Knapp et al., 2009; Sohrabi et al., 2016).
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To develop an effective ISP, two elements of ISPs that affect their effectiveness are the development

process and the content (Flowerday & Tuyikeze, 2016; Tuyikeze & Flowerday, 2014; Lucila, 2016;

Stewart, 2020). Improving existing practices is important for the quality of strategic ISPs. In other

words, it examines how organisations create, implement, use and sustain strategic security policies and

seeks to change organisational practices to improve the overall quality of emerging policies. As with

many organisational efforts, the behaviour and attitudes of the individuals involved have an influence.

In addition, recognising that different stakeholders have different perceptions of quality and enabling

the correction of these perceptions is critical to improving ISP development. This study focuses on ISP

development in an organisation. Companies need to implement security programmes to protect their

information systems in response to the growing number of cyber threats. It is, therefore, crucial that

they have well-developed information security strategies. There is, therefore, a need for scientific

research in this critical area. Using a qualitative approach, Paper 6 of this thesis proposed a research

model that holistically combines six constructs, latent variables, and factors from previous research

models to improve ISP development and compliance in multinational organisations. This research

paper (Paper 6) is dedicated to the study of ISP development in an organisation.

2.6. Technical Acceptance Model

The TAM is a widely recognized framework for evaluating technology adoption plans. The goal of the

model is to identify the factors that drive computer usage (Davis, 1989; Yang, 2005). Davis et al. (1989)

used the TAM to model the relationship between these factors and formulate hypotheses. They found

that perceived usefulness and perceived ease of use are the main determinants of an individual's

expectation to use new technology. Perceived usefulness is the extent to which individuals believe that

using a particular technology would improve their work performance, while perceived ease of use

refers to the convenience of using the technology (Davis, 1989). In short, an individual's intention to

use a new technology is influenced by how useful and easy it is perceived to be. Davis' research showed

that the relationship between usage and usefulness is stronger than the relationship between use and

frequency of use. Although TAM is considered a robust model, several researchers have analysed its

validity and shortcomings, including TRA and TPB (Ives & Olson, 1984; Venkatesh & Davis, 2000). The

TRA was developed by Ajzen and Fishbein (1980) to explore the factors that influence an individual's

behaviour when using certain technologies. TRA acknowledges behaviour and subjective norms as

essential indicators of a person's intention to use a particular technology. According to TRA, an

individual's behavioural intention is a combination of their attitude towards the behaviour and
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perceived normative factors. This model refers to an individual's performance on the behaviour as an

attitude, rather than their overall performance (Fishbein & Ajzen, 1975). The subjective criterion is the

person's belief that a person important to him or her believes that they can carry out the implicit

behaviour. However, TRA alone is not suitable for this research because it assumes behaviour when the

individual's conscious control is compromised (Ajzen, 1991). Furthermore, it is not capable of

identifying relevant beliefs for a specific behaviour. According to Straub et al. (1997) and McCoy et al.

(2007), TAM may not be universally applicable, as it was mainly developed in the United States and may

not accurately predict technology adoption in different cultures. Venkatesh and Davis (2000) developed

TAM2 to overcome these limitations, which integrates social impact and cognitive tool-based

techniques as fundamental components of adopting information systems. However, TAM's U and E

components have been criticised for ignoring the main factor hindering information system adoption

(Luarn & Lin, 2005). To address this issue, Luarn & Lin (2005) proposed integrating elements of

consumer trust (perceived credibility) and two wealth elements (perceived self-efficacy and perceived

financial cost) into TAM, as consumer trust indirectly influences customer intention to adopt new

technology based on E.

Papers 1 and 2 of this study integrated data security into the TAM, as data security is the most

important determinant of consumer trust in IS. It is clear here that a need for more information

security awareness is a barrier to adopting FinTech and IaaS. Tang et al. (2004) and Wang et al. (2003)

explored the impact of data security and privacy concerns on mobile banking adoption using the TAM

as a blueprint. Stewart & Jürjens (2018) highlighted data security and consumer trust as essential

determinants of technology adoption. As mentioned above, the two different TAM constructs were

merged with the TRA model to form the internal-external element (value creation) construct in this

study. Therefore, in this study, the elements that affect IaaS and FinTech are explored by extending the

TAM to include the elements of the proposed Nine Five Circle (NFC) factor (data security and consumer

trust); both Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 2003) are

excluded due to its complexity (Venkatesh et al., 2003). In addition, UTAUT examines the construct of

social impact, which is not needed in the current work.
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2.7. Cybersecurity as social problem
Attacks on information security using social engineering and other tactics targeting human weaknesses

in the security chain are becoming more common, reflecting this. Technical solutions alone are not

sufficient to ensure information security in the DT. Therefore, it is necessary to assess the human

component of security. It has been shown in various studies that more than a human-centred approach

to cyber security is needed (Stewart, 2022; Holgate et al., 2015; Mujinga et al., 2012; Paja et al., 2017).

The complexity of the pervasive online behaviour of individuals and organisations presents numerous

information security risks (Davis et al., 2014). Individuals and organisations increasingly store and

transmit sensitive and confidential information on various networked devices. This information is

transmitted over the internet, a public, open and global network. However, technical solutions to

protect critical information assets - including devices, transmission media and data - are insufficient if

other factors, such as the human factor, are not considered. Therefore, information security is now

considered holistically to include technological and social aspects. This argument focuses on the

unpredictable nature of human behaviour, which cannot be adequately formulated due to various

factors, including computer knowledge and mental information security models (Yee, 2004). This has

led to information security being treated as a cross-disciplinary field (Sveen et al., 2009), combining

expertise from computer science, engineering, social sciences, and many other fields.

2.7.1. Humans as ‘Weakest Link’

Human behaviour is still considered the weakest link in the cyber security chain and has become the

main target of many cyberattacks (e.g., D'Arcy et al., 2009; Schneier, 2011; Crossler et al., 2013). The

interaction between humans and IS represents a significant security risk (Elhai et al., 2017).

Understanding user behaviour should help design and develop an information system to accommodate

human behaviour. Understanding the role of humans is crucial for information security systems, as they

usually rely on user interaction to create a secure environment and protect information assets from

attackers. Thus, relying on technical solutions without considering human factors creates a gap in the

relationship between humans and technology, which also impacts the security of IS. According to

Furnell (2005), users find it challenging to adhere to security policies due to the system architecture

and the nature of the security tasks. It should be noted that gender (e.g. Anwar et al., 2017), motivation

(Guo et al., 2011), attitude (Bulgurcu et al., 2010), professional and technical skills (Carlton, 2016),

organisational culture (Hu et al., 2012), perceived gravity and control beliefs (Workman et al., 2008),
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peer pressure (Dang-Pham et al., 2017), individual accountability, strategy of intervention and

pre-knowledge (Shillair et al., 2015), and perception of personality (Shropshire et al., 2015). According

to Tarazan & Bostan (2016) age and demographics may indicate how well they comprehend security

warnings and the proper course of action. Security can be intricate and challenging to comprehend, but

it is also simple to abuse (Sasse et al., 2001).

In addition to end-user perceptions of vulnerabilities (e.g., Furnell, 2005; Tarazan & Bostan, 2016),

security flaws in app design and development can also be found on highly secure websites that

developers ignore (Newhouse et al., 2016; Stewart, 2022), such as requesting login options on insecure

websites, storing data unencrypted, and sending sensitive information in plain text via email or an

unencrypted protocol (D'Arcy & Devaraj, 2012; D'Arcy et al., 2014; Luo et al., 2011).

Hence, information security must incorporate human factors to achieve the desired goals. The success

or failure of information security thus depends on how humans use information security processes

(Crossler et al., 2013). Human engagement underlines the need to consider the social dimensions of

information security, as more than technical solutions are needed. For these reasons, an IS that

addresses information security and trust, and usability is essentially a socio-technical system that needs

to consider the social behaviour of users in addition to the technical functions of the system (Holgate et

al., 2012; Mujinga et al., 2017). In general, users of computers and digital products want their system to

protect their data without their intervention. Therefore, security, trust, and usability must coexist and

complement each other rather than contradict each other in protecting IS (Stewart & Jürjens, 2018;

Stewart, 2022).

2.7.2. Socio-Technical System Theory Approach to Information

Security (STS)
The need to consider socio-technical aspects is even more important in information security systems, as

the end-user of all IS plays an essential role in the security chain, regardless of which advanced security

model is chosen. For example, advanced encryption techniques critical to data security can make IS

technically secure. However, these techniques can fail if abused or circumvented by users. Thus,

technical defences are inadequate against social attacks such as social engineering. Hence, the need for

a socio-technical strategy that relies heavily on human elements is highlighted by the complexity and

difficulty of providing adequate security in the face of these various components. This socio-technical

definition describes information security systems for web applications and mobile apps very precisely

so that their design can be improved by applying this method. This forces developers to balance
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usability and information security goals so that end users can use IS successfully and efficiently,

especially information security systems (Holgate et al., 2012; Mujinga et al., 2017; Paja et al., 2015).

A more complex system emerges when humans and technology work together (Davis et al., 2014).

Unlike traditional models and methods, STS theory strives to address some of the key challenges raised

by traditional and technical models. Modern business environments have increased complexity in many

organisations, affecting their productivity and effectiveness in identifying associated security risks. The

STS approach aims to allow organisations to carry out joint optimisation, giving equal weight to

technical and human security factors (Chen & Redar, 2014). This entails examining the organisation's

current information and cyber security practices and classifying each output control as social, technical,

human, or environmental. When a security solution is discovered with an excessive focus on the social

or the technical, an STS gap exists. The model aimed to detect and close STS gaps, allowing

organisations to achieve collaborative optimisation. These kinds of STS gaps are tantamount to system

vulnerabilities that cyber-attackers can exploit. STS theory is based on perceiving both "socio" and

"technical" components as companion pieces of a complex system. An organisation concentrating on a

single part of the system needs to analyse and comprehend the system interconnections. This theory

considers the function of human factors in IS security as a key factor in detecting and preventing data

breaches (Emery, 1982; Mumford, 2006). Accordingly, humans are the weakest link in the security chain

and are critical to cyber security. Although many humans view technology as a factor in cyber security,

STS theory effectively designs a system's environment and security by examining goals, culture,

technology, humans, infrastructure, processes, procedures, usability issues and internal security

governance. As a result, STS theory can be used to investigate how individuals contribute to an

organisation's security depending on how they view and handle information system security. STS

systems emphasise adaptability, aiming to change individuals' behaviour and how they deal with

uncertainty (e.g., phishing emails). The STS theory emphasises the responsibility of the individual and

the group or team that shares responsibility and can work together, resulting in fewer silos and often

more effective communication. According to STS theory, individuals strive to take responsibility for their

actions, for example, by not clicking on phishing emails or sharing sensitive information with humans

who are not authorised to receive it. In this way, the individual is empowered to make choices. STS

consist of distinct levels: Organisation, Society, Business Processes, Equipment, Operating System, Data

Management, Communication and Application, but all these levels function as part of the overall STS

and influence and impact other levels and systems outside the STS.
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So far, attention has been focused on the separate components of the socio-technical system

(structures, humans, technology, and tasks). However, this study contends that most attacks on

information system security occur because of subsystem interaction. The assault landscape is set up so

that a perpetrator can use the weakest link in the chain, generally humans, to circumvent existing laws

and avoid all available threat detection systems. The rapid development of technology has changed

humans's activities, laws, and opportunities. At the intersections of subsystems, there is potential for

attacks on the security of information systems. In addition, an insufficient understanding of how the

different levels interact can increase the organisation's risk of disasters, leading to a less effective

response to environmental changes or other challenges. The effectiveness of STS depends on an

organisation's ability to comprehend how the different levels affect each other and to prevent the

emergence of silos that could separate the systems and reduce their effectiveness. Another negative

factor is the need for more management control of the STS and the inaccuracy of information that

could affect decisions on security measures. Nonetheless, STS neglects certain coding practices and

application security in general, all of which play a more significant role in DT security, as well as the

usefulness, authenticity and validity of the information contained in the processes (Stewart, 2022;

Holgate et al., 2012; Mujinga et al., 2017; Paja et al., 2015).

According to Ferreira et al. (2014), an effective security system is secure even when used by individuals.

The literature claims that creating such systems is becoming increasingly complex, especially given the

diversity of user groups and the increasing reliance of cyber criminals on social attacks. Even the most

sophisticated technical security measures are rendered useless by the human element, mainly because

system users need to prioritise information security. This paper argues that we can resolve the

conflicting issues between information security and usability by implementing an STS strategy along

with ISO27001 standards and NIST. It is widely recognised that technological solutions to information

security and cyber security issues, while important, are not sufficient to solve both problems in

complex socio-technical systems (Stewart, 2022; Holgate et al., 2012; Mujinga et al., 2017; Paja et al.,

2015).

2.8. NFC Model
Despite the significance of IS security research and practice, current approaches have focused on

isolated aspects rather than a holistic approach. As Stewart (2022) pointed out, this approach has

resulted in demands for a holistic approach that integrates technology, humans, and processes to
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protect organisations from cyber threats. In today's digital age, all organisations are required to have a

comprehensive cybersecurity strategy (Bakar et al., 2021; García-García et al., 2021; Khan et al., 2022;

M'baya et al., 2017; Tervoort et al., 2020). While technology tools are useful, incorporating corporate

culture and human factors into the security perimeter is equally important to combat the increasing

data breaches and related costs. For this reason, the NFC holistic model was developed, combining all

aspects of strategy, constructs and success factors discussed in the six papers. Each of the six papers

provide a description of how the model was utilised within its content.

The holistic NFC cybersecurity model aims to improve an organisation's security performance and

outsourcing by focusing on operational, information, and cyber security. It highlights the importance of

analysing the relationship between technology and human factors through risk analysis. Additionally, it

enables the measurement of information technology security and the evaluation of an organisation's

digital strategy's security performance. Ultimately, the model aims to enhance information security in

human-technology interaction. Stewart & Jürjens (2017) have utilised it to represent an organisation's

ISMS. Additionally, it has helped identify obstacles in financial technology and suggest practical

solutions (Stewart, 2018). Stewart (2021) has employed it to evaluate technology transfer in the context

of cloud innovation while proposing a systematic methodology for developing and sustaining ISPs

(Stewart, 2022). NFC has also helped enhance software testing, verification, and reliability (Stewart,

2022) and develop a security strategy for DT (Stewart, 2022). As shown in Table 1 and Figure 3, the

model comprises three phases (stages), namely: (I) situational awareness, (ii) integration control and

(iii) gap closure. These stages are called defence-in-depth, also called layered or NFC defence.

Situational awareness defines the security challenge and its underlying variables, as shown in Table 1.

Table.1 NFC Lifecycle

Phase Subjects

Phase 1 Situational Awareness ● Know what it should be.

● Track what it is.

● Infer when it should be and does not match.

● Do something about the differences

Phase 2 Integration Control ● Cybersecurity programme establishment,

● Risk assessment

● Risk treatment,

● Cybersecurity assessment
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● Controls

Phase 3 Gap Closure ● Monitoring

● Improvement

The integration control phase includes cybersecurity programme development, risk assessment, and

control measures. The gap closure phase involves implementing and monitoring to ensure the process

is completed effectively and aligns with the organisation's security strategy. The security challenge and

its underlying variables (see Table 2 in section 2.10) are defined by situational awareness. The phases of

cybersecurity programme development, risk assessment and control measures comprise the

integration control phase. In contrast, the gap closure phase includes the implementation and

monitoring required to ensure that the overall process is completed effectively and is consistent with

the organisation's security strategy.

Fig. 3. NFC Information and Cyber Security Management System Model (ref., Stewart, 2017)

Other external variables shown in Figure 3 include (i) the established policies that affect the rules and

regulations within the organisation; (ii) the external audit of compliance that affects the field of

knowledge, the type of practices that affect cybersecurity and the knowledge management processes



62

in place; this includes benefits, costs, and relevant services; and the technological aspect that relates to

the role of enabling technologies.

The NFC model bridges the theoretical gap between DT cybersecurity (Angelini et al., 2015; Gomber et

al., 2018). By combining DT strategy theories with cybersecurity best practices (Schneier, 2015), this

research ensures that DT initiatives are designed to be secure from the start (Stewart, 2022). The NFC

model is based on advanced cybersecurity theories and leverages emerging technologies to improve

organisational security in the digital age (Dhillon & Backhouse, 2000). The model incorporates various

security measures and protocols to improve the security posture of organisations amid DT. These

theoretical foundations show how the model uses cutting-edge technologies to improve organisational

security (Arbanas et al., 2019; Angelini et al., 2015).

The NFC model is based on established cybersecurity theories, including the CIA triad (Arbanas et al.,

2019). By grounding the NFC model in these foundational theories, the model advances the field's

ability to apply these principles in the context of DT (Schneier, 2015). These theoretical foundations

underpin the scalability and applicability of the NFC model in various organisational settings (Ande et

al., 2020). The theoretical concept of adaptability and usability underpins the modular nature of the

NFC design and ensures that it can be adapted to the unique needs of different sectors and

organisational sizes (Andriotis et al., 2015; Wang et al., 2008; Muehe & Drechsler, 2017). The research

synthesises cross-disciplinary knowledge from risk management, organisational theory and computer

science. The NFC model draws on theories from these different fields and provides a holistic view of

cybersecurity in DT, emphasising the importance of technological and organisational aspects (Andriotis

et al., 2015; Wang et al., 2008; Mühe & Drechsler, 2017).
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Fig. 4. NFC Information and Cyber Security Management System Model for software security (ref., Stewart, 2017)

Figure 4 below is an expanded version that includes the security components for the software used and

the software development process. As shown in Figure 4, the model is examined through Security by

Design, with code review and penetration testing of great importance. This has already been presented

in papers 3 (Chapter 6) and 4 (Paper 7). The white/black box testing, and external audits ensure that

the implemented security strategy improves the knowledge domain, the engineering-oriented

procedures, and the existing knowledge management processes, including benefits, costs, and relevant

services, as well as the technological aspect concerning the role of enabling technologies. The audit is

conducted at regular intervals to determine the project's maturity. According to Ishikawa (1985),

"failure to revise standards and regulations is evidence that no one is applying them seriously". Each

construct of the work is analysed and prioritised by comparing impact with probability during each life

cycle.

In addition, there is a horizontal activity, also called latent variables, directly linked to all three phases:

communication, culture, trust, privacy, and consultation activities. These latent variables are options

that the organisation can substitute depending on its current gaps and needs. The variables and latent
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variables are determined based on the data collection. Section 2.10 explains the life cycle and

development process of NFC.

2.9. Literature Summary

Organisations across industries have made digital transformation a strategic imperative in recent years.

However, they encounter various cybersecurity challenges as they adopt technology to improve their

operations, products, and services (Crossler et al., 2013). This literature review highlights the crucial

findings and themes in cybersecurity ((Bongiovanni, 2019) and DT (Hess et al., 2016).

DT is a fundamental shift in companies' business, using cutting-edge technologies such as cloud

computing, IoT, AI and data analytics (Barringer & Harrison, 2000; Wilkinson et al., 2004). It is driven by

the need to remain competitive and agile in a digitalised world. However, integrating digital

technologies into core business processes and increasing connectivity creates new vulnerabilities,

increasing the attack surface and exposing companies to potential threats and risks (Hess et al., 2016;

Yilmaz & Yalman, 2016).

As emphasised in the literature, it is essential to increase resilience to cyber-attacks rather than

focusing only on prevention. Companies need to be prepared for inevitable security incidents and can

recover quickly (Bongiovanni, 2019). The human factor remains a crucial element of cyber security

(Stewart & Jürjens, 2017). Therefore, employee training and awareness programmes are essential to

minimise human errors and vulnerabilities (Yilmaz & Yalman, 2016; FireEye, 2015; Unit-Department,

2019).

The identification and mitigation of cyber threats require threat intelligence and advanced analytics

Allen, 2005; Lidster & Rahman, 2018; Whitman & Mattord, 2014). Real-time monitoring (Vejvodová,

2019), detection and response are essential to a robust security strategy. Compliance with cyber

security regulations and standards is an ongoing challenge in DT (Vejvodová, 2019). The literature

highlights that companies need to navigate a complex regulatory environment (Tiago et al.,2014).

Emerging technologies such as blockchain, quantum computing and 5G present opportunities and risks

for DT (Barringer & Harrison, 2000; Wilkinson et al., 2004). Understanding their impact on cybersecurity

is critical. Businesses are increasingly dependent on third-party vendors and partners (Wang et al.,
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2013). Therefore, managing third-party risks is essential to cybersecurity, as their vulnerabilities can

affect the organisation's security posture (Barlette et al., 2017). Executive engagement and involvement

are critical to shaping a cybersecurity culture and ensuring digital transformation initiatives prioritise

security from the outset.

2.10. The Nine Five Circle (NFC) Model
The NFC model is based on a rotation-driven approach to ensure reliability, efficiency, effectiveness,

and consistency, using the pivot shown in Figure 3. The minimum number of rotations is five times each

life cycle to stabilise the process. The rotation starts at the 9 o'clock, 12 o'clock, 3 o'clock, 5 o'clock, 6

o'clock and 7 o'clock positions. The cycle is then repeated after the fifth round. The critical variable is

positioned at 9 o'clock, regardless of how many variables are involved, and the minimum number of

rounds is five in each life cycle. This entire process is the foundation of NFC. The process of stabilisation

is often referred to as the SDCA (Standardise-Do-Check-Act) cycle. This is a PDCA version, developed in

the 1920s and popularised by Deming in the 1950s. It is also known as the Deming Cycle or Deming

Wheel (Deming, 1982). According to Ishikawa (1985), failure to revise standards and regulations proves

that no one is applying them seriously.

Each variable derived in the situational awareness phase is analysed and prioritised by comparing the

impact and probability in each life cycle. Since information security and cybersecurity do not exist in a

vacuum, their effectiveness and success depend on a combination of variables and their suitability to

the implementation conditions. Knowledge strategy is derived from the organisation's competitive

approach and describes the organisation's strategic plans for using knowledge to gain an advantage

over competitors (Zack, 1999; Holsapple & Jones, 2006). In general, the overall goal of any

cybersecurity programme is determined by its knowledge strategy.

The governance, risk, and compliance (GRC) department or facilitators define and determine the

motivation behind the process and set guidelines that deal with the rules and regulations within the

cybersecurity management process and between it and the rest of the organisation. The business

environment in which the project is conducted and the organisation's chosen knowledge strategy are

other external factors that prevent the proper creation of a cybersecurity plan. The business

environment, corporate culture, level of ICT skills and resources available to the information security
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policy plan to implement the information security policy are referred to as the corporate context

(Doherty & Fulford, 2006; Sohrabi et al., 2016; Knapp et al., 2009; Kadam, 2007; Lucila, 2016).

Organisations that excel in cybersecurity have a clearly defined and well-planned approach to

information security knowledge management (ISKM), according to research by Akhavan et al. (2006)

and du Plessis (2007). The NFC framework uses information security and cybersecurity misperception

to evaluate how well different aspects of an organisation's security policies align with contextual

constraints and how effective remedial actions might be. ISKM involves educating staff about an

organisation's information security policy and increasing staff awareness of security measures.

Facilitators are responsible for guiding the security strategy team through a defined activity sequence

that maps the project's progress from initiation to completion. In this phase, measures and controls are

defined, tested, implemented, and monitored. This integration phase includes process management

(planning, training, testing), operational (process, procedures, protocols), tactical (evidence collection,

triage, initial analysis), and practical and individual activities.

Effective risk management involves continuously identifying, assessing, and mitigating risks. It is a

critical component of overall risk management, which includes devising and implementing strategies to

reduce or transfer risks to an acceptable level (Silva et al., 2019). The NFC cybersecurity model provides

a framework for implementing risk management at different levels, depending on the nature and

objectives of the organisation (Sulistyowati et al., 2020). Rather than being a separate or isolated

activity, the NFC ensures that risk management is integrated into the overall management process of an

organisation (Malatji, 2023). This integration ensures that risk management becomes a standard

practice that is consistently and successfully applied (Malatji, 2023) and becomes an integral part of the

organisational culture.

2.10.1. Development of the NFC Model

2.10.1.1 Stage 1: Situational Awareness (SA)
Situational awareness is a process that helps decision-makers make intelligent cybersecurity decisions

(Salmon et al., 2008). It facilitates the acquisition of relevant information across all business functions

and the integration and sharing of this information for more thoughtful decision-making. Situational

awareness is the capacity to identify environmental factors over a broad range of space and time, to

understand their significance, and to predict how they will behave soon (Endsley, 1995). In recent years,

the topic of SA has gained significant attention in the field of cyber security research. Technically, SA



67

refers to the process of compiling, compressing, and fusing data related to cyber security. The cognitive

theoretical basis of Information Situational Awareness (ISA) is associated with this process. The specific

notion of Cyber SA (CSA) was introduced in an edited volume by Jajodia et al. in 2009.

The situational awareness phase analyses and disseminates data regarding pertinent organisational

variables' status, characteristics, and dynamics, such as cybersecurity posture, security culture, humans,

assets, and processes (Salmon et al., 2017). At the individual level, situational awareness is the mental

state resulting from the process in the ISA model (Endsley, 1995). It is the stage at which human efforts

in collecting and using information are highlighted by establishing the meaning of things and

occurrences. The more transparent this information is, the easier it is to predict and protect it through

clearly defined security policies, up-to-date inventories, adequate access controls and detailed network

diagrams (Kaber & Endsley, 1998). Adequate documentation of corporate information is needed

(Salmon et al., 2009). Transparency and adequate documentation provide a reasonably exact depiction

of the organisational context. This transparency is achieved through observations of users, processes,

applications, known vulnerabilities, change management and usage patterns. This phase can be seen as

the NFC gap analysis phase. Table 2 lists the significant variables identified in Papers 1 through 6 based

on hypotheses and observations. These variables are then utilised in the integration phase.

Table.2 Variables that hinder cybersecurity progress.

Papers Cybersecurity Critical Variables Latent variables Results achieved
through "Method

Paper 1 ● Data security
● Consumer trust

Qualitative &
Quantitative

Paper 2 ● Data security
● Consumer trust
● Privacy

Quantitative &
Quantitative

Paper 3 ● Security Misperception
● Application security training
● Application development
● Information security awareness
● Information security

Misperception
● Investment in information

security
● External and stakeholders'

commitment

Participatory,
Observations &
Interview

Paper 4 ● Security Misperception Participatory,
Observations &
Interview
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● Communication
● Culture
● Trust
● Privacy
● Consultation

● Evaluation of threat

Vulnerability and Risk

● Cybersecurity Strategy

● Secure System Engineering

● Security Testing and Evaluation

● Protective Monitoring

● Strategic Advanced Threat

Intelligence

● Incident Response and

Remediation

Paper 5 ● Lack of security interest
● Lack of security training and

awareness
● Absence of compliance policy
● Lack of management directives

Participatory,
Observations &
Interview

Paper 6 ● Security intelligence
● Cyber threat intelligence
● External partners
● Organisational commitment
● Information security

misperception
● Information security

investment

Participatory,
Observations &
Interview

The data collected during the data collection and analysis phase is categorised to enable

decision-makers to identify any difficulties associated with variables and other latent variables that

threaten an asset (Jonathan, 2019; Moon et al., 2018). Situational awareness aims to understand the

security situation within an organisation, which also helps create relevant and latent variables (Nazir &

Han, 2022; Pahi, et al., 2017). Each variable is divided into its topology, while the latent variables are

grouped, as shown in Figure 4 and Table 2 (Dillon et al., 1996). At this level, an effort is made to

determine the optimum method for bringing about the desired change in the existing circumstances.

The decision to take one course of action from a limited number of options leads to a resolution

(McGuinness & Foy, 2000). The collected and latent variables are then forwarded to the integration

control for further processing, including cybersecurity programmes and implementations. A risk-based

validation process is applied to both variables and latent variables to maintain the data accuracy (Moon
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et al., 2018). This involves filtering out any unusable data and cleaning up the remaining data. A risk

analysis is then performed to identify any problematic variables that may pose a security threat to the

organisation (Stewart & Jürjens, 2017).

a. Assets Protection
Organisations must protect their information systems and resources from cyber threats regardless of

size or location. This includes classifying, prioritising, and protecting information systems based on their

level of risk, criticality, and legal implications (Yu et al., 2022; Sofi, 2016; Barua et al.,2022).

Ulven and Wangen (2021) provided an overview of mission-critical assets and common cybersecurity

vulnerabilities, highlighting the general threat model and everyday threats. Conversely, Chen and Fiscus

(2018) focused on the hospitality industry, identifying several cybersecurity issues by analysing 76

security incidents from the Privacy Rights Clearinghouse database, which are listed in Supplementary

Table 1. In addition, eight studies were conducted to determine the costs of data breaches. For

instance, Eling and Jung (2018) studied data breaches over several decades and found an asymmetric

dependence of monthly losses by breach type and industry.

Several layers of DT are critical as it combines various communication technologies that enable IoT

devices to communicate with each other. Several methods of communication have been studied,

including those by Yu et al. (2022), Sofi (2016), and Barua et al. (2022). Cybersecurity measures must be

implemented at every stage of the DT environment lifecycle to protect this infrastructure from

unauthorised access, modification, or loss (Rouhani et al., 2021). The action plan should consider

technical security measures, such as firewalls and anti-virus protection, as well as user protection, such

as proper authentication and access restrictions. Logical security measures, such as encryption and

secure application programming, should also be considered.

Prioritising measures such as hardening information systems, security awareness training, and

appropriate incident protection is crucial. Security leaders should understand the significance of

business functions supported by information systems to make informed decisions on priority setting.

Organisations must prioritise after determining what needs to be protected, why, and from what. As

shown in Table 3, the derived variables and the latent variables serve to protect organisational IS.

b. Information security policy (ISP) and governance
Effective ISP and governance are crucial for any business to protect its assets and reputation. In order to

achieve this, top management must be committed to implementing policies and procedures, as
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highlighted by Allen & Westby (2007), Schinagl & Shahim (2020), and Von Solms (2001). Previously,

management viewed information security as a technical issue to be handled solely by IT (Posthumus &

Von Solms, 2004a; Von Solms, 2001). However, Allen and Westby (2007) emphasised the importance of

distributing information security responsibilities across various organisation departments. This requires

cross-organisational interaction, collaboration, and commitment. Ensuring the long-term sustainability

and protection of the organisation requires information security to be considered as a strategic

governance issue (Allen, 2005; Lidster & Rahman, 2018; Whitman & Mattord, 2014).

Management needs to recognise the significance of information security and provide appropriate

directives based on several factors, such as the company's strategic vision, legal and regulatory

requirements, the role of IT, its alignment with corporate strategy, and competitiveness (Von Solms,

2006). Hence, organisations must implement an Information Security Policy Architecture (ISPA) that

outlines all information security-related policies in a hierarchical structure. This approach will help

organisations strategically and tactically understand their ISP and how they are interrelated (Bacik,

2005). The foundation of IS protection is good policy and governance (Von Solms, 2006; Allen &

Westby, 2007; Schinagl & Shahim, 2020). The measures considered security challenges (see Table 2)

depend on the goals and requirements of the organisation. The stricter the standards, the easier it is to

detect a breach and prevent it from happening in the first place. However, the policies and

requirements must be made available to security professionals for detection and prevention to be

effective (Allen, 2005; Lidster & Rahman, 2018; Whitman & Mattord, 2014).

The classification of IS, their use and who is allowed to use them can be used to prevent security

breaches or to act quickly in the event of a security breach (Stewart, 2022). Management is the

decision-making about business processes and procedures. Governance refers to a series of principles

and values governing an organisation's business approach. In contrast, information security governance

refers to principles and visions governing the organisation's process to establish an effective, efficient,

and consistent cybersecurity system. The ISO/IEC 27014:2020 offers organisations guidance for

evaluating, managing, controlling, and communicating processes related to information security within

an organisation, along with ideas, goals and processes related to information security (Allen, 2005;

Lidster & Rahman, 2018).

2.10.1.2 Stage 2: Integration Control
During the integration phase, the cybersecurity program aims to establish governance objectives and

control activities by measuring the relationship between critical and latent variables (Kabanda et al.,
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2018). The NFC model comes in handy here by accounting for measurement errors by representing

unobserved variables in these relationships (Stewart, 2022). The goal is continually monitoring and

measuring the entire process to ensure a reliable and predictable outcome for information security risk

management (ISRM). This whole process is accomplished by breaking down the complexity of the

process into different latent variables and interrelated variables, which are then integrated back into

one view to provide a comprehensive understanding of the process (Islam et al., 2017). Widely

accepted risk management standards, such as ISO 31000, provide guidelines for risk management

activities and consider it an integral part of overall organisational processes, including strategic planning

and management processes (ISO). Another recognized risk management technique is IEC 31010 (GOST,

2009).

Managers are responsible for establishing unambiguous and effective risk management policies that

align with the company's mission and objectives as part of their governance duties. At every level of the

organisation, leaders should express their risk appetite and tolerance expectations. These principles

form the basis of the business strategy, ensuring that the various risks are managed at an acceptable

level. As the risk landscape evolves, for example, due to technological changes and the environment,

business leaders should consistently review and adjust their risk strategy. If a company is subject to

external regulation, it may receive specific guidance on updated federal laws and guidelines that need

to be considered when assessing acceptable risk (Barlette et al., 2017).

Effective decision-making in information risk management involves the participation of owners and

managers (Bayaga et al., 2017). This highlights the crucial role that leadership plays in mitigating

cybersecurity threats. Usually, managers are the ultimate decision-makers, especially when defining the

organisation's information security strategies (Barlette et al., 2017). Kabanda et al. (2018) state that

top-level executives, including CEOs, are directly responsible for cybersecurity implementation

decisions. Previous studies on organisations have revealed that executives often depend on experts and

social networks when making decisions (Barlette et al., 2017). Therefore, professionals and experts can

be an essential part of and aid the decision-making process within a company.

Organisations responsible for critical infrastructure can use the NIST framework with existing

frameworks to systematically identify, measure, assess, and leverage cybersecurity risks. The

framework can be used as a basis for a new cybersecurity program or to improve an existing one (NIST,

2011). The results obtained from the framework are used for the ongoing operation of the system,

which includes regular reassessment to ensure that cybersecurity requirements are met (Purdy, 2009).
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One risk management approach, as outlined by Islam (2017), places a strong emphasis on identifying

specific organisational goals. Risks are seen as obstacles to these goals and, therefore, assessed based

on which goals they could impede. The approach is applicable in various domains, including DT projects

such as cloud computing and software development.

Cybersecurity programme
Organisational knowledge transfer has been extensively studied by various authors such as Fiol and

Lyles (1985), Huber (1991), Easterby-Smith & Lyles (2012), and Argote (2013). Argote (2013) defines it

as a transformation within an organisation's knowledge resulting from experience. Fiol and Lyles (1985)

describe it as incorporating new knowledge into an organisation's actions, while Argote and Ophir

(2017) recognise it as a process of making changes resulting from experience. A significant amount of

research is available on general organisational learning, focusing on using knowledge to enhance

organisational productivity or competitiveness (Senge, 2010). Building a cybersecurity programme is

part of the first phase of the cybersecurity management lifecycle. The steps involve; (i) Developing a

corporate justification for cybersecurity, (ii) management support and funding, (iii) establishing a

cybersecurity team, (iv) defining the scope of cybersecurity management, (v) establishing policies and

procedures, and (vi) identifying and classifying assets (e.g., Herath and Rao, 2009; Ifinedo, 2012;

Crossler et al., 2013).
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Fig. 4 NFC situational awareness process

As shown in Figure 4, the next step after the cybersecurity program is to perform risk assessment

followed by risk treatment (e.g. Cheminod et al., 2013; Leith and Piper, 2013; Kaplan and Garrick, 1981;

Chittester and Haimes, 2004).

Organisations face difficulties in obtaining a comprehensive view of their cyber assets when using

multiple technologies because each tool has its definitions of assets (Barlette et al., 2017). The advent

of cloud computing and digital transformation has drastically changed how organisations are managed

and protected, resulting in the use of various security tools to safeguard their cyber assets (Bayaga et

al., 2017).

Another key factor is threat classification where each threat is classified based on their criticality

(Barlette et al., 2017). The classification of each asset determines the complexity of the controls that

must be put in place to protect them. Per ISO27001, each cybersecurity attribute, i.e., confidentiality,

integrity, and availability, must be considered independently in the three matrix impact categories of

low, medium, high, significant, and severe. as shown in Table 3. Classifying risks helps to identify and

classify security threats, which enables the assessment of their impact and the development of
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prevention or mitigation measures (Bompard et al., 2013; Tang et al., 2012; Farahmand, 2005). The

threats in this research are represented by the variables listed in Table 2, which were discovered during

the situational awareness phase.

Risk Assessment
Risk identification involves identifying and categorising potential risks to assets and business operations

that may negatively affect performance, harm, or reputation (Islam et al., 2017; ISO 31000:2009;

Cheminod et al., 2013). The main challenge in this stage is ensuring that the analysis is comprehensive

and covers all significant aspects (NIST, 2011). The fundamental strategy to overcome this obstacle is

establishing and maintaining distinct expertise of threats. The list should be updated regularly from

relevant sources, such as the Computer Emergency Response Team (CERT) website, the Information

Sharing and Analysis Centre (ISAC), the anti-malware provider's website and databases, in addition to

regular exchanges of information with both operators and other actors (Bayaga et al., 2017). It is

essential to regularly update the repository from relevant sources, such as the Computer Emergency

Response Team (CERT) website, the Information Sharing and Analysis Centre (ISAC), the anti-malware

provider's website and databases, and by regularly exchanging information with operators and other

stakeholders (Cheminod et al., 2013; Chittester and Haimes, 2004).

After the identification of potential risks, the next step is risk evaluation. This step thoroughly evaluates

the risks and unforeseen cases based on the risk base. A summary judgement is made about these

risks. The evaluation must distinguish between the evidence required to support an assertion and the

actual burden of proof for a particular decision. It should also consider the decision maker's values.

However, evaluation is quite complicated and requires the input of safety experts. Decision-makers

must not rely solely on risk evaluation but also integrate risk information with other data sources and

topics.

It is essential to record all identified potential risks in a risk registry and regularly review them to inform

management about cybersecurity threats.

Risk Treatment
Although various risk management principles and strategies have been published to address risks,

decision-makers must know their organisation's risk management strategies and process structure. Risk

treatment strategies are an essential component of the risk management process. It includes three

strategies - risk-informed, preventive, and discursive (Renn, 2008). The appropriate strategy is often a
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mixture of these three. The risk-informed strategy primarily focuses on accepting, avoiding,

transferring, or mitigating risks using absolute or relative risk assessments. The preventive strategy aims

to reduce risks, enhance system resilience, and improve emergency response capabilities.

Organisations must be able to identify potential risks and any factors that may cause significant harm.

Effective risk management relies on these principles to address uncertainties, potential risks, and

unexpected exposures. The digressive approach builds trust to reduce security misperceptions among

decision-makers (Renn, 2008).

The process structure of risk management can be divided into several stages, as outlined by researchers

such as Aven (2015a) and Meyer and Reniers (2013). These stages include establishing risk content,

identifying risks, events, causes, and consequences, decision-making, evaluation of risk, and risk

treatment.

Risk assessments are crucial for making informed decisions. They help evaluate options and accept

activities and implement risk-reduction strategies during decision-making. Decision analysis tools such

as cost-benefit, cost-effectiveness, and multi-attribute analyses can supplement the generation of risk

information. These methods use systematic approaches to organise the advantages and disadvantages

of a decision alternative, which vary depending on how explicitly comparable the problem factors are

(Gilboa and Marinacci, 2013). Despite the tool employed, management must consistently review and

use discretion beyond the analysis's findings. This is done to consider the knowledge, or lack thereof,

on which the assessments are predicated, as well as factors that the analysis should have covered. Risk

management and policy are closely linked principles that guide decision-making and enable desirable

outcomes (Althaus et al., 2007).

2.10.1.3. Stage 3: Gap Closure
During the gap closure phase, security is established based on cybersecurity guidelines (Dempsey et al.,

2011). This phase involves a comprehensive strategy that covers all aspects of information and cyber

security, including procedures, documentation, roles, tasks, and personnel within the defined scope. A

report on security control level gaps provides a thorough analysis of the current security state and a

plan to address any gaps. The plan includes specific roles, tasks, timeframes, and estimated effort.

Regular monitoring of performance and risk indicators helps to reduce the organisation's risk exposure

(Vejvodová, 2019). Monitoring is to consistently manage cybersecurity, assess its effectiveness.

adherence to security standards and remain aware of any changes in the organisation's internal and

external environment that may impact its risk level.
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The NFC situational awareness is constantly monitored and improved to enhance the overall security of

the process (Khallaf & Majdalawieh, 2012). Additionally, a better understanding of the control of

security processes during integration helps to increase employees' situational awareness while working

in the organisation's IT infrastructure (Ashenden, 2008; Khallaf & Majdalawieh, 2012). Therefore,

implementing the NFC process is a recursive process. As NFC is a recursive process, the exchange of

security-related information between stakeholders and DT’s security processes is interdependent. It is

crucial to involve associated requirements during this communication to ensure proper input and

output (Khallaf & Majdalawieh, 2012. Therefore, collecting data and defining the appropriate variables

play a fundamental role in calculating metrics for the security control process. During the situational

awareness phase, gathering relevant information and taking appropriate actions based on the findings

is crucial. The collected data must then be evaluated for effectiveness to achieve continuous process

improvement (Madsen, 2013).

In addition, adherence to ISPs during the implementation phase is critical to ensure that all employees

have the same organisational vision and goals. Although adherence to ISPs is cited in the literature as a

challenge for different organisations (Ashenden, 2008), well-established and informed ISPs are essential

for technological improvements that can help different industries. Dawson (2017) defines cybersecurity

frameworks as policies and procedures that help to implement and maintain information security

controls continuously. These frameworks amalgamate various elements such as training, policies, and

technologies and can adapt to existing requirements while controlling new ones. Integrating a

cybersecurity framework can facilitate business and cybersecurity risk management by validating them

with top management. This ensures an updated understanding of cybersecurity risks (Cockcroft, 2020;

Ferruzola et al., 2019).

In case of inaccurate results, the system searches for potential causes that led to the inaccuracy and

identifies the fundamental issues, including improper connection of components defined in the NFC.

Once the root cause is identified, the system initiates an appropriate response. For instance, if a lack of

security information sharing is identified as a problem, managers are notified of employee negligence

during cyber-attacks (Madsen, 2013). Moreover, security-related information helps establish predefined

metrics for the NFC system. By feeding well-defined components into the NFC system, the security

areas of the system can be improved, and potential vulnerabilities in the DT can be better managed.

According to Lambrinoudakis et al. (2022), information security management frameworks enable

organisations to incorporate or merge different processes within their context to meet the
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requirements of their operational environment. These frameworks provide specific taxonomies for

categorising risks, which help organisations manage, avoid, share, or accept risks as necessary. ISO/IEC

27001:2022 guidance emphasises that control selection must be based on results and conclusions of

risk analysis (Lopes et al., 2019).

Tatiara et al. (2018) studied the obstacles to implementing ISMS. They concluded that successful

implementation requires the involvement of all stakeholders. To achieve this, they recommend taking

specific actions such as including top management in the process, communicating employee policies

regularly, conducting periodic reviews of information security management systems (ISMS)

implementation, informing employees about any improvements, and regularly communicating roles,

responsibilities, and authorities related to ISMS to employees. The authors also suggest developing

work programs for implementing information security systems and distributing them to employees.

2.11. NFC Model validation
2.11.1. Observation
During the observation phase, a systematic approach is used to focus on various activities that highlight

the differences in the NFC model. To achieve this, researchers must participate in and observe these

activities for a significant amount of time. Researchers can articulate their findings through

engagement with participants and improve the current development process. Building trust is crucial at

this stage to encourage participants to share openly (Taylor & Bogdan, 1984; Merriam, 1998; DeWalt &

DeWalt, 2002; Wolcott, 2001; Lincoln & Guba, 1994).

2.11.2. Evaluation
In order to create precise evaluation maps, it is vital to eliminate preconceived notions or biases. The

mapping method can be based on the approach of Kutsche (1998). A detailed physical map of the

organisation's environment should be made, including as much detail as possible. The organisation

should be studied several times to assess how the findings and recommendations can be used in

different application development projects. To practise cultural relativism, researchers must refrain

from making value judgements and instead use relevant adjectives to meaningfully describe the distinct

aspects of the environment (Schensul et al., 1999). Only one of the five senses, vision, is used in this

mapping procedure. This observation phase should last at least four months. Any positive feedback and

summary constructs that underpin the lessons learned by an organisation can be identified and

integrated into the following context using the following constructs:
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● A clearly defined and focused application security strategy.

● Strict alignment between the application security strategy and the organisation.

● A thorough consideration of the business and organisational context.

2.11.3. Reliability and Validity at Post-fieldwork Stage

2.11.3.a. Reliability

Construct reliability and coefficient alpha were utilised to assess reliability in this thesis. The coefficient

alpha was determined using SPSS, and values above 0.5 were considered satisfactory, although there is

no universally agreed-upon threshold (Hair et al., 2006; Kline, 2005). If the coefficient alpha for a

construct exceeded this threshold, it was deemed reliable. To determine the reliability of each

construct, standardised item loadings and error measures were obtained from the congeneric models

using data from AMOS (Byrne, 2001; Kline, 2005).

2.11.3.b. Validity

The degree of correlation between measurements of the same construct is measured by convergent

validity (Churchill, 1979). The item loadings were acceptable when using single-factor congeneric

models, as they all exceeded the threshold of 0.7. (Steenkamp and van Trijp, 1991). The variance

collected was also used to calculate convergent validity. This is a measurement of the construct's

variance compared to the variance lost due to measurement error (Fornell & Larcker, 1981). The

section on the corresponding papers contains the data used to calculate the extracted variance. All

constructs show convergent validity as the extracted variance equals or exceeds the lower bound 0.7.

Discriminant validity assesses the uniqueness and novelty of each measure as opposed to convergent

validity (Churchill, 1979; Meyer & Page, 2000). Using a commonly used technique by Fornell and

Larcker (1981), discriminant validity was assessed by comparing the variance derived from each

construct with the square of the highest correlation each factor has with other factors (Ramani &

Kumar, 2008; Rokkan et al., 2003; Straub, 1989). If the square of the greatest common variance of the

factors were greater than 0.500, all factors would exhibit discriminant validity.

2.12. NFC Summary
The development and analysis of the NFC cybersecurity model represent a significant stride forward in

addressing the escalating challenges posed by the DT landscape (Silva et al., 2019). As organisations

continue to embrace innovative technologies to remain competitive, the need for a robust and

adaptable cybersecurity approach has never been more apparent. This model, informed by theoretical
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underpinnings and practical insights, offers a comprehensive solution to enhance the security of DT

initiatives (Sulistyowati et al., 2020).

One of the key takeaways from this research is the imperative of a holistic approach to cybersecurity

(Perkin & Abraham, 2017). The NFC model's multifaceted components, including (i) security

misperception, (ii) threat vulnerability and risk assessment, (iii) cybersecurity strategy, (iv) development

of secure information systems, (v) security audit and assessment, (vi) protection monitoring, (vii)

strategic advanced threat analysis, (viii) incident response and remediation, (ix) managers and

stakeholders involvement, (x) information security and cybersecurity investments, (xi) information

security policies, (xii) application security policies, (xii) information security facilitators, (xiv) security

training, (xv) commitment, and (xvii) external partners, provide organisations with a well-rounded

strategy to safeguard their digital transformation endeavours. The model's adaptability, informed by

emerging technologies and real-time threat intelligence, ensures that it remains effective in

ever-evolving cyber threats (Perkin & Abraham, 2017).

Moreover, the NFC model contributes to the ongoing shift in cybersecurity philosophy from focusing

solely on prevention to equally prioritising resilience and response (Dawson, 2017). In an era of

advanced persistent threats, the capacity to recover swiftly from incidents takes centre stage in

ensuring business continuity (Holgate et al., 2015; Mujinga et al., 2012; Paja et al., 2017).

The practical contributions of the NFC model are evident in its capacity to streamline security

operations, reduce vulnerabilities, and enhance risk management (Perkin & Abraham, 2017).

Organisations can ensure employees are trained in cybersecurity, creating a more secure digital

environment (e.g., D'Arcy et al., 2009; Schneier, 2011; Crossler et al., 2013). Compliance remains a

significant challenge in the DT landscape (Stewart, 2022). The model is well-equipped to assist

organisations in navigating the intricate regulatory environment. The model's compliance features help

ensure alignment with industry-specific standards and regulations, mitigating the risk of

non-compliance and its associated penalties (Wessel et al., 2020).

In conclusion, the NFC Cybersecurity model offers a dynamic and adaptable solution to the

cybersecurity challenges associated with DT (D'Arcy et al., 2009; Schneier, 2011; Crossler et al., 2013). It

provides organisations with the tools, strategies, and resilience needed to protect their digital assets,

foster trust among stakeholders, and ensure the successful implementation of transformative digital

initiatives (Bekkhus, 2016; Bharadwaj et al., 2013; Matt et al., 2015). As the digital landscape continues
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to evolve, the NFC model is a pivotal asset in fortifying cybersecurity in this era of innovation and

change. Organisations must consider its adoption a cornerstone in their strategy for secure and

successful DT (Holgate et al., 2015; Mujinga et al., 2012; Paja et al., 2017).
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Chapter 3. Methodology

3.1. Overview
This study develops a new holistic cybersecurity model called the Nine Five Circle (NFC), distinguishing

itself from mainstream contemporary information security literature. This pioneering NFC model

provided by this research has already been peer-reviewed, published, and applied in a real-life industry

scenario in practice.

This chapter is organised into two parts. The first section justifies the research design comprising

exploratory, descriptive, and causal research. In this study, both qualitative and quantitative methods

are used as part of a multi-method approach.Qualitative research is beneficial in the exploratory

research phase for forming a conceptual model and generating a hypothesis (Ticehurst & Veal, 2000;

Davidson, 2009; Marcuschi, 2007). It forms the basis for quantitative research in this thesis and

uniquely combines IS and DT security. In this thesis, the quantitative research should help extend the

theory of IS security and DT security and provide explanatory or causal evidence.

3.2. Research Design
This research approach uses data analysis to connect collected data with research questions. It is based

on the work of Cooper and Schindler (2006), Ghauri and Gronhaug (2005), and Yin (2014) and combines

exploratory, descriptive, and causal research.
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Fig. 5. Flowchart depicting the research design
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Figure 5 above depicts the two main qualitative and quantitative research areas that form the basis of

this research, starting with exploratory research, followed by descriptive and causal research. This

research methodology integrated a multiple-case design that supports empirical research by providing

units of measurement (Yin, 2014).

The study relies on input from innovative industries and consumers (Farías & Montero, 2005). It

includes multiple case studies across various sectors. Yin (2014) identifies three case study approaches:

descriptive, exploratory, and explanatory. These approaches can produce qualitative and quantitative

findings (Eisenhardt, 1989) and are all used in this research to develop a new theory with innovative

outcomes.

A. Qualitative Phase (Exploratory Research)

Due to the novelty of this research, the qualitative research methods are used in the exploratory phase

and contribute to the development of the conceptual framework and help to justify the NFC model

proposed. Given the combination of two domains: IS and DT, in this work in a novel method, it is helpful

to explore with key informants to pinpoint significant variables and correlations assigned to their

respective constructs. Explanatory variables that cannot be measured are called constructs (Farías &

Montero, 2005). As a result, it is critical to develop hypotheses and ensure that the research is valuable

and relevant to practitioners.

It also helps to determine the feasibility of a formal survey to identify early participants in the selected

industries, such as conducting key informant interviews. It assists in refining the conceptual framework

and facilitates the development of research instruments for other empirical studies (Blaxter et al.,

2001). Studies on improving security in DT strategy and IS are based on a few empirical studies. A

limited number of studies focus on the units of analysis, usually on a particular organisation or focus

group (Provan & Milward, 1995). Similarly, the operational definitions and variables used today are

specific to a particular organisation or group. Thus, exploratory research is necessary to develop a

research instrument, operational definitions, and variables that reflect a holistic level of in-depth

analysis.

B. Quantitative Phase (Descriptive & Casual Research)

A quantitative study was performed following the qualitative research, which revealed that previous

studies emphasise the benefits of DT without conducting an empirical analysis of the security
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challenges that hinder this transition (Stewart, 2022) and, in other instances, limit themselves to a

privacy standpoint.

To improve the ability to test theories and gain a better understanding of the intersection of

information security and digital technology, empirical research is essential. Given the lack of

quantitative research on this topic and the urgent demand for a secure DT, descriptive and explanatory

studies are relevant.

To fully understand cybersecurity in the context of IS and DT, it is essential to conduct descriptive

research. This type of research involves analysing variables to determine their characteristics,

proportions, and relationships through means and variances (Cooper and Schindler, 2006). Given that

research in IS and DT mainly involves ideas and concepts, creating structure and formality is crucial.

Descriptive research is a transitional phase and sets the foundation for future explanatory research.

Furthermore, this approach was chosen because of the quantitative survey, which indirectly quantifies

the obstacles to DT. It is assumed that the causes of sluggish demand lie in various challenges. The

indirect measurement is done by combining numerous variables that result in a variable that will be

discussed later. In a conceptual map, variables are the observable and quantifiable characteristics that

are closely related to observable facts. Furthermore, variables can be divided into dependent variables,

which are influenced by the independent variable, and independent variables, each with measurable

characteristics.

Consequently, the independent variable leads to the dependent variable (Hair, et al., 2007, p. 144). As

indicated earlier, these variables are organised into constructs to describe and predict various

characteristics. Revisions can be made to improve the constructs. As a result, a construct is an

explanatory variable or a collection of characteristics that contribute to understanding the construct.

The positivist research technique is commonly applied in information systems (Easterby-Smith et

al.,2002). Positivism, a scientific-theoretical view, assumes that knowledge is based on positive facts,

not emotions. Positivism rejects everything scientific experiments, or ethical and theological analyses

cannot prove. The observable part of society explored during the research process can be used to draw

a generalisation about the whole society. The methodology of data collection for this research is based

on existing theory. This was addressed in the previous literature review to develop the research

hypothesis to be proven or disproven. If the hypotheses are proven wrong, further theories need to be

explored. The positivist method also assumes constant scientific progress and objectivity on the
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researcher's part. It is not easy to remain unbiased during the research process, as the researcher may

feel personal opinions or empathy toward the study participants.

This research topic goes beyond mere description and aims to identify patterns and trends through

explanatory or causal research (Ticehurst and Veal, 2000). The focus is on addressing the security

challenges that hinder the success of DT and IS strategy. Establishing causality can improve the theory's

predictive potential and offer practical management implications for policymakers and innovators. To

test the hypotheses of the research, the partial least squares structural equation modelling (PLS-SEM)

method is used instead of covariance-based structural equation modelling (CB-SEM) as it provides more

reliable results for small sample sizes and non-multivariate normality data. The conceptual framework

is assessed for significance and relevance using the coefficient of determination ((R2) and effect size (f2)

(Hair et al., 2011). This study uses a cross-sectional approach to determine both the causes and effects.

3.3. Qualitative Research Methods Step
3.3.1. Overview
The data collection process was in two stages, as in the work of Walsham's study (2006), which involved

(1) case studies and interviews, and (2) participant observation (Creswell, 2010). The data collection

phase consisted of an anonymous open-ended survey, in-depth interviews, and case study analysis

(Goudy & Potter, 1975; Lavin & Maynard, 2001).

3.3.2. Case Studies
The qualitative case study design incorporates ethnographic data collection and analysis, selecting

three sectors as sampling units based on size and participation in DT (Creswell, 1998; Denzin & Lincoln,

2000; Yin, 2014). Ethnography involves multiple strands, allowing for triangulation across various data

sources. Once the innovative sectors are identified, they are considered the unit of measurement, and

respondents' organisations serve as sampling units for the subsequent quantitative study. Case studies

can be combined with qualitative and quantitative research as a complementary and coordinated

strategy (Yin, 2014). Embedded case studies are preferred over holistic case studies, as they identify

sample sub-units, resulting in high-quality case studies (Yin, 2014). All employees were initially

interviewed in realistic social situations and forms to combat the focus groups' divergent nature

(Morgan & Krueger, 1998). The interconnectedness of the sectors in this research enabled the use of a

unique case study technique (Iacobucci, 1996). This research applies the case study to explore security

challenges and find solutions to underlying transformation processes. The pilot study focuses on a
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single industry and its clients. In contrast, the comprehensive field research focuses on three different

sectors intentionally chosen to contradict each other, enabling the identification of patterns and trends.

Other industries can apply the results.

3.3.3. Interviews
This study employs a semi-structured methodology in which the questions for consumers and

organisations are different but are asked in the same order throughout all interviews. It helps in

exploring the subject's opinions, behaviour, experiences, and perception of the subject (Cooper &

Schindler, 2006). The duration of each interview is 45 minutes. Conducting these interviews is

necessary, given the innovative nature of the field of study.

The interview questions were open-ended (Britten, 1995) so that in-depth information can be gathered

(Kumar, 1996). The interview began with simple questions that participants could easily respond to

before moving on to more complex and sensitive topics. This approach creates a comfortable

environment for the interviewee, fosters rapport (Goudy & Potter, 1975; Lavin & Maynard, 2001) and

trust, and provides rich data that can be used to further refine the interview (Stewart & Jürjens 2018;

Britten, 1999).

It was necessary to choose the semi-structured approach over the structured and unstructured strategy

because of the nature of this research and the requirement to review new factors explored in the

literature. Semi-structured questions are loosely structured and provide more opportunities for

respondents to fully express themselves, enable analysis, and contribute to developing the conceptual

framework derived from the literature. They are more likely to contribute to theory development than

the unstructured and structured techniques (Adams, 2005).

There were three distinct interview stages: The first round of interviews aimed to select consumers of

digital products to analyse their perceptions of digital products and services for further analysis and

development of a conceptual model. The second set of interviews targeted the financial sector to

analyse their perception of the shift to the cloud for further analysis and development of a conceptual

model. The third set of interviews aimed to select two more organisations, including the financial

sector, to analyse their security challenges related to DT and security for further analysis and

development of a conceptual model and the NFC model to address these challenges and propose

workarounds to strengthen cybersecurity in DT. In the first and second interviews, respondents were

first asked to give examples of digital products and services they know. Then they were asked to name

the key factors that hinder them from adopting these disruptive innovations. In the third interview,
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respondents were first asked to give examples of security challenges they were aware of in their

organisation. The significant factors that the respondents considered critical for the achievement of DT

were then examined, as well as their perspectives on the role of security in this innovation. The

interviewers were given a presentation on the conceptual framework that resulted from the literature

research at the end of the interview. It was discussed whether the elements found in the framework

were relevant.

The key informants from the consumer sector and those from the three sectors of finance, automotive

and fintech were selected using a dimensional quota method and presented in Tables 3 and 4,

respectively (Abi et al., 2017). Dimensional sampling is a sampling technique that extends quota

sampling. The researcher selects multiple characteristics such as gender, age, income, residence, and

education and ensures that at least one participant is included for each chosen characteristic (Arnold,

1970). In this method, informants are selected within each key dimension of the population under

study to ensure that each dimension is represented in the sample (Sarantakos, 1998). Pre-selection

calls, social media platforms, online and live panel providers, dedicated panels, face-to-face interviews,

website reviews, key government agencies, trade associations, industry studies and annual reports

were used to select representatives for each dimension. Interviews with key informants and security

experts in each industry were deemed necessary to understand the networks and determine the

applicability and relevance of this research. Interviewees were selected using a systematic sampling

method (see Table 3).

Systematic sampling based on picking every nth person where:

n=sample population / sample size (1)

Table. 3. Demographic of digital products users' participants

Variables TOTAL

Gender

Male 60%

Female 40%

Age

18-30 years 20%

31-40 years 35%

41-50 years 40%

50 + years 5%
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Position

Senior Directors 15%

Functional Directors 20%

IT Specialists 15%

Personnel 20%

Others 30%

Participants from each CASE

CASE 1 – Banks 60%

CASE 2 – Automobiles 25%

CASE 3 - FINTECH Start-ups 10%

Table. 4. Industrial participants and key informants

Industry Position Interviewee

(Anonymous ID)

Finance Banks Senior executives, CIO IDR_##

Digital Strategy Manager IDR_##

IT Decision Maker IDR_##

IT-Staff & Network IDR_##

DevOPs IDR_##

Staff IDR_##

Start-ups FinTech Senior executives, CIO IDR_##

Digital Strategy Manager IDR_##

IT Decision Maker IDR_##

IT-Staff & Network IDR_##

Staff IDR_##

Automobile Car industries DevOPs IDR_##

Digital Strategy Manager IDR_##

IT Decision Maker IDR_##

IT-Staff & Network IDR_##

DevOPs IDR_##

Staff IDR_##
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The second round of interviews thoroughly examined the results from the first and second rounds.

These interviews were conducted to identify and address security challenges related to DT and to

determine the organisations that would be selected for further study. The fintech organisation was

chosen for a pilot study, while the other two organisations were selected for in-depth field research.

These sectors were selected because they are undergoing rapid changes and can be quantitatively

evaluated.

The interviews were necessary because there is limited empirical research on DT and IS (Ticehurst &

Veal, 2000; Stewart & Jürjens, 2018). These interviews aimed to refine variables, improve constructs,

and enhance research tools for future quantitative research.

As interviews are socio-cultural constructs based on the participant's subjectivity, they require the

researcher's attention to interpret their meanings. Although this process of interpretation is part of the

data analysis, the interviewees' concerns were checked before the interview was recorded (Davidson,

2009). This practice is crucial in qualitative research to gather a complete set of accurate comments

(Ticehurst & Veal, 2000). These precise comments make it possible to create constructs, measures, and

definitions (Kvale & Brinkmann, 2009). Specific, pragmatic logic can be used in the transcription to

facilitate the reader's understanding. For example, if the interviewee speaks very little, the words

recorded on the tape are unlikely to be understood. Consequently, key informants have been informed

of the situation in the transcription by the expression, as Marcuschi (2007) states.

During the interview process, the relationship between the interviewer and interviewee can greatly

impact the conversation. In this study, the informants displayed a higher level of trust due to the

rapport between them and the interviewer (Goudy & Potter, 1975; Lavin & Maynard, 2001). As a result,

they were able to share their experiences in much greater detail. As the interaction continued, the

respondents' main concern became the quality of the data being collected. However, their confidence

in the researcher grew stronger and they showed a clear understanding of how their contribution

would impact the study's findings. The researcher's ability to actively listen to the respondents was key

in building and maintaining this relationship.

Due to the post-interview approach, there was an opportunity to collect post-interview data in all three

cases. The conversations with interviewees continued to provide useful information and helped to

recruit more key informants for follow-up interviews. This post-survey phase also provided access to

additional data, such as company and audit reports (Blohm, 2007). This appreciation for the data
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provided strengthened the relationship even more. For this reason, it is advisable not to switch off at

the end of the survey but to remain alert for hints and signs of additional data opportunities. The

analysis of the interviews presented here demonstrates that the relationship may continue beyond the

initial interview.

The NVivo software (version 9) was used to analyse the interview, which met the research criteria by

avoiding tedious transcription and improving the accuracy and efficiency of the analysis process. While

qualitative data analysis programmes such as CAQDAS are not entirely error-free, NVivo software

proved reliable (Wainwright & Russell, 2010; Bezeley, 2007; Walsh, 2003). The results of the interview

analysis were used to develop the conceptual framework and research method for the quantitative

analysis.

3.3.4. Observation
The observation methodology is based on a systematic approach. The researcher focused on various

activities to draw attention to the diversity in this research (Angrosino & dePerez, 2000) and had the

privilege of observing, partaking in a series of activities, and interacting with key informants throughout

the lengthy process. Key informants explained the importance of the research to them personally and

their intention to use the information to improve their current process. Building connections based on

trust was crucial to encouraging informants to open up (Taylor & Bogdan, 1984; Merriam, 1998; DeWalt

& DeWalt, 2002; Wolcott, 2001; Lincoln & Guba, 1994). Other best practices, such as ethical concerns,

were addressed to minimise researcher bias and improve the effectiveness of the field experience

(Angrosino & dePerez, 2000).

3.4. Quantitative Research Step
3.4.1. Overview
This section focuses on the quantitative research methodology, which follows the previous section, 3.3,

on the qualitative research technique. First, this section presents how theory, measurement, and

statistical evaluation levels are addressed and synchronised. The innovative nature of DT and the level

of innovation incentives in the industries justify the measurement of organisations in the study of DT

processes. Using a questionnaire survey as a means of data collection is explored, as well as the

methods for ensuring that respondents have a common knowledge of the field context. The constructs

are then initialised, considering the existing literature as well as the findings of the qualitative research.

Finally, a rationale for the case selection is provided.
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This chapter describes the quantitative analysis of the study conducted in the FinTech, financial sector,

and automotive networks. Several processes had to be carried out before using confirmatory factor

analysis and structural equation modelling to evaluate the hypothesis. First, the data were modified by

recording, filling in gaps, and performing several tests, including a normality test. Second, the scales

created were cleaned up in this post-processing phase.

3.4.2. Levels of Theory, Measurement and Statistical Evaluation
Cybersecurity must be consistent with theory at the industry level and the level of measurement and

evaluation. Previous theories and analyses have focused on organisation or end-user as the only

available level of measurement. Studies on DT have also neglected the security context, resulting in

theories usually referring to technological innovations, digital products, and services (Arbanas &

Hrustek, 2019; Luse et al., 2013; Samonas & Coss, 2014). As a result, measures, structures, and

operational definitions are not associated with the level of security but with the organisational or

relational level. To undertake innovative empirical IS security research to secure TD, these relative levels

of theory, measurement, and statistical evaluation need to be defined to improve the rigour, precision,

and clarity of the research to reduce the risk of fallibility (Klein et al., 1994).

The IS strategy and the cybersecurity level of DT constitute the theoretical level of this study. This

research focuses on the theoretical level, which includes the degree of protection utilised for

presentation and discussion and the stage at which broad strokes are drawn (Rousseau, 1985; Klein et

al., 1994). This study focuses on the industries that provide digital products and services and the

consumers who intend to adopt these digital products and services to improve cybersecurity in these

two areas and extend beyond a sectoral perspective.

Rousseau's (1985) assertion, later cited by Klein et al. (1994), identifies the level of measurement as the

specific unit that attributes the origin of a data set. When examining elusive and abstract phenomena,

reducing to the lower unit level can be useful while focusing on the higher level of analysis (Yin, 2014,

p. 45). The absence of empirical research and theory formation in IS security and DT security, and the

preference for organisation-specific or relational studies, may be due to the abstract nature of the

industries. The level of assessment of key informants from innovative organisations is considered

appropriate in this study to promote verifiability. Multiple key informants within each organisation are

interviewed to increase the credibility of their responses (Marsden, 1990b). These informants are more
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concerned with security than with IS or DT. To focus on the case study investigation, Yin (2014) suggests

considering the top level of analysis while measuring at the subunit level.

The analytical unit of the study is the inventive industries. Data processing in statistical techniques is

clarified by the level of statistical analysis, as in the work of Klein et al. (1994). Given the number of

informants interviewed, this data is grouped by industry and analysed at the industry level.

Briefly, the theoretical and analytical levels are industry-based, while measurement involves interviews

with numerous key informants in each organisation, focusing on industry issues. Since industries are

abstract, this serves to enable verifiability and tangibility. Despite differing aspects, the theoretical,

measurement, and analytical levels lead to the industry level, allowing congruence.

3.4.3. Data Collection Method
A suitable technique for empirical testing of theoretical models is a questionnaire survey. This eases

data quantification (Stewart & Jürjens, 2018; Stewart, 2022; Ticehurst & Veal, 2000). Theory

development in this area would therefore benefit from quantification measures. Given the lack of

industry constructs and measurements, the constructs and metrics described in this paper will

significantly advance the field. In addition, the questionnaire survey applies to a wide range of

industries due to its ease of replication, providing consistency of approach and the opportunity to

duplicate its reliability (Blaxter et al., 2001).

The survey for this study was conducted using a hybrid approach that combined online, postal,

telephone, and face-to-face methods (Walsham, 2006; Witmer et al., 1999). Based on their advantages

and disadvantages, the researcher and management chose these techniques to minimise the potential

drawbacks of survey research. Erroneous perceptions of the questionnaire's scope and low response

and completion rates are the primary determinants of survey research (Kinnear et al., 1996). Due to the

difficulty of delineating industries and abstraction, Kinnear et al. (1996) recommended verifying

industry identification using input from a few reliable informants within the industry.

3.4.4. Questionnaire Design
Questionnaire design is complex because surveys can ask about topics at distinct information levels,

questions can be asked in different ways, and questions asked at the beginning of a survey can

influence their response to subsequent questions. Understanding how opinions or attitudes have been

measured in previous surveys is crucial for researchers.
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Therefore, following best practices for questionnaire development, the researcher and management

set the objectives, resources, budget, and timeframe for the survey (Umbach, 2004). Doing so ensured

that the sector was identified correctly (Perry & Rao, 2007). According to Ticehurst & Veal (2000), when

conducting a questionnaire interview, it is essential to use the exact wording of the survey. If the

respondent misunderstands the question, repeat the question and, if the misunderstanding persists,

move on to the next question. This procedure is essential, as further explanation or elaboration could

introduce bias.

To better understand how participants think about the subject or comprehend a question, pilot tests

are conducted in this study during the initial stages of questionnaire construction. Pretesting is a crucial

step in the production of questionnaires since it allows researchers to measure how respondents will

respond to the entire survey and individual questions, mainly when posed for the first time. Based on

extensive research in recent years, questionnaire design is not an art but a science that involves

designing a good questionnaire. The questionnaires were then checked to see if they were necessary,

how long, and if they contained all the information required for this study. Once the industry approved,

the researcher conducted a pre-test and revised the questionnaire to get the final layout for approval

by the industry. Once the final copy and layout of the questionnaire had been approved, it was time to

complete the questionnaire, i.e., conduct the survey (Stewart, 2022). According to Cooper & Schindler

(2006), Marsden (1990b), Wasserman & Faust (1995), and others, this hybrid approach to recognition

and recruitment increases reliability by providing a common frame of reference. It allows flexibility in

finding new organisations with common interests.

The hybrid technique reaches a broader audience, making the results more meaningful and credible,

and eliminates previously known challenges of respondent misidentification leading to inconclusive

results and low and incomplete response rates. The questionnaires were then assessed to determine

whether they were necessary, how long they were, and if they provided all the information needed for

this study. Following client acceptance, the researcher pretested and amended the questionnaire,

resulting in the final questionnaire layout for client approval. After the final copy and layout of the

questionnaire had been approved, it was time to field the questionnaire, i.e., conduct the survey. The

questionnaires were divided into five parts: (i) introduction, (ii) preliminary screening of respondents,

(iii) welcome questions (iv) progression to more detailed and subjective questions, and (v) closure

(Stewart, 2022).
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3.4.5. Scales and Measurement
The survey is divided into two portions, A and B, where A comprises demographic survey questions,

whereas B comprises a five-level Likert-type scale (Ifinedo, 2014; Witherspoon et al., 2013; Kinnear et

al., 1996), with each level having a value between 1 and 5. According to Cooper and Schindler (2006),

different scales offer varying degrees of measurement concerning four characteristics: order, range,

source, and classification. Ghauri & Gronhaug (2005) classified such scales as ratio, nominal, interval,

and ordinal scales. There are normal scales at the lowest level of measurement, which provide

numerical values based on categories or codes. Cooper & Chindler (2006) have argued that this

classification remains elusive, even though they incorporate classification. Facility type, office type,

industry, and location are used as control variables in this study using normal scales, while ordinal

scales use the qualitative scale to classify the categories. Interval scales, on the other hand, use

equidistant observations and a quantitative scale with arbitrary sources of information.

In contrast, ratio scales have an absolute origin but include quantitative scales with evenly spaced

points (Blaxter et al., 2001). The Likert scale is an ordinal scale often used in questionnaires (Kinnear et

al., 1996). For example, if a user has several items and uses a 5-point Likert scale, they should select 1-5

from the given responses. Churchill (1979) refers to it as a measure that maps specific structural

properties. The Likert scale in this study is justified because it is simple and contains straightforward

instructions (Kinnear et al., 1996). Although 7-tem and 3-tem scales have been used in other studies, a

5-tem scale was used in this study, which increased the precision and sensitivity of the measurements.

In addition, the 5-tem Likert scale is easier to understand and use for survey officers and respondents.

It requires less time and effort to complete than scales with higher scores. It offers choices to

respondents without overwhelming them, and due to the sensitivity of the survey, item 5 was

appropriate as it offers a deeper insight into respondents' thoughts and emotions.

3.4.6. Operationalisation of Constructs
This study uses Churchill's (1979) measurement construction method. This process consists of the

subsequent steps: specifying the construct scope, creating an item sample, collecting data, cleaning

the measurement, accessing reliability, assessing validity, and developing norms. The results of the

qualitative interviews were combined with information from the existing literature in this phase. A list

of metrics is proposed for each construct, building on previous metrics, and justifying emerging metrics.
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3.5. Statistical Analysis
3.5.1. Overview
A quantitative pilot study and an extensive field study were conducted after pretesting the preliminary

research instrument. Exploratory factor analysis and an internal reliability test were carried out to

improve and assess the developed measures in the Finance industry as part of the pilot (Ticehurst &

Veal, 2000). Extensive fieldwork was then conducted in FinTech, financial and automotive companies.

Structural equation modelling is used in conjunction with confirmatory factor analysis at this stage. The

research question addressed in this study is: What key factors can strengthen cybersecurity in DT, and

how can they lead to effective security outcomes? These will be useful to highlight quantitatively the

key elements and their influence on DT. Given that a case study design requires that the patterns within

each industry are assessed and contrasted separately, survey results may not be replicable across

industries (Yin, 2014).

Once trends emerge, the results can be extrapolated across the other two industries under

consideration. Distinctions can yield industry-specific insights. Since quantitative empirical evidence at

the cybersecurity and information security analysis level is lacking in both the IS and DT literature,

quantitative analysis is beneficial to improve theory development. Lastly, given the critical significance

of the scales developed for this study, tests of construct reliability, convergent, and discriminant validity

will be conducted for them.

3.5.2. Exploratory Factor Analysis
As in the work of Churchill (1979), measures were purged using exploratory component analysis and

coefficient alpha. Before conducting this analysis, the data are filtered by recording the relevant items

and addressing missing data using the estimation maximisation method, recognized as preferable to its

peer as it produces the most negligible bias (Hair et al., 2006; Kline, 2005). Unlike orthogonal rotation

or other types of oblique rotation, such as quartimax rotation, varimax oblique rotation was applied in

addition, resulting in more meaningful constructs with better factor discriminability, and is thus better

suited to achieving the research goal of scale development (Hair et al., 2006). The SPSS was used during

the EFA to examine the structure of the variables and confirm the dimensions identified in the

exploratory interviews and addressed in the literature. Items with high correlations and excellent factor

loadings reflected wider dimensions (Hair et al., 2006). At the initial stage of the exploratory research, a

reliability value of 0.5 is acceptable (Nunnally, 1967). Chin (1998) proposed 0.6 or 0.5 as acceptable

loadings if additional items related to the same factor have higher loadings. Cuieford (1965) and Hair et
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al. (1998) recommended that Cronbach's alpha be greater than 0.7, although Hair et al. also suggested

a rate of 0.6 in an exploratory study.

This research uses five logical processes in SEM: model design, identification, coefficients, model

evaluation, and model modification (Kline, 2010; Hoyle, 2011; Byrne, 2013). Model specification yields

the hypothesised relationships between variables in SEM based on one's expertise. The identification of

the model determines whether it is overidentified, correctly identified, or misidentified. Model

coefficients cannot be calculated for any model other than a recently identified or overidentified

model. Model evaluation computes quantitative indices of the overall goodness of fit to assess the

performance or fit of a model. Updating the model to improve model fit is called post-hoc model

modification. Validation is the process of enhancing the reliability and robustness of the model.

3.5.3. Confirmatory Factor Analysis
There were several steps before using CFA with SEM to test the hypotheses. The data were first trained

by re-coding, processing missing data, and performing random tests to determine if the data were

normal. Second, in this post-fieldwork stage, the construct scales were refined. Third, validity and

reliability analyses were conducted for all scales. Fourth, the fit of each construct to congeneric

single-component models was evaluated. Fifth, a structural model was constructed using a single latent

indicator variable, and the overall model fit was assessed. Hypothesis testing came after the fit was

verified. After the fit was confirmed, hypothesis testing followed.

Scale refinement was performed using CFA in the post-survey stage after establishing normality.

Although the CFA after the survey was considered appropriate because of the unique nature of the

survey, the EFA was useful in the pilot phase in identifying the number of dimensions and their

associated items. Given the unique nature of the study, EFA proved beneficial in determining the

number of dimensions and associated items in the pilot phase; however, after fieldwork, CFA was

deemed appropriate (Churchill, 1979). CFA conceptually justified its use at this level, given that only

items relevant to specific dimensions are related to these factors, unlike EFA, where all items load on all

factors, making it difficult to replicate the results (Cunningham, 2008; Gorsuch, 1983).

In addition, the CFA provides a measurement model that is related to the EFA but has none of the

disadvantages of the EFA for biassed research. It is conducted on the means and variance-covariance

matrix rather than the correlation matrix. As a result, it can identify both non uniform and uniform bias.
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In addition, since it is an inferential model, the model parameters can be evaluated statistically. CFA

allows elegant structural, metric, and full equivalence modelling. Structural equivalence is maintained if

the same factor model is used in each cultural group. This means that the expected factor loads

significantly on each of the items. Metric equivalence is preserved if the factor loadings for each item

are consistent across cultural groups. If factor loadings and axes are identical for each item, the full

equivalence of scores is ensured. CFA is often used When many variables measure more than one

dimension, as is EFA.

Thus, although items were omitted in the pilot data analysis to obtain an initial validity assessment,

they remained in the entire survey because final removal was considered premature in the pilot data

analysis. Given that the pilot study had a limited sample size within the financial sector, some items

were likely to be more common in other sectors studied in the complete survey.

3.5.4. Structural Equation Modelling
The combination of structural equation modelling (SEM), confirmatory factor analysis (CFA), and path

analysis have gained popularity as a statistical analysis approach for evaluating complete models

(Byrne, 2001; Kline, 2005). In contrast to other multivariate techniques that consider only a single

dependency relationship, SEM examines numerous relationships between independent and dependent

variables (Hair et al., 2006). In addition, it provides goodness-of-fit assessments to measure the degree

of support for the theoretical hypotheses presented (Cunningham, 2008). In addition, SEM has

advantages because it includes measurement and structural uncertainty in its modelling, reflects

unobserved terms, and produces more accurate estimates (Diamantopoulos, 1994). In contrast to other

programs like Linear Structural Relationships (LISREL), Analysis of Moment Structures (AMOS) was

selected for use in this study due to its compatibility with the SPSS statistical program, its ease of use

and accessibility, and its efficient bootstrap approach for handling non-normal data (Cunningham,

2008; Arbuckle, 2006). This study analyses data from the complete survey using SEM and AMOS. SEM

can evaluate complete models and provide accurate estimates that incorporate errors. SEM is widely

accepted and easy to use.

3.6. Chapter Summary
This chapter provides a summary of the study's research design, including case studies, qualitative

research, and quantitative research. Qualitative case studies and semi-structured interviews are

justified, and case studies from the finance, fintech, and automotive industries are selected to support
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pattern matching and future theory development. The first round of interviews explores and validates

variables while identifying industries in detail. The second phase refines these areas and the research

instrument. This also addresses the qualitative study's findings, and the conceptual model and

hypotheses benefit from its input. Since there is a need for prior empirical studies in DT and IS

cybersecurity, creativity is needed to contribute to theoretical strengthening. Key informants will assist

with measurement, but theory, measurement, and statistical evaluation must be usable across

industries. Identifying relevant industries involves initial questionnaires distributed through face-to-face

interviews to reduce the possibility of misinterpretation of the framework of industries.

Qualitative research results are combined with existing literature to produce operational definitions

and constructs. Statistical analysis uses an appropriate combination of factor analysis and SEM with

pattern matching in case studies in selected industries. The constructs' reliability and validity

successfully passed the test.
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Chapter 4. STUDY I: Data security and

consumer trust in FinTech innovation

Introduction
The first study, Data Security and Consumer Trust in Digital Innovations (e.g., Financial Technology),

explores the impact of consumer response to DT, considering the mediating role of service quality

expectations. Consumers who need more trust in digital products and services are often uncertain

about where their data is stored, where it is transported and who has access to it. Typical indicators

used to promote digital products and services, such as price and brand names, may not be appropriate

quality indicators in these circumstances.

Furthermore, information technology (IT) and information systems (IS) are no longer seen merely as a

support function for achieving strategic business goals but as an enabler that permeates the entire

value chain of organisations (Hess et al., 2016). While technology was mainly integrated internally and

used locally in the last century, it is now reshaping business processes, value chains and networks or

redefining companies' scope through new business models (Veit et al., 2014; Venkatraman, 1994). In

this constant flux, managers and leaders must continuously change to remain competitive, embrace

new demands to adapt to them and invest in improving existing operational processes. They are

constantly confronted with many potentially business-critical decisions.

While DT can improve users' daily activities and meet businesses' needs, the current sophistication of

cybercrime can affect the quality of service before and during this innovation. This is an area that has

not been sufficiently researched. One way to advance this area is through empirical research that

explains the relationship between user and business behavioural intentions and the popularity of DT.

Given the increasing number of data breaches that can result in penalties, fines and damages to a

company, it is worth pursuing this line of research.

In addition, consumer response to the introduction of digital products and services may vary for

experience and trust services. The way consumers respond to providing personal data online remains

to be discovered.
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Studies on decision-making under risk have revealed that human behaviour and choices often

contradict the economic principle of utility axioms. This led to prospect theory's development and

behavioural economics's emergence. Researchers from various fields have shown an increasing interest

in the descriptive approach to understanding decision-making processes, which considers the

limitations of information and constraints faced by decision-makers. Contextual factors also significantly

influence decisions, and this is especially relevant in the rapidly changing and complex IS environment.

Therefore, analysing decisions with a descriptive approach incorporating behavioural science insights

can significantly benefit IS research.

To better understand the influences on the popularity of digital products and services, this study

explores the reasons behind the challenges in adopting digital products and services.

Study I is presented in journal article format and published in the Journal of Information and Computer

Security by Emerald. The presentation in this paper follows the format prescribed for the journal, while

tables and figures have been placed throughout the article to facilitate reading. The paper is authored

by Harrison Stewart and Jan Jürjens, with contributions corresponding to the contribution ratio for this

article, which is set out on the next page.

https://doi.org/10.1108/ICS-06-2017-0039Statement of Authorship
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STUDY I

Data security and consumer trust in FinTech

innovation in Germany
Harrison Stewart, Jan Jürjens

Abstract
The advancement of mobile devices and their usage has increased the uptake of financial technology

(FinTech) or financial technology innovation (FTI) in Germany. The financial sector and startups see

FinTech as a gateway to increase business opportunities; however, mobile applications and other

technology platforms must be launched to explore such opportunities. Mobile application security

threats have increased tremendously and have become a challenge for both users and FinTech

innovators. In this paper, we empirically consider factors that influence the expectations of both users

and organizations in adopting FinTech, such as customer trust, data security, value added, the user

design interface and FinTech promotion. The results confirm that customer trust, data security and the

user design interface affect the adoption of FinTech. Our research proposes a model called "Intention to

adopt FinTech in Germany," constructs of which were developed based on the Technology Acceptance

Model (TAM) and five additional components, as identified. The outcomes of this study can be used to

improve the performance of FinTech strategies and enable banks to achieve economies of scale for

global intensity.

Keywords - FinTech, cyber security, mobile banking, data security, information security.

Paper type - Research paper
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1.0. Introduction
A considerable amount of revenue has been invested in the information technology (IT) infrastructure

of banks to enhance their performance, but investment in IT remains a substantial risk regarding the

return on investment (Carlson, 2015). Most banks and financial organisations around the globe are

subject to extreme pressure from their customers and competitors to enhance IT. In the 21st century,

the main sources of revenue generation for German banks are interest margins and the provision of

services such as wealth management, mortgage lending and financial advice. However, the benefit

from these services has declined, causing many challenges for these banks as they strive to return to a

period of profit. Today, most of these banks are embracing financial technology (FinTech), due to the

promise of its ability to generate new revenue streams, personalize offers, target cross-selling and

improve customer services. However, in order to explore such opportunities, mobile applications and

other technology platforms need to be launched.

Germany has implemented various regulations and programs to encourage FinTech adoption; for

example, during the Bundesbank 19th banking symposium, it was argued that banks in Germany need

to adopt disruptive digital innovation to acquire technical awareness in advances (Patel, 2000;

Stolterman & Fors, 2004). Furthermore, today’s digital banking has broadened from standard online

banking to inventive ideas that involve video consultancy services, credit brokerage and the

incorporation of social media. The need for awareness of global cyber-attacks and their mitigation was

also stressed.

Furthermore, cooperation between the Bundesbank, the BaFin, the European Banking Authority (EBA)

and the European Central Bank (ECB) was suggested to establish an information technology audit

service, with the intention of developing a supervisory regime to enhance security (Deutsche

Bundesbank Eurosystem, 2015; Carlson, 2015). In the face of ongoing cyber-attacks, financial

institutions must continue to strengthen their cyber security framework by investing assets in

gathering, examining and sharing cyber-attack intelligence information to better comprehend the

change in complex security risks (Carlson, 2015).

Cyber-attacks on FinTech services could bring about huge economic, social and organisational damage,

which could also affect the trust of customers of these services (Kranz et al., 2013; Möller et al., 2012).

The tremendous increase in mobile technology in Germany has increased mobile device convergence,

internet and integration since 2013. In 2015, statistics gathered by ComScore demonstrated that 43. 6
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million humans use mobile devices to access social network platforms, online banking, emails and

general internet usage; this figure is expected to rise to 58 million in 2018 (statista.com, 2015). Figure 1

demonstrates the adoption rate of mobile usage in Germany, which clearly shows its rapid expansion

since 2013, making it a potential medium for the financial sector.

FinTech can be characterized as the utilization of mobile devices and other technology platforms to

access a bank account, transaction notifications, and debit and credit alerts by means of push

notification via APP, SMS or other forms of notification. It includes multi-banking features, block-chain,

funds transfer, robot-advisory and concierge services from payments to wealth management, using

mobile applications (Swift, 2010; Donner & Tellez, 2008). Cheney (2008) depicted such applications as

"mobile financial services" and Datta (2011) described the advantages of mobile applications over

standard online banking. Contrary to FinTech opportunities, the substantial security risk (Safa et al.,

2015) has increased the need for information systems (IS) research regarding the quest for banks in

Germany to establish a strategy for the successful adoption and implementation of FinTech innovation.

Today, digital security is a bigger issue than it has ever been. Numerous prominent data breaches

(Yeniman et al., 2011) over the past few years have resulted in a huge amount of lost income and have

kept numerous banks from embracing FinTech. For example, in 2013, a cyber gang attacked more than

100 banking entities around the globe, which resulted in a total loss of $1 billion to the banks

(Kaspersky, 2015). This kind of attack is regarded as a Carbank attack (Kaspersky, 2015).

Several innovative banks have recognized the importance of security risk (Mannan & van Oorschot,

2007) and the barriers to the adoption of FinTech (Ndubisi & Sinti, 2006). In 2004, White and Nteli

researched the barrier that security risk creates for digital banking in the UK and Australia. Poon (2008)

argued the importance of security for individuals, regardless of age group, education or income.

Subsequently, Manzano et al. (2009) researched the effects of security risk impacts on a bank account,

a password and a customer’s identity. Sonja and Rita (2008) also studied information risk, while Gerrard

and Cunningham (2003) researched the outcomes of weak security measures and the ways that

hackers

take advantage of this weakness. Phelps et al. (2000) studied the importance of privacy concerns and

customer behaviour when it comes to providing personal information. Culnan (1993) focused on

consumer conduct in the context of information usage. Similarly, Mahatanankoon et al. (2005) studied

customer attitudes in the context of mobile applications, while Joubert and Belle (2013) researched
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trust and risk in the context of mobile commerce adoption. Therefore, in this paper we raise the

following questions:

1. What are the main inhibitors of FinTech innovation adoption?

2. Do customers prioritize FinTech value added over data security?

3. To what extent do data security and trust matter in the context of FinTech?

Due to the disregard of existing studies on the motivation for embracing FinTech in Germany, we intend

to close the gap in the literature regarding this subject. This article analyses the key elements of

customer trust, data security, value added, user design interface and promotion that influence FinTech

services in Germany. Data security and trust play a central role in this regard, and we aim to consider

them in the context of and in relationship to other aspects (such as usability), because we agree with

other researchers who believe that these aspects should be considered together.

The first section has introduced the issues for this study and the research questions, while the second

section gives a brief background of the issues. The third section provides a literature review on the

topic, and the fourth section plots the motivation of our model, our research design and the

hypothetical structure of this study. Our fifth section reports the empirical results and section six

addresses the ramifications of the empirical key strategies to enhance FinTech in Germany. Section

seven addresses the limitations of this study, and the last section outlines the paper’s conclusions and

future work.
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Figure-1: Total Number of Mobile Internet Users in Germany in 2013 and a Forecast to 2018

Source:Source:http://de.statista.com/statistik/daten/studie/180578/umfrage/anzahl-der-nutzer-des-m

obilen-internets-in-deutschland-seit-2005

2.0. Background

2.1 Concerns relating to FinTech data security.

As described in the international standard for information security management systems (ISO 27002),

data security is the confidentiality, integrity, and availability of data. This is also known as the CIA triad

(ISO/IEC 27002, 2013). The CIA triad has always been the business and industry standard in terms of

data security; however, it is unsuitable for addressing the perpetually rapid dynamics of financial

technology innovation. According to Whitman and Mattord (2009), data security is the insurance of

both data and its crucial assets, e.g., the equipment in used for data gathering, data storage and the

transmission process. Therefore, Whitman and Mattord (2009) included exactness, legitimacy,

usefulness and ownership in data security measures.From a critical perspective, these varying

definitions of data security require analysis. First and foremost, data protection should not be classified

as an item or a product of technology, but rather as a process (Mitnick & Simon, 2002, p. 4). As

indicated by Introna and Wood (2004), data security was previously considered technical; however, due

to the massive utilization of both computers and networks today, data security must necessarily go
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beyond the technical perspective. Safa et al. (2015) proposed information security awareness for better

understanding, familiarity, and the capacity to manage and overcome crises. We also include human

factor (Werlinger et al., 2009) in the data security definition, since FinTech organisation leaders and

employees play a major role in securing data which will influence customers’ trust in FinTech services.

2.2. Trust in FinTech

According to Lewis and Weigert (1985), trust is a complex, multidimensional phenomenon that plays a

major part in business relationships. There are many elements that influence trust in FinTech

innovation adoption, for example, data confidentiality, availability, integrity, constant wireless

connection (Zhang & Lee, 2003), mobile application usability, transaction security, cultural influences

and the trustworthiness of organisations (Whitman & Mattord, 2009; Siau et al., 2003). According to

Joubert and Belle (2013), trust is essential in risky circumstances, and mobile applications come with

numerous vulnerabilities that expose users to various risks. Furthermore, an essential component of

trust is institution-based trust, which is an individual's belief that the platform they trade on is secure,

as reported by Vance et al. (2008). Additionally, information security elements such as confidentiality,

integrity, availability, authentication, accountability, assurance, privacy and authorization can essentially

influence the beliefs and intentions of trust (Vance et al., 2008; Whitman & Mattord, 2009; Siau et al.,

2003). Importantly, Vance et al. added that institution-based trust influences online platform trust.

According to Vance et al. (2008), elements that determine system quality are applicable to the concept

of trust, due to the technical aspects of information technology artefacts. In addition, Wang et al.

(2003) elucidated solid support for the relationship between trust and usability. Specifically, usability

enhances mobile-trade engagements and the trust impact in IT innovation.

3.0. Literature Review
Despite the substantial amount of research examining the process and techniques employed to

effectively accept the adoption of FinTech, there is still the absence of a complete model to depict the

disruptive FinTech innovation process in terms of data security and trust. Current innovation adoption

theories and models must be modified and improved to highlight the perspectives necessary for the

FinTech adoption process.

Ajzen and Fishbein (1980) proposed the Theory of Reasoned Action (TRA) to study the elements

affecting an individual’s conduct when embracing specific technologies. Specifically, TRA recognizes

behaviour and subjective standards as the imperative indicators of an individual's intention to use a
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specific technology. TRA suggests that an individual’s behavioural intention is a combination of their

attitude toward behaviour and subjective norm factors. In this model, an individual’s performance of

the behaviour is referred to as an attitude, as opposed to an individual’s general performance (Fishbein

& Ajzen, 1975). The subjective norm is the individual's recognition that humans who are beneficial to

him/her think that he/she must or must not perform the behaviour being referred to. Therefore, TRA

will not be appropriate for our study, since it foresees behaviour when the volitional control of

individuals is violated (Ajzen, 1991). Furthermore, it lacks the ability to determine convictions which are

pertinent to a specific behaviour.

Davis (1989) proposed the Technology Acceptance Model (TAM) that was later supported by Yang

(2005) as the most robust model in the literature to study technology adoption designs. The

fundamental objective of TAM was to declare factors which influence computer utilization. Accordingly,

Davis took a few fundamental factors which were characterized as significant determinants of computer

utilization in past studies and applied a psychological-based hypothesis – the Technology Acceptance

Model (TAM) – for modelling and hypothesizing the connections among these factors (Davis et al.,

1989). The TAM proposes that perceived usefulness (U), perceived ease of use (E), behaviour and usage

influence a person's intention to use new technologies. Perceived usefulness is the degree to which

individuals believe that utilizing a specific technology would upgrade their job performance. Perceived

ease of use is the degree to which individuals believe that utilizing a specific technology would be free

of effort (Davis, 1989). Simply put, as regards the TAM, it is believed that the utilization of a specific

technology is influenced by intention to use, and intention to use this technology is determined by

perceived usefulness and perceived ease of use. Therefore, Davis' study revealed that the relationship

between usage and usefulness is more grounded than the relationship between ease of use (usability)

and usage.

However, the validity of the measurement scales for ΤΑΜ has also been scrutinized by other

researchers. Ives and Olson (1984) and Venkatesh and Davis (2000) argued the deficiencies of the TRA,

the TPB and the TAM. Furthermore, Straub et al. (1997) and McCoy et al. (2007) added that the TAM is

not universally applicable and might not have the capacity to anticipate technology use in different

cultures, since the model was developed in the United States. Venkatesh and Davis (2000) extended the

TAM to TAM2 to eliminate the aforementioned limitations, by incorporating social impact and cognitive

instrumental procedures as essential elements of information system adoption and usage, respectively.

Luarn and Lin (2005) also argued that the TAM emphasises only U and E, and both tend to ignore the
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constraints that hinder the utilization of information systems. Moreover, Liu et al. (2009) questioned

the significance of TAM in the context of mobile banking services and highlighted the various impacts of

the usage of computer-based systems and wireless-based systems. Luarn and Lin (2005) stressed the

need for the advancement of the TAM to incorporate a trust element (perceived credibility) and two

asset elements (perceived self-viability and perceived financial cost). They found that trust indirectly

affects the customer's intention to adopt mobile banking based on E. Here, it is clear that awareness of

inadequate data security measures for FinTech transactions among users equates to slower adoption of

FinTech.

Tang et al. (2004) and Wang et al. (2003) contemplated the adoption of mobile banking by utilizing the

TAM as a blueprint. They included customers' data security and protection concerns. Further, Luarn and

Lin (2005) highlighted data security risks and data transmission concerns as vital elements that impact

users adopting electronic conveyance channels. In addition, Clark (2002) and Lanford (2006) highlighted

user design interface and usability as extra elements that need to be incorporated to address the data

security concerns of users. As previously mentioned, the two distinct TAM constructs have been

converged with the TRA model to form the value-added construct. Therefore, we explore the elements

affecting FinTech in this study by extending the TAM to incorporate the components of data security

and customer trust; we have excluded the unified theory of acceptance and use of technology (UTAUT)

(Venkatesh et al., 2003) due to its complexity. Furthermore, UTAUT analyses the construct of social

influences, which is not needed in the current work.

4.0. Methodology
Many studies, as examined in the literature section, have identified different factors which can impact

the adoption of FinTech. As stated earlier, our work considered the variables or factors that would be

more relevant for Germany, as well as factors in the TAM. The new model proposed has five factors,

namely, data security, trust, value added, FinTech promotion and user design interface. We assume

these are the factors that impact the behavioural intentions of customers in Germany to adopt FinTech

services. The expanded TAM, as outlined in Figure 2, will be named the “Intention to adopt FinTech in

Germany” model. In this study, the customers' acknowledgement of FinTech services is measured by

their behavioural intention to utilize this innovation (Dillon & Morris, 1996; Tang et al., 2004; Sun,

2003). The decision to use the TAM as our research model to clarify customers' intention to adopt

FinTech is attributed to its steady ability to clarify the changes between intentional behavioural and
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actual behavioural (King & He, 2016). The five determinants that constitute the aforementioned

research questions are shown in Table A.

In this paper, we empirically inspect the components that influence the expectations of both users and

organisations to adopt FinTech, such as, customer trust, data security, value added, user interface

design and FinTech promotion. Thus, security and trust play a central role in this work, and we aim to

consider them in the context of, and in relationship to, other aspects (such as usability), because we

agree with those researchers who believe that these aspects should be considered together.

4.1. Research design and theoretical framework

Based on our research, we grouped our methodology into two segments. In the first segment, we

develop a theoretical framework based on the literature and information security hypothesis in this

study. The second segment depicts the empirical framework used to analyse the key elements that

improve the adoption of FinTech in Germany.

Table-A: Factors Impacting FinTech

Factors Meaning

VA Value added

CT Customers’ trust

DS Data security

UI User design interface

FP FinTech Promotion

The internal and external elements that influence the adoption of FinTech are represented by the

determinant value added (VA) in our model. The two main TAM constructs: U and E, represent the

internal elements that determine the VA. In accordance with the TAM, U is the belief among individuals

that they can be more productive by adjusting to a new technology (Lu et al., 2003), while E is the belief

that the new technology is easy to use. In this context, customers will use the tool of interest in the

event that they perceive it to be useful and free of effort. Thus, we have characterized our VA as any

enhancement concerning the U, and the ability to better serve customers with less effort: E. In this

manner, VA captures the TAM variables U and E as antecedents to the intention to use FinTech services.

This can be compared to the TRA, due to the aggregation of effort and usability, but dissimilar to TAM,
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where these two constructs are treated differently (Pikkarainen et al., 2004). The external factors of our

VA are determined by the efficiency of secured telecommunication connectivity and coverage that gives

customers simple and consistent access in embracing FinTech innovation (Venkatesh et al., 2003). In

this paper, the connection speed of data transfer illustrates the motivation behind the intention to use

FinTech (Carlsson et al., 2006). Various hypotheses were formed for testing, as summarized in Table B.

Table-B: Research Hypotheses in this Study

Ha Customers’ intention to adopt FinTech is not always.

influenced by the value added.

(Grazioli & Jarvenpaa, 2000)

(Datta, 2011)

Hb Trust does not always influence customer s’ intention to

adopt FinTech.

(Whitman & Mattord, 2009)

(Yao et al., 2003)

Hc The willingness of customers to trust FinTech is not

influenced by data security.

(Amoroso & Hunsinger, 2009)

(Joseph et al., 2012)

Hd Data security does not influence customers’ intention to

adopt FinTech.

(Lee & Chung, 2009)

He Customers’ intention to adopt FinTech is not influenced

by the user design interface.

(Lanford, 2006)

(Laberge & Caird, 2000)

Hf The user design interface does not influence the

willingness of customers to adopt FinTech.

Hg Value added is not a vital determinant of trust in

customers’ intention to adopt FinTech.

(Pikkarainen et al., 2004)

(Howcroft et al., 2002)

Moreover, financial institutions with rigid security measures (Kritzinger & vom Solms, 2010; Parker et al.,

2015) should use promotion to promote their services. Along these lines, this study proposes the

following theories:

Hh Promotion of FinTech services does not influence customers' intention to adopt FinTech.

Hi Promotion of FinTech services is not influenced by data security.

Hj Promotion of FinTech services is not influenced by the value added.

Hk Promotion of FinTech services is not influenced by the user design interface.

Hl Promotion of FinTech services does not influence trust in customers’ intention to adopt

FinTech.
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The above research analyses the previous links between the hypothetical constructs and variables. We

illustrate these links in Figure.2. The hypothetical structure developed in our work aims to demonstrate

that data security, trust, added value, user design interface and FinTech promotions are the conceivable

antecedents for the adoption of FinTech in Germany. This gives refinements to existing hypotheses for

FinTech adoption in Germany.

Figure-2: Proposed Research Model - Intention to Adopt FinTech in Germany

With the aid of the TAM and our testable hypothesis, we have been able to determine both the internal

and external constructs that might determine FinTech adoption. However, at this time we cannot relate

our hypothesis derived from our testable hypothesis to our research questions, due to the uncertainty

of the results of our hypotheses and the competitive balance in our five determinants. At this point we

can only assume that these five determinants might motivate and influence customers' intention to

adopt FinTech.

5.0. Empirical Method
In this part of the research, we employed a quantitative methodology, with the goal of evaluating

customers’ perception with respect to data security concerns and trust in the intention to adopt

FinTech services (Ashley & Boyd, 2006). A questionnaire survey was used to collect data. This

methodology enables us to use numbers to clarify issues based on research conducted by Lundahl and
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Skärvad (1992) and sum up the outcomes for the populace, as in the work of Burns and Grove (2001).

Questionnaires were conducted through individual interviews and electronic email to bank customers

in Germany. We distributed the questionnaires between August 8th and 14th, 2016. A questionnaire,

consisting of 36 separate questions, was sent to 700 respondents. From this original sample, 308

completed questionnaires were returned. Of these, 99 questionnaires were discarded as unsatisfactory

or redundant. The remaining 209 questionnaires were deemed to constitute an acceptable sample size

- as they represent a 41.8% response rate. We used a stratified sampling design to choose our sample

respondents. Table C illustrates the relation between the questions, variables and hypotheses.

Table-C: Survey Questions, Hypotheses, Variables

Meaning Hypothesis Questions

Data Security Hd Q4-Q16

Consumer Trust Hc, He Q17-Q22

Value Added Ha, Hg Q23-Q29

User Interface Design Hf Q30-Q35

FinTech Promotion Hh, Hi, Hj, Hk, Hl Q36

Data analysis was conducted with SPSS and AMOS. The analysis includes a validity test, descriptive

statistical analysis, confirmatory analysis, exploratory factor analysis (EFA) and univariate analysis. This

study attempts a three-phase approach. In the first phase, we analyse data utilizing EFA and a canonical

correlation matrix for data decrements. A preparatory workshop for a pilot test disclosed the questions

to participants and ensured that every participant understood the research motives. Here, 90 samples

were used for the pilot test. We used EFA by employing the principal axis factoring technique on a

Promax rotation to limit the items of every latent factor loaded. Every question was deciphered with

different approaches to ensure that all participants understood all questions in the same way. We

received five different eigenvalue factors that confirmed the five factors in the literature review and

further tested their reliability with Cronbach’s Alpha (Cuieford, 1965). Cronbach's Alpha is used to

measure dependability of different Likert questions in a questionnaire that forms a scale (Allen & Yen,

2002; Bland & Altman, 1997; Cuieford, 1965). According to Cuieford, 0.7 of Cronbach’s Alpha is high

enough in an exploratory research test, and therefore researchers should target between 0.35 and 0.7

and discard all 41 values less than 0.35.
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The second phase of the approach includes measurement model estimation employing confirmatory

factor analysis (CFA). Here, the discriminant validity, reliability and convergence of our factors are

converted to a data set of 199 samples. Thirdly, we used a structural equation model (SEM) that was

derived from all models employed to test our hypothesis. In our work, the structural equation

framework from the SPSS AMOS is used.

In this study, Xi signifies the latent variable that measures the intention of customers to adopt FinTech

from the total respondents. The relationship that exists between Xi and an explanatory set of variables

is indicated by ri.

Xi = r′i β+ε (1)

The vector represents the elements that affect the adoption of fintech:

r′=[VA, CT, DS, UI, FP]′

The explanatory variables are exogenous and represent latent variables (V) measured by two or more

perceived marker variables (Y). This then generates:

Yi = LvV+εv (2)

Where

Yi = The V vector of the marker

Lv = Loadings

V = Exogenous construct

εv = Measurement or estimation error hi

Figure 2 represents a model to predict the perceived intention to adopt FinTech in Germany from the

variables data security, customer trust, value added, user design interface and FinTech promotion, with

the help of AMOS and the Statistical Package for Social Science (SPSS). We used the structural equation

model (SEM) to test hypothesized relationships among our constructs and to validate the scientific

behavioural approach of our study, as well as to estimate multiple correlations. This helped us to

construct all our theories, which enabled us to present them with latent factors (Sadeghi & Hanzaee,

2010).

5.1. Applying SEM
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In general, we followed six basic steps. In the first step, also termed as model specification, we

formulated the hypothesized relationships among the manifested variables (MV) and our latent

variable (LV). Here we derived our relationships from current literature and past theories. As shown in

Figure 2, our latent variable is depicted by “intention to adopt FinTech” and manifest variables (DS, CT,

FP, UI and VA), shown by rectangles. The arrows display the hypothesized relationships, as shown in

Figure 3. The next step was to identify our model (also known as model identification) in order to verify

whether our model is appropriate for the degree of freedom we need to calculate. The degree of

freedom of the model is ascertained by subtracting the number of parameters to be evaluated from the

number of known components. According to Gefen et al. (2000), the model is over-identified if the

degree of freedom is above zero. However, it was vital to make sure that our model would be

over-identified, to enable us to analyse it.

The next step was to select the data that is needed for our work. This was very important, since SEM

has issues with multicollinearity, sample size, missing data, normality and outliers. Several researchers

have proposed that the minimum sample size should be 10, multiplied by the number of items during

complex constructs (Gefen et al., 2000), while Weston et al. (2006) cited the work of Kline (1998) that

10 to 20 participants are needed per hypothesized relationships between two variables. Weston et al.

(2006) proposed a standard sample size of 200 for SEM. Multicollinearity alludes to the circumstance

where there is a solid relationship among measured variables (r> 0.85). In our work, we made sure to

remove all items that might cause any multicollinearity (Weston et al., 2006). Since our work was

focused only on Germany, we made sure to adhere to cases that were relevant in Germany, and

classified cases that were not relevant to Germany as outliers. As per Field (2005), outliers allude to

cases which are considered abnormal in relation to the main pattern of the data. Both outliers and

missing data were removed from our data before we applied the SEM analysis, to prevent our model

from being biased.

We then estimated our model by determining the value of obscure parameters and the error

relationship with the estimation value. Here, we initially adopted confirmatory factor analysis to test

the measurement model before we estimated the structural model, as in the work of Anderson and

Gerbing (1988) and cited in Weston et al. (2006). We then evaluated our model (also known as model

fit and interpretation). We then evaluated our fit based on the following: the strength and the

significance of our hypothesized relationships, variance accounted for by our latent variables and origin

(endogenous) observed, and how well our general model fits our observed data.
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In general, SPSS, MS Excel and AMOS were used to analyse our data in this study. SPSS was used to

conduct descriptive analysis, explanatory factor analysis, the normality test, the reliability test, outliers’

detection and missing data detection. We saved our data in MS Excel and transmitted the data from

SPSS to AMOS. Both our CFA and structural model analysis were done using AMOS.

6.0. Findings
In Figure 1, we demonstrated that the number of mobile users in Germany is rapidly increasing, yet the

adoption of FinTech is extremely sluggish. It is intriguing to observe that 99% of respondents had

mobile devices, but only 10% recognized FinTech. Further, it is significantly discouraging to perceive

that only 10 out of the 209 respondents had ever used FinTech services, representing under 1% of the

surveyed respondents. It is obvious that the FinTech incubators and banks offering FinTech services

need to persuade their customers of the usefulness and value added advantages of FinTech.

This study has been conducted to determine the key factors that influence and provoke FinTech

adoption. Our exploratory factors are data security (DS), customer trust (CT), user design interface (UI),

value added (VA) and FinTech promotion (FP) (Robinson et al., 1991). We tested the discriminant

validity, convergence and reliability of each variable, utilizing CFA. We illustrate these results in Tables D

and E.

To determine customers’ intention to adopt FinTech, we initiated several surveys to test our

hypotheses. We set our Cronbach’s Alpha to a rate higher than 0.7, based on standards set by Cuieford

(1965) and Hair et al. (1998). Hair et al. added that a rate of 0.6 is acceptable in an exploratory study. As

illustrated in Table E, the normal loading factor for the DS is 0.96 and the Cronbach’s Alpha is 0.58,

falling below both standards recommended by Cuieford (1965) and Hair et al. (1998). Normal loading

factor is defined as a statistical method that represents correlations between items and factors (Tucker

& MacCallum, 1993). The normal loading factor for the construct customer trust (CT) is 0.67, with a

Cronbach’s Alpha of 0.78. The normal loading factor for the construct value added (VA) is 0.58. with a

Cronbach’s Alpha of 0.94. The normal loading factor for the construct user design interface (UI) is 0.97,

with a Cronbach’s Alpha of 0.92. All our Cronbach’s Alpha values are higher than 0.7 for all our

constructs, apart from data security. In summary, based on confirmatory factor analysis, all the

constructs tested in the EFA were important.

Next, we were able to summarize the factors that influence FinTech adoption as VA, CT, UI, and FP, and

relate them to DS. Consequently, we conducted a fundamental diagnostic analysis for statistics,
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exceptions and standards. We examined the convergent validity of our constructs by generating their

average variances (AVE) (Farrell, 2009). AVE is a statistical tool defined as the average amount of

variance in indicator variables that constructs are administered to define. Additionally, it has been

recommended that AVE should surpass 0.5 for all constructs of a measurement framework (Cortina,

1993; Costello & Osborne, 2005). There was no critical deviation in the reported discoveries in the

context of standards and exception.

We identify our suggested relationship model via SEM. Generally, the initial phase in SEM is to

recognize the recommended suggestions of the relevant models, such as relative chi-squared (CMIN),

comparative fit index (CFI), normed fit index (NFI), Tucker-Lewis Index (TLI), root mean square of

approximation (RMSEA) and parsimony comparative fit index (PCFI). Figure 3 demonstrates that the

SEM model fits our data best.

Table-D: Mobile Device Users and their Awareness of FinTech Survey Questions, Hypotheses,

Variables

Mobile Device Users FinTech Awareness

Frequency % Frequency %

Yes 207 99 94 45

No 2 1 115 55

SUM 209 100 209 100

Table-E: Confirmatory Factor Analysis of Latent Reliability and Convergence Validity

Mobile Device Users FinTech Awareness

Item Normal Loading

Factor

Cronbach’s Alpha Average Variance Extracted

Data Security (DS) DS 0.96 0.58 0.68

Customer Trust (CS) CT 0.67 0.78 0.47

Value Added (VA) VA 0.58 0.94 0.54

User Design Interface UI 0.97 0.92 0.93

Promotion (FP) FP 0.74 0.86 0.48

[FP] FinTech Promotion [DS] Data Security [CT] Customer Trust [VA] Value Added [UI] User Design

Interface
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As stated earlier, our explanatory variables are exogenous and represent latent variables (V), which we

measured by two or more perceived marker variables (Y) and grouped into items, as illustrated in Table

E. Now we validate the discriminant validity of our confirmatory factor analysis, as illustrated in Table F.

Table-F: Confirmatory Factor Analysis of Discriminant Validity

FP DS CT VA UI

0.478 FP

0.213 0.668 DS

0.056 0.350 0.025 CT

-0.111 0.26 0.098 0.34 VA

0.156 0.02 0.026 0.089 0.783 UI

[FP] FinTech Promotion [DS] Data Security [CT] Customer Trust [VA] Value Added [UI]

We now assess parsimonious indices that recommend that our model fits (PCFI = .84). Table G

discoveries recommend that all calculated parameters in our hypothesis are essential. However, our

CMIN is not exactly at the required cut-off value of 3.0, as recommended by Chau (1997). Here, our

relative chi-square (CMIN) is χ2/df =1.83, which is less than the required value. Our RMSEA is .06,

which is appropriate, since it is between the 0.05 and 0.08 range recommended as a suitable model fit,

as in the work of MacCallum et al. (1996). As in the work of Steenkamp and Van Trijp (1991) our

comparative fit indices likewise show a model fit as follows:

(CFI = 0.98), (NFI = 0 .91) and (TLI = 0 .93).

Consequently, these observations conclude that our model fit the sample data in our work properly.

Table-G: Final Confirmatory Factor Analysis Model for our Model Fit

Fit Measures Values Proposed Values Observed

CMIN (x2/df) ≤3.0 1.79

Normed Fit Index ≥ .90 0.91

Parsimony adjusted to CFI --- 0.81

Tucker-Lewis Index ≥ .90 0.93

Comparative Fit Index ≥ .90 0.98

Root mean square error of approximation ≤.80 0.05
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After analysing our model fit, our empirical results indicate that the VA has much potential to influence

the intention to adopt FinTech. UI also plays a major role in FinTech adoption. Here, our results indicate

a 1% level of influence, and the empirical results illustrate that customers are more motivated to adopt

FinTech when the user design interface is improved. The discoveries in this work verify that the effect of

FinTech promotion does not have a direct or indirect impact on willingness of customers to trust

FinTech.

Figure-3: Proposed Research Model Fit - Intention to Adopt FinTech in Germany

Our standardized regression weight is based on y value, where ∗∗y < 0.01,

∗y < 0.05 .x path that had been fixed at 1.0 for model identification.

6.1. Univariate Analysis

Table-H: Univariate Analysis Results

Hypothesis Univariate Analysis

Hb Trust does not always influence customers’ intention to adopt

FinTech.

Rejected

Hc The willingness of customers to trust FinTech is not influenced

by data security.

Rejected



140

Hd Data security does not influence customers’ intention to

adopt FinTech.

Rejected

He Customers’ intention to adopt FinTech is not influenced by

user design interface.

Rejected

Hf User design interface does not influence the willingness of

customers to adopt FinTech.

Rejected

Based on the results generated in this study, as illustrated in Table H, there is sufficient evidence to

reject Hb, Hc and He. Thus, we can deduce that data security and user design interface do influence

customer trust, since there is a strong relationship between quality and trust. In the context of interface

issues, Egger (2002) stressed attractiveness, perception and usability as vital factors of trust models.

According to Donahue et al. (1999), usability is seen as a vital determinant of a smooth online trade.

Kim and Moon (1998) also suggested that online commerce will win more trust than traditional

commerce, due to the appeal of the web interface and its quality of information. Berger and Sasse

(2001) argued that various interface factors can be clarified as trust, and Egger (2003) argued that

customers are willing to explore websites that are relevant to them.

Moreover, Hc is rejected, since data security strongly influences customer trust, with approximately a

99% confidence level. In addition, the results fail to reject Hi, Hj, Hg and Hk. These indicate that data

security, customer trust and user design interface do influence FinTech promotion. According to the

results, Hb, Hc, Hd, He and Hf are all rejected at a 99% confidence level. Taken together, this implies

that there is a hierarchy of important variables where data security, user design interface and customer

trust are the principal components of customers’ intention to adopt FinTech. However, the difference in

mean score is small, particularly between user design interface and data security. It can then safely be

concluded that all three constructs are influential over the intention to adopt FinTech.

For Hh, there is insufficient evidence to conclude that promotion influences the intention to adopt

FinTech. Hl is also not rejected. This analysis answers our research questions regarding the primary

hindrances of FinTech innovation adoption and what variables customers prioritize in the context of

FinTech.

7.0. Limitations of the Study and Risk to Validity
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There are a few limitations in this study. Initially, our study focuses on FinTech implementation in

Germany and not the whole of Europe. In addition, demographic and regional factors could be

consolidated to inspect their particular impact on the intention to use FinTech services, particularly

among younger users with a high interest in technology. Without these constraints, we could have

gathered additional data for a more robust result and obtained new knowledge to further upgrade

polices to enhance the FinTech adoption process. Future analysts can assist exploration of this topic by

altering determinants in the UTAUT model. Additionally, because the cluster sampling technique was

used, the reported outcomes are not 100% generalized to the German population. To accomplish a

complete generalization, a basic random sampling strategy for the whole population is essential. We

could also alleviate some limitations by examining how online vendors are performing with regard to

FinTech to satisfy the needs of customers via case studies.

This study was conducted in Germany and might have produced different results if held in other

countries, since technology acceptance is different in a different environment. For instance, we suspect

that the results would be somewhat different, were the research to be conducted in the United

Kingdom, where take-up of FinTech appears to be far greater than in Germany. Therefore, our results

are only generalized for the country of Germany and not other geographical areas.

Furthermore, respondents may have been influenced by past experiences about FinTech usage which

might have led them to neglect to answer some questions. In spite of this, our study did not consider

the influence of moderating variables such as age, education and FinTech services experience. We also

neglected social impact and control factors, since their corresponding items disregarded the instrument

dependability. Accordingly, we could not quantify social impact and control factors on FinTech use.

8.0. Conclusion
In this work, we empirically analysed the key factors, namely, customer trust (CT), data security (DS),

value added (VA), user design interface (UI) and FinTech promotion (FP), that influence the intention to

adopt FinTech, by using the TAM and Wang et al. (2003) model. Going beyond the standard TAM was

indeed an important goal of this research to enable us to eliminate all the limitations that come with

the TAM, by incorporating data security, trust, user interface and promotion as essential elements of

FinTech adoption and usage. It was also vital for us to go beyond the standard TAM, since it only

emphasizes perceived usefulness and perceived ease of use, and both tend to ignore the constraints

that hinder FinTech adoption. The outcome, underpinned by statistical analysis, confirms that DS, CT
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and UI are the solid foundation in FinTech adoption. Importantly, these three factors have critical

impact on FinTech adoption, while DS significantly influences CT.

Based on our results, we can positively answer our first question with a strong argument that the

principal hindrance to FinTech innovation are data security issues, poor user design interface and the

absence of customers’ trust. It is therefore essential that data security issues and the user design

interface in FinTech need to be addressed effectively from the planning phase, to increase customers'

confidence in FinTech. Examples have been given that delineate circumstances where information

security and usability have been misjudged and discriminant validity has not been adequately

evaluated or done well, which turns out to be a major hindrance in FinTech innovation. Customers’

awareness of how data is being collected and used is still a major issue in the context of technology in

Germany.

Consumers value their data and their privacy, and they have expectations. Today, through the media

and social networks, customers are aware of the rapid increase of cyber-attacks on bank networks and

data breach issues. Furthermore, they are also aware that little has been done by the industry to

mitigate or prevent these attacks. Likewise, customers want to improve their standard of living, but are

still cautious as regards the security of their data. They are disappointed when their essential data is

intercepted by an unauthorized person or revealed to third-party companies. With respect to usability,

customers are willing to explore products that are attractive and meet usability standards (Egger, 2002).

According to Egger (2002) usability, attractiveness and perceptions are essential determinants of the

trust model, and many other researchers have also stressed this (Egger, 2002; Donahue et al., 1999;

Kim & Moon, 1998; Berger & Sasse, 2001; Egger, 2003). Furthermore, the increase in cyber-attacks on

the wireless networks and operating systems of mobile banking platforms is still a major issue in the

context of data security research. These attacks have brought about a high level of mistrust in the

context of online payment transactions, due to the high risk of unapproved transactions from

unauthorized persons.

It is obvious that the main deterrents to the adoption of FinTech are privacy and data security issues. It

is therefore clear that such risks are more of a concern to customers than the quality of the product. It

is also vital for financial institutions to enhance and sustain the CIA of customers' financial data and

enhance the rules and legislation that accompany mobile applications (Yousafzai et l., 2005). In

summary, the main hindrance to FinTech innovation adoption is data security, since this has a major

influence on trust.
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Our results also answer our second research question. Here, the current analysis demonstrates that

perceived usefulness with respect to fraud protection and privacy has an immediate impact on the

intention to adopt FinTech (Hoffman et al., 1999). Likewise, customers want to discover simple and

strategic methods of preventing fraud and increasing the security of their data. In the context where

customers feel safe and not threatened, their trust increases, and this thereby enhances their intention

to adopt FinTech. This study reaffirms that data security has a strong influence on trust, but that value

added, as any enhancement concerning the ability to better serve customers with less effort (U) and

the belief that using FinTech would enhance customers’ performance (perceived ease of use (E)), do

not influence customers' intention to adopt FinTech. This indicates that customers do not prioritize

value added over data security.

Our last research question is related to the extent that data security and trust matter in the context of

FinTech. Here, we demonstrated that trust decreases the perception of risk in adopting FinTech, that is,

there is a belief that an online company with a good reputation might provide secure encryption

technologies and guarantees, should there be a dispute. All of these factors increase customers’ trust

and influence their desire to adopt FinTech services provided by a particular vendor.

The more customers are educated about and assured of their data being kept securely, the more their

trust in financial technology will increase. It is therefore important that FinTech innovators understand

customers’ attitudes with regard to data and that they increase data transparency and security to

enable customers’ awareness of how data is being used and stored securely. Today, 82% of Germans

are reluctant to share information with FinTech organisations, since they want to maintain their privacy

(Statista, 2015). In a conjoint analysis survey, Germany was seen to be the country where humans

placed the most value on their personal data, such as health data, credit cards, assets and government

identities, when compared to the UK and the USA. We can therefore answer our third research

question, that data security and trust matter greatly in FinTech adoption, and therefore FinTech

innovators should enhance the security of their products and their online reputation in order to

increase customers’ trust. Customers can be educated and introduced to the advantages of FinTech,

including its data security measures and benefits, through workshops, magazines, guidelines and

consultancy.

Our study confirms that data security, customer trust and user design interface strongly affect the

intention to adopt FinTech. These outcomes can be used to improve the performance of FinTech

strategies and enable banks to accomplish economies of scale for global intensity. We hope that this
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paper will serve to encourage FinTech innovators in their approach to this field, and enable FinTech

researchers to make use of past work with more certainty, resulting in future hypothesis improvement.
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The first study in this thesis provided evidence that disruptive technologies (DT) can be used as an

extrinsic proxy to influence consumers' quality expectations of a service offering, influencing their

intention and willingness to adopt DT services and products. These findings have thus answered the

research questions posed in Chapter 1 to the hypotheses on the use of the belief that digital products

and services are influenced by data security, trust and value-added. The results show that data security

certainty and trust increase humans's intention to use digital products and services. In addition, digital

product and service promotion and interface do not significantly influence the intention to use DT.

The results suggested that companies that are implementing or planning digital innovations need to

address the issue of security seriously to gain customers' trust, which in turn impacts their willingness

to adopt the innovation. The findings also suggested that due to the speed and competition in the

competitive market, data security has been neglected, and the focus has been more on usability, design

interface and promotion.

As the impact of security and its influence on the intention to adopt DT underlies customer

expectations, data security and trust have a major impact on customers, especially in countries where

data security and privacy, such as the GDPR, are mandatory and taken seriously. Companies planning to

move away from their traditional products and services need to address the issue of security from the

onset and ensure its sustainability.

Study II, therefore, explored how organisations offering digital products and services or planning to do

so perceive digital services themselves. In today's cloud migration, high demand and scalability are

forcing organisations to move to the cloud to focus their workforce on services and products and to

reduce the burden of infrastructure management and security. In addition, the cloud infrastructure

perceived by enterprises such as IaaS, PaaS and SaaS can be influenced by how the cloud provider can

assure them of the security and protection of their critical information. In addition, Study II examines

the impact of data security, trust and privacy on cloud migration adoption. Therefore, Study II examines

perceived cloud adoption to probe the key constructs that influence cloud migration adoption.

Study 2 is presented in the next chapter.
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Chapter 5. STUDY 2: The hindrance of cloud

computing acceptance within the financial

sectors in Germany

Introduction
The second study, " The hindrance of cloud computing acceptance within the financial sectors in

Germany " (e.g., Infrastructure as a Service), extends study 1. The aim of study 2 is to explore the

challenges of cloud migration and the combination of constructs that can improve this adoption,

considering data security, trust and other constructs - as critical constructs that influence the

perception of DT.

Information systems (IS) and information technology (IT) are no longer just strategic business objectives

but a factor that permeates the entire value chain of a company (Hess et al., 2016). Corporate

processes, value creation and networking, are currently being transformed by technology. It is also

changing the scope of action of organisations through new business models. In the previous century,

technology was mainly used domestically and at the regional level (Veit et al., 2014; Venkatraman,

1994). To remain competitive, organisations must embrace and adapt to new opportunities and invest

in strengthening their core processes as they are constantly confronted with mission-critical business

decisions.

As consumers become more sophisticated about digital products and services, they become more

sceptical about data security and trust (e.g., Stewart, 2022). Consumers' perceived security and trust

can impact their acceptance and adoption of digital products and services. Likely, the data and

information security perceived by companies and their customers will influence their use of the DT.

To better understand the influences on the popularity of cloud acceptance, this study aims to explore

the reasons behind the challenges in adopting cloud services.
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STUDY 2

The hindrance of cloud computing acceptance

within the financial sectors in Germany
Harrison Stewart

Abstract
Cloud computing offers a variety of potential benefits for large retail banks, including scalability,

elasticity, high performance, resilience and security, and cost efficiency. A key challenge is

understanding and managing the risks associated with the adoption and integration of cloud computing

capabilities in the banking sectors. Effectively managing the security and resiliency issues associated

with cloud computing capabilities is causing many banks in Germany to renew, and in some cases

rethink, their processes for assessing risk and making informed decisions related to this new model of

service delivery. This study attempts to find these challenges and propose factors to overcome the

existing problems. To identify the various challenges, the study proposes a specific model called "IaaS

Adoption". The model was validated through an online survey of 208 bank employees. The Partial Least

Squares (PLS-SEM) led to the validation of the proposed model

Keywords - Finance, cloud migration, cloud computing, IaaS, IaaS, data security, TAM, TOE

Paper type - Research paper

1.0. Introduction
NIST defines cloud computing as the provision of on-demand computing services over the Internet to

deliver rapid innovation, agile resources, and economies of scale. This cloud computing model has

three service models, and four deployment models. The four deployment models are: public, private,

hybrid and community. All of these models are associated with three integration (service) models,

namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS)
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(Modi et al.,2012; Coppolino et al., 2016; Ramachandran, 2015). Each of these deliveries and models

brings its own challenges in terms of risk exposure. (i) A private cloud is operated by a specific cloud

user, (ii) a public cloud is operated and run by the cloud provider, but leased to cloud users, (iii) a

community cloud is used by organisations that collaborate and share the same goals, and (iv) a hybrid

cloud is a combination of private and/or public clouds that provide a higher level of adaptability,

availability, security and privacy (Armbrust et al., 2010; Suthaharan & Panchagnula, 2012; Sari, 2015).

Cloud infrastructure and on-premise infrastructure are subject to the same threats (Al-shqeerat et al.,

2017; Djemame, 2016; Nada et al., 2017; Rot, 2017, Wang, 2017). With the increasing number of cloud

users per day, the amount of data stored by cloud providers is growing rapidly and has emerged as an

attractive target for attackers. The three most common cloud infrastructure models are the IaaS, PaaS

and the SaaS. In the IaaS model, a cloud user exploits the computing, storage or network infrastructure.

In PaaS, a cloud user uses the sources provided by the cloud provider to run the various applications,

and in SaaS, a cloud user uses software applications that run on the cloud provider's infrastructure.

In this paper, we attempt to present a comprehensive study of data protection in the IaaS environment;

a major concern that requires ensuring consistency and security of data in transmission and access to

and from the cloud, and scaling resources up and down. Despite a number of studies on the benefits,

challenges and adoption of cloud computing, the IaaS rate still faces several critics, so it is important to

address these challenges and identify the factors that are hindering the adoption of IaaS by banks in

Germany (Gholami & Laure, 2015; Chou, 2013; Kozlov et al., 2018; Esposito & Castiglione, 2017;

Armbrust et al., 2009; Mostajeran et al., 2017; Belbergui, 2017; Lee, 2012; Al-shqeerat et al., 2017).

The risk of IaaS includes the risk of damage, injury, liability, loss or other adverse events caused by

external or internal vulnerabilities and therefore this paper raises the following questions:

1. What is the connection between the factors that cause the challenges in the IaaS

implementation model at banks in Germany?

2. Can data security and consumer trust help improve the performance of IaaS strategies and

enable banks to achieve economies of scale for global intensity?

3. To what extent are data security and consumer trust important in the context of IaaS?

In the first section, the adoption to this study and the research questions were presented, while the

second section provides a literature review on the topic and the third section introduces the motivation

behind our model, our research design and the hypothetical structure of this study. The fourth section

reports on the empirical results and the fifth section deals with the implications of the empirical key
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strategies for the adoption of IaaS in Germany. The sixth section discusses the limitations of this study,

and the final section outlines the conclusions and future work of the paper.

Fig. 1 There are significant differences between EU Member States. Over half of enterprises in Finland

(57%) and over 40% in Sweden (48%) and Denmark (42%) use IaaS. On the opposite end of the scale,

Germany has less than 20% of cloud usage.

3.0. Literature Review
In previous studies, various theories have been proposed to investigate factors that have increased

technology acceptance. Some of the earlier modules and theories are the Technology Acceptance

Model (TAM) (Davis, 1986; Davis, 1989; Davis et al., 1989), Theory of Planned Behavior (TPB) (Ajzen,

1985; Ajzen, 1991), TAM 2 (Venkatesh & Davis, 2000), Unified Theory of Acceptance and Use of

Technology (UTAUT) (Venkatesh et al., 2003).
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The Theory of Reasoned Action (TRA) was proposed by Ajzen and Fishbein (1980) to explore the factors

that influence the behaviour of individuals when using certain technologies. More specifically, TRA

acknowledges behaviour and subjective norms as compulsory indicators of an individual's intention to

use a specific technology. TRA implies that an individual's behavioural intention is a composite of his

attitude to behaviour and perceived normative factors. This model refers to an individual's performance

in terms of behaviour as attitude, in contrast to an overall performance of an individual (Fishbein &

Ajzen, 1975). The subjective criterion is the individual's acceptance that a person who is valuable to him

believes that he could engage in the implicit behaviour. In this way, TRA will not be suitable for our

research because it anticipates behaviour when the conscious control of individuals is abused (Ajzen,

1991). In addition, it lacks the ability to identify convictions that are significant for a specific behaviour.

The Technology Acceptance Model (TAM) has been shown in the literature to be the most effective

framework for verifying technology adoption plans. The fundamental aim of the model was to

distinguish drivers that influence computer usage (Davis, 1989; Yang, 2005).

Similarly, Davis et al., (1989) took some basic factors that had been presented in previous studies as the

main determinants of computer use and applied a psychologically based hypothesis (TAM) to model the

relationships between these factors and to formulate hypotheses. Their study concluded that perceived

usage (U), perceived ease of use (E), behaviour and usage influence the individual's expectation to use

new technology. Perceived usefulness indicates the extent to which individuals accept that the use of a

particular technology would improve their work performance. Perceived ease of use is the degree to

which individuals believe that using a particular technology would be convenient (Davis, 1989). In

summary, the intention to use a new technology is influenced by the perceived usefulness and

perceived ease of use. Davis' research demonstrated that the relationship between usage and

usefulness is more resilient than the relationship between use and usage.

Despite the robustness of TAM, several researchers have analysed the validity of TAM, TRA and TPB and

their shortcomings (Ives & Olson, 1984; Venkatesh & Davis, 2000). Since the model was mainly

developed in the United States, Straub et al (1997) and McCoy et al (2007) argued that TAM is not

universally applicable and may not have the ability to predict the use of technology in different

cultures. Venkatesh and Davis (2000) expanded TAM to TAM2 to overcome the above limitations by

integrating social impact and cognitive tool based techniques as fundamental components of the

adoption or use of information systems. Both U and E in TAM have also been criticised for tending to

ignore the main factor that hinders the adoption of information systems (Luarn & Lin, 2005). Luarn &
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Lin (2005) have proposed to integrate consumer trust elements (perceived credibility) and two asset

elements (perceived self-viability and perceived financial cost) in TAM, as consumer trust indirectly

influences the customer's intention to adopt new technologies based on E.

Stewart (2018) also proposed the integration of data security into TAM, as data security is the main

determinant of consumer trust in the concept of using information systems. Here it becomes clear that

a lack of data security awareness is a hindrance to the adoption of IaaS.

Tang et al (2004) and Wang et al (2003) examined the impact of data security and privacy concerns on

the adoption of mobile banking using the TAM as a blueprint. Stewart (2018; 2017) highlighted data

security and consumer trust as a significant determinant of technology adoption. As mentioned above,

the two distinct TAM constructs were merged with the TRA model to form the internal-external

element (value creation) construct in this paper. Therefore, in this study we examine the elements that

affect IaaS by extending the TAM to include the elements of NFC factor (data security and consumer

trust); we excluded the unified theory of acceptance and use of technology (UTAUT) (Venkatesh et al.,

2003) due to its complexity (Venkatesh et al., 2003). In addition, UTAUT explores the construct of social

impacts, which is not required in our current work. Further theories are summarized in Table.1.

Table 1. Different methodology and results used in IaaS adoption and the challenges.

Author + Research year Method Results

Sabi et al. (2016) TAM and DOI They proposed a model that assesses contextual, economic,

and technological impacts in the observation and

appropriation of IaaS at colleges in sub- Saharan Africa.

Salim AI (2016) TOE and DOI Technological, Organisational and Environmental factors were

found and could be determinants of the adoption of IaaS

services.

Rohani et al. (2015) TTO, DOI,

and TOE

This research identifies four contexts: Human characteristics,

technological, organisational, and environmental which are

essential elements for the adoption of Cloud.

Tashkandi et al. (2015) TOE Relative Advantage, Data Privacy, and Complexity are the most

significant factors for cloud adoption.

Tiago Olivia et al.

(2014)

TOE and

DOI

Technology: Technology Readiness

Organisation: Top Management Support , Firm size
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Environment: Competitive Pressure, Regulatory Support

Innovation Characteristics: Relative advantage (cost saving,

security concern), Complexity and Compatibility.

Yu-Ting Lee et al. (2013) DEMATEL

and TAM

As indicated by the outcomes, clear understanding and

operating straightforwardness under the subject seeming

convenience (PEOU) are increasingly basic; though improved

value and efficiency under the topic saw helpfulness (PU) are

progressively critical to apply.

Alharthi et al. (2012) Integrated

TAM mode

(I-E factors

It is simple for foundations to embrace cloud in the event that

they will have consumer trust beneficial to them through

attitude, behavior and real use of IaaS.

Mohammed Khatib Juma,

Aris Tjahyanto (2019)

ITOETAM

H.Stewart (2018) Intention to

adopt

Fintech

The challenges of FinTech acceptance in Germany.

3.0. Methodology

3.1. Research Framework and hypothesis

This study proposed an integrated theoretical framework for IaaS adoption in the financial sector based

on TAM, TOE, and NFC (Davis, 1989; Oliveira et al. 2014; Stewart, 2017, 2018). The three theoretical

frameworks have been used in studies on IT deployment and they complement each other. The TAM

focuses on the characteristics of the technology and its acceptance (Davis, 1989; Davis et al., 1989), the

TOE is a multi-perspective framework in which the environmental context influences the decision to

introduce an innovation (Tornatzky & Fleischer, 1990), while the NFC focuses on information security

and consumer trust. The NFC has been used to represent security, risk, and consumer trust in the

acceptance of information technology. The framework focuses mainly on the characteristics of

technology, humans, and data security (Stewart, 2017).

In this paper, the determinant of the acceptance of IaaS has been divided into five categories with

associated variables: (i) NFC (data security, risk and consumer trust), (ii) technological factor (innovation
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characteristics and opportunities), (iii) internal-external factor (value creation and management), (iv)

organisational factor (size and vision) and (v) environmental factor (competitive pressure and

government incentives). Furthermore, the TOE theory is a very useful analytical tool to explain the

adoption of innovation by banks in Germany (Zhu et al., 2006b; Leinbach, 2008, Ifinedo, 2011), while

NFC points to the need for security in cloud infrastructures (Stewart, 2017). This work is based on a

quantitative study that identifies the challenges that banks in Germany face when moving to the cloud.

As discussed above, the proposed model consists of five constructs, each with its associated variables,

and we expect that these constructs will influence banks' intentions to adopt IaaS services. The

extended TAM, as shown in Figure 2, is referred to as "IaaS adoption". The decision to use the TAM as

our research model to determine banks' intentions to adopt IaaS is attributed to its consistent ability to

clarify the changes between intended behaviour and actual behaviour (King and He, 2016). In this

paper, we empirically examine the components that influence the financial sector's expectations of IaaS

adoption, such as data security, consumer trust, risk, value creation, opportunity, innovation,

management, size, vision, competitive pressures and government incentives. Thus, data security, risk

and consumer trust play a key role in this research, and we intend to look at them in context and in

relation to other aspects, as we agree with the researchers who believe that these aspects should be

considered together.

Table 2. Factors Impacting Banks in Germany

 Adoption Drivers Constructs Historical research 

T Technology -Technology Opportunities (TO) 

-Innovation Characteristics (IC) 

Studies (e.g., Kwon & Zmud, 1987) show

that the successful adoption of IT depends

on the importance of internal technology

resource- infrastructure, technical skills,

developers, and user time; therefore, firms

with higher levels of technology

competence show more likelihood to adopt

new technology. 

O Organization:  -Firm’s Size (FS) 

-Firm’s Mission (FM) 

Organization contexts for E-Commerce

adoption measure principally descriptive

factors. Besides the incumbent constructs

(see Jeyaraj et al., 2006; Sabherwal et al.,

2006; Tornatzky & Fleischer, 1990), this
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paper brought in individual difference

factors, organization mission, facilitating

conditions, and subjective norms. 

E Environment -Competitive Pressure (CP) 

-Government Incentives (GI) 

 

 

Organization’s propensity to innovate is

shaped by environmental opportunities and

threats. Strong correlation exists between a

firm’s decision to use EC and such industry

factors as peer influences, rate of technical

change, market volatility and coercive

influences perhaps from customers

(Raymond & Blili, 1997). Tornatzky and

Fleischer (1990) discussed the environment

in terms of consumer readiness,

competitive pressure, and trading partners’

readiness, while this paper adds perceived

trust. 

 

 

NFC Nine Five Circle -Data Security (DS) 

-Risk (R) 

-Consumer Trust (CT) 

 

 

The NFC security framework indicates the

necessities for the implementation of

operational and information security

enhancements. It also puts more emphasis

on the measurement, the evaluation of

organization information security

management incidents (ISMI) performance

and cloud outsourcing, as well as the

enhancement of the interrelationship

between technology and human factors.

(Stewart, 2017; 2018). 

IEF Internal-External

Factors 

-Value Creation (VC) 

-Management (M) 

(Agarwal & Prasad, 1999)  

3.2. Research Theoretical Framework
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The adoption of IaaS (IaaS) is a highly participatory decision and with it the need for a conscious search

for the Bass Model to reduce the perceived technical, financial, consumer trust and security risks.

Although this work does not aim to approximate the diffusion model developed by Frank Bass in 1960

to study the diffusion of different types of new products and services, it is a useful tool for predicting

the initial adoption of an innovative product.

3.2.1. Research design and theoretical framework

In this study, we divide the methodology into two distinct segments. In the first segment, we develop a

theoretical framework based on the literature and the information security hypothesis of this study.

The second segment provides the empirical framework used to analyze the key factors driving the

adoption of the IaaS-based approach among banks in Germany.

Table 3. Factors Impacting Banks in Germany

Factors Description

NFC Nine Five Circle

IEF Internal-External Factor

TF Technological Factor

OF Organisational Factor

EF Environmental Factor

We represent the internal and external components that influence the adoption of IaaS in our model by

determining the internal-external factor (IEF). The two main TAM constructs: U and E, represent the

internal elements that determine the IEF. According to TAM, the U is the individual's conviction that he

or she can be more efficient when adapting to a new technology (Venkatesh et al., 2003), while the E is

the conviction that a new technology is easy to use. In this respect, banks in Germany will opt for IaaS if

it is useful and effortless. Thus, we have characterised our IEF as an arbitrary extension in the sense of

U and the ability to use IaaS with less effort (E). In this way, the IEF captures the TAM variables U and E

as precursors to the intention to use IaaS. This is similar to TRA, due to the aggregation of effort and

usability, but unlike TAM, where the two constructs are treated differently (Pikkarainen et al., 2004).

The external determinants of our IEF are determined by the efficiency of the secured connectivity and

coverage, which provides banks with easy and consistent access when moving to the cloud (Venkatesh

et al., 2003;). In this paper, various hypotheses for verification have been summarised in Table 4.
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3.2.2. Hypothesis

The research deals with the challenges in implementing the IaaS adoption model to the banks and in

Germany. The study was designed to hypothesize the following proposition.

Table 4. Research Hypotheses in this study

Hypotheses Source

Ha Banks in Germany's intention to adopt IaaS are not always

influenced by the organisational factor.

(Grazioli and Jarvenpaa,

2000) (Datta, 2011)

Hb Consumer trust does not always influence organisations' intention

to adopt cloud platforms (IaaS).

(Whitman and Mattord,

2009) (Yao et al., 2003)

Hc The willingness of banks in Germany to trust IaaS is not influenced

by data security.

(Amoroso and Hunsinger,

2009) (Joseph et al., 2012)

(Stewart, 2018)

Hd Data security does not influence banks in Germany's intention to

adopt IaaS.

(Lee and Chung, 2009)

(Stewart, 2018)

He Banks in Germany’ intention to adopt IaaS is not influenced by the

technological factor.

(Lanford, 2006) (Laberge and

Caird, 2000)

Hf Technological factors do not influence the willingness of banks in

Germany to adopt IaaS.

(Stewart, 2018)

Hg Environmental factor is not a vital determinant of consumer trust in

banks’ intention to adopt IaaS

(Pikkarainen et al., 2004)

(Howcroft et al., 2002)

In addition, IaaS providers with rigid security measures should use advertising for their services

(Kritzinger and vom Solms, 2010; Parker et al., 2015). In this sense, the present study proposes the

following theories:

Table 4.A. Research Hypotheses

Hh Organisational factors do not influence banks in Germany's intention to adopt IaaS.

Hi Organisational factors are not influenced by NFC factors.

Hj Organisational factors are not influenced by the environmental factors.

Hk Organisational factors are not influenced by the technological factors.

Hl Environmental factors do not influence consumer trust in German banks’ intention to adopt IaaS.
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In the above analysis, the relationships between the hypothetical constructs and the variables are

analysed. The hypothetical structure developed in our work is intended to show that the organisational

factor, technological factor, internal-external factor, environmental factor and the NFC factor are the

possible precursors for the adoption of IaaS by banks in Germany, which refines the hypotheses for the

adoption of IaaS in Germany. Figure 2 integrates the constructs of TAM into the TOE and the NFC and

adds individual different factors (IDF), thereby facilitating the conditions (FC), the organisational

mission (OM), the perceived trust (PT) and the perceived quality of service (PSQ). The NFC elements

that influence the introduction of IaaS are represented in our model by the determinant data security

(DS), consumer trust (CT) and risk (R). The integration of the constructs of TAM, TPB and TOE into the

model is in a sense social and behavioural constructivism to promote the banking sector's intention to

adopt IaaS. The postulate of this model is similar to actor network theory (ANT) in that it emphasises

the dynamic and mutual interaction of technical and social systems.

Figure 2: Proposed Research Model - Banks in Germany IaaS Adoption

Under the guidance of the TAM and our verifiable hypothesis, we had the opportunity to identify both

the internal and external factors that can determine the adoption of IaaS. At this stage, however, we
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cannot relate our hypothesis derived from our verifiable hypothesis to our research questions, as the

after-effects of our hypothesis and the critical balance of our five factors are very delicate. At this stage,

we can only expect that these five factors will be able to convince and influence the Bank's intention to

adopt IaaS.

3.3. Empirical Method

3.3.1. Sampling and Data Collection

The goal for this data collection was to evaluate banks' perceptions of data security concerns and

consumer trust in the intention to adopt IaaS (Ashley and Boyd, 2006). The study used a survey as a

method of data collection, questionnaires sent directly to respondents via e-mail and telephone

message. As a rule of thumb, our respondents consist of regional, large commercial banks established

under the German Banking Act. Each of the banks is affiliated with National Planning and Economic

Development. All of the banks provide commercial banking services. The vision of each of these banks

is to become an innovative and dynamic bank with a strong commitment to achieving positive and

sustainable outcomes for all stakeholders and customers. A sample size of 208 respondents comprises

the employees selected to respond to the questionnaire. The questionnaire consists of two sections,

i.e. (A and B), with section A consisting of demographic questions and section B consisting of a

five-level Likert scale, ranging from 1-strike positive to 5-strike negative. In order to align our questions

with our hypotheses, the 40 questions were posed to the respondents to assess their quality. This

approach enabled us to use figures to clarify questions on the basis of research by Lundahl and Skärvad

(1992) and to summarize the results for the populace, as conducted by Burns and Grove (2001). The

original sample of questionnaires sent out was 298, of which 90 questionnaires were rejected as

unsatisfactory or unnecessary. The remaining 208 questionnaires were considered an acceptable

sample size as they represented a response rate of 53.8%. We used a stratified sample design to select

our sample participants. Table 5 illustrates the relationship between the questions, variables, and

hypotheses.

Table 5. Survey Questions, Hypotheses, Variables

Hypotheses Questions

Demographic - Q1 - Q4

Nine-Five-Circle Factor Hc, Hd Q4 - Q16

Internal-External Factor Hb Q17 - Q22
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Technological Factor Hf, Hh Q23 - Q29

Organisational Factor Ha, Hb, Hi Q30 - Q35

Environmental Factor Hk - Hn Q36 - Q40

The SPSS AMOS is used to analyze the data, which includes validity tests, descriptive statistical analysis,

confirmatory analysis, exploratory factor analysis (EFA) and univariate analysis. This paper attempts a

three-step approach.

In the first stage we analyse the data using EFA and a canonical correlation matrix for data decrements.

A preparatory workshop for a pilot study provided the participants with the questions and ensured that

all participants understood the motives for the research. Here 90 samples were used for the pilot study.

We applied the technique of principal axis factorisation in a Promax rotation to limit the items of each

loaded latent factor. Each question was decoded using different techniques to ensure that all

participants understood each question in the same way. We obtained a set of five different eigenvalue

factors that validated the five factors in the literature review and further tested their reliability using

Cronbach's Alpha (Cuieford, 1965). Cronbach's alpha is used to measure the reliability of the different

Likert questions in a questionnaire that forms a scale (Allen and Yen, 2002; Bland and Altman, 1997;

Cuieford, 1965). According to Cuieford, 0.7 of Cronbach's alpha is high enough in an exploratory

research test and therefore researchers should aim for values between 0.35 and 0.7 and reject all

values below 0.35.

The second stage of the approach involves estimating the measurement model using Confirmatory

Factor Analysis (CFA). In this stage, the discriminant validity, reliability and convergence of our factors

are transformed into a data set of 198 samples.

Finally, we use a structural equation model (PLS-SEM) derived from all models that were used to test

our hypothesis. The structural equation framework of SPSS AMOS is used in our work. In this study, Xi

stands for the latent variable that measures the banks' intention to adopt IaaS from the total number of

respondents. The correlation that exists between Xi and an explanatory set of variables is given by ri.

Xi = r’iβ +ε (i)

The determinants that influence IaaS adoption are represented by the vector:

r’=[OG, TF, NFC, EF, IEF]’
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The explanatory variables in this work are exogenous variables and represent latent variables (V) which

are measured by two or more perceived marker variables (Y). This then gives us the equation:

Yi = LvV + εv (ii)

Where:

Yi =Vector of the marker

V =Exogenous factor

εv =Measurement error hl

Lv =Loading

Figure 2 shows a model to predict the perceived intention of banks in Germany to migrate to a cloud

environment (Iaas) based on the constructs; (i) organisation factor, (ii) technology factor, (iii)

environmental factor, (iv) NFC factor, and (v) internal-external factor using AMOS and the Statistical

Package for Social Science (SPSS). A structural equation model (PLS-SEM) was applied to evaluate

hypothetical relationships between our constructs and to validate the scientific behavioural approach

of our study as well as to estimate multi-correlations. The PLS-SEM system is capable of generating

large mean square errors in path coefficient estimation, and since arrows are single-headed without

exception, it is not capable of modeling a 2-way correlation. All this has helped us to construct all our

hypotheses, which allowed us to present them with latent variables (Sadeghi and Hanzaee, 2010). In

addition, the PLS-SEM is a useful statistical tool for the specific situation, especially in situations where

an accurate model specification cannot be guaranteed or the sample size is small and where predictive

accuracy is of utmost importance and the application has a specific theory.

3.3.2. Applying SEM (Measuring of structural and measurement model)

As a rule, we followed six basic steps. The first step, also known as model specification, was to define

the hypothetical relationships between the manifest variables (MV) and our latent variable (LV). We

derived our relationships based on the current literature and existing theories. As shown in Figure 2, we

represented our latent variable by "IaaS adoption" and by manifest variables (TF, OF, EF, IEF and NFC)

represented by squares. The arrows illustrate the hypothetical relationships as shown in Figure 2. Our

next step was to determine our model (also known as model identification) to validate whether the

model is suitable in relation to the degree of freedom to be calculated. To determine the degree of

freedom of the model, the number of parameters to be evaluated is subtracted from the number of

known components. As Gefen et al. (2000) state, a model is over-identified if the degree of freedom is
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greater than zero. However, for the analysis of our model it was essential to ensure that it was

over-identified.

Step 2 consisted of data collection. During this phase, previous studies were followed, such as the

correct sample size. A number of researchers have recommended limiting the threshold for sample size

to 10 and, in the case of complex constructs, multiplying the number by the number of items (Gefen et

al., 2000). Kline (1998), suggested 10 to 20 participants for hypothetical relationships between two

variables, while Weston et al. (2006) proposed a standard sample size of 200 for the PLS-SEM.

Multicollinearity refers to the fact that there is a solid relationship between measured variables (r>

0.85). In this study we considered eliminating all items that could cause multicollinearity. Since the

focus of our work was only on banks in Germany, we tried to adhere to the cases applicable to Germany

and to characterise cases that were not significant for Germany as outliers. According to Field (2005)

outliers allude to cases that are considered abnormal, similar to the main pattern of the data. In this

work we eliminated both outliers and missing data before applying PLS-SEM to avoid any bias.

The model was then estimated by determining the value of the obscure parameters and the error

relationship to the estimated value. Prior to the structural model estimates, we tested the

measurement model using confirmatory factor analysis (Anderson and Gerbing, 1988; Weston et al.,

2006).

The next phase was the model evaluation, which was also called model fit and interpretation. Here the

fit was evaluated on the basis of the following conditions: (i) the strength and significance of our

hypothetical relationships, (ii) the variation clarified by our latent variables and the observed origin,

and (iii) the consistency of our model with our observed data.

The SPSS, AMOS and the Cetbix RM were used for data analysis in this study. SPSS enabled us to

perform descriptive analysis, exploratory factor analysis, normality test, reliability test, outliers’

detection and missing data detection. The Cetbix RM was used for our questionnaire to determine our

constructs. The data was stored on Cetbix RM, which was later transferred from SPSS to AMOS. We

performed both our CFA and structural model analysis with AMOS. In general, the PLS-SEM is a useful

statistical tool for the specific situation, especially in situations where an exact model specification

cannot be guaranteed or the sample size is small and where prediction accuracy is of utmost

importance and the application has a certain theory.
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4.0. Findings and discussion
This study has been undertaken to identify the main factors influencing and driving the adoption of

IaaS. Our exploratory factors are the technological factor (TF), the organisational factor (OF), the

environmental factor (EF), the internal-external factor (IEF) and the Nine-Five-Circle factor (NFC). The

CFA was used to test the discriminatory validity, convergence and reliability of each variable. Our

composite reliability value was set at 0.7 or higher and the outer load was set at 0.7. The convergent

validity (AVE) value was set to 0.5 or higher [16], and our Cronbach alpha was set at a rate of 0.7 or

higher (Cuieford, 1965; Hair et al., 1998). Figure 1 shows the number of uses of cloud computing in

Germany. It is fascinating to observe that 99% of the respondents are familiar with IaaS, but only 1%

have recognised the benefits of IaaS. It is also clearly discouraging to see that only 3 out of 208

respondents use IaaS services, which is less than 1% of the respondents. The CFA was used to assess

the discriminatory validity, convergence and reliability of each variable, as shown in Tables 6 and 7.

We tested our hypotheses through several surveys to determine the intentions of banks to adopt IaaS.

According to the guidelines of Cuieford (1965) and Hair et al (1998), Cronbach's alpha rate was above

0.7, although Hair et al. also recommended a rate of 0.6 in an exploratory study. As shown in Table 7,

NFC loading factor is 0.97 and with Cronbach's alpha rate of 0.57, which is below the two standards

recommended by Cuieford (1965) and Hair et al (1998). The normal loading factor is characterised as a

statistical strategy that shows relationships among items and factors (Tucker and MacCallum, 1993).

The normal loading factor for the technology construct factor (TF) is 0.66, with a Cronbach alpha of

0.79.

The normal loading factor for the internal and external factor (IEF) is 0.59, with a Cronbach alpha of

0.93.

The normal loading factor for the environmental factor (EF) is 0.98 with a Cronbach Alpha of 0.91.

All our Cronbach Alpha values are higher than 0.7 for all our designs, except NFC. In short, the

confirmatory factor analysis has revealed the importance of all designs tested in the EFA. Consequently,

we identified the factors that influence the acceptance of IaaS as OF, TF, IEF and EF and correlated them

with NFC. The convergent validity of our constructs was examined by determining their average

variances (AVE) (Farrell, 2009). Our AVE exceeded 0.05 for our construct measurement as

recommended by (Cortina, 1993; Costello and Osborne, 2005).
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There were no significant deviations in the results with regard to standards and exceptions. The model

is identified by the SEM. Usually, in the early phase of the SEM the recommended suggestions of the

related models such as, Tucker-Lewis Index (TLI), Relative Chi-Square (CMIN), Normalized Fit Index

(NFI), Comparative Fit Index (CFI) sparse Comparative Fit Index (PCFI) and Mean Square of

Approximation (RMSEA) are identified. As shown in Figure 3, the SEM model fits best to our data.

Table 6. Banks and their readiness in cloud platform survey questions, Hypotheses and Variables

Cloud Infrastructure User Cloud Infrastructure Awareness

Frequency % Frequency %

Yes 3 1 208 100

No 205 99 0 0

Sum 208 100 208 100

Table 7. Confirmatory Factor Analysis of Latent Reliability and Convergence Validity

Cloud Infrastructure User Cloud Infrastructure Awareness

Constructs Items Normal Loading Factory Cronbach's Alpha Average Variance

Extracted

Nine-Five-Circle (NFC) NFC 0.97 0.57 0.67

Internal-External Factors

(IEF)

IEF 0.59 0.93 0.48

Technological Factor (TF) TF 0.66 0.79 0.53

Environmental Factors

(EF)

EF 0.98 0.91 0.92

Organisational Factor

(OF)

OF 0.73 0.87 0.47

As mentioned above, our explanatory variables are exogenous and represent latent variables (V), which

we measured using two or more perceived marker variables (Y) and grouped into items, as shown in

Table 8.

Table 8. Confirmatory Factor Analysis of Discriminating Validity

OF NFC TF IEF EF

0.477 OG
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0.20 0.669 NFC

0.057 0.351 0.032 TF

-0.112 0.27 0.097 0.31 IEF

0.157 0.03 0.021 0.087 0.781 EF

NFC [Nine-Five-Circle] IEF [Internal-External Factors] TF [Technological Factor ] [EF]Environmental

Factors [OF] Organisational Factor

Based on the Fornell-larcker criterion, the discriminant validity measure suggested as the square root of

AVE in each construct could be used to set up discriminant validity if the value is larger than the other

correlation diagonally. For example, from table 7 the constructs AVE of NFC, IEF, TF, EF and OF found to

have the square root of 0.67, 0.48, 0.53, 0.92, and 0.47 respectively, these values are larger than the

correlation value of their respective columns. Thus, the result indicates that the discriminant validity is

well established as displayed in Table 8. Our parsimonious indices indicate our model fits (PCFI = .84).

The data in Table 9 show that all parameters determined are essential in our hypothesis. Although our

CMIN is not within the required limit of 3.0 as suggested by Chau (1997), it is still reasonable as it is

between 0.05 and 0.08, which is considered a suitable model fit as shown in the work of MacCallum et

al. (1996). Like Steenkamp and Van Trijp (1991), our comparative fit indices demonstrate model fits as

follows:

(CFI = 0.97), (NFI = 0 .92) and (TLI = 0 .93).

As a result, the observations lead to the conclusion that our model fits well with the sample data of the

work.

Table 9. Final Confirmatory Factor Analysis Model for our Model Fit

Fit Measures Values Proposed Values Observed

CMIN (χ2/df) ≤ 3.0 1.79

Normed Fit Index ≥ .90 0.92

Parsimony adjusted to CFI - 0.81

Tucker-Lewis Index ≥ .90 0.93

Comparative Fit Index ≥ .90 0.97

Root mean square error of approximation ≤ .08 0.05
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After having analyzed our model fit, we conclude from our empirical results that the IEF has significant

potential to influence the decision to adopt IaaS as well as EF. In this respect, the results indicate a 1%

degree of influence, and the empirical results suggest that banks in Germany are more likely to adopt

IaaS if they see its value creation. The results in this paper confirm that the influence of organisational

factors has no direct or indirect impact on the uptake of IaaS.

Fig. 3 Proposed Research Model Fit- IaaS Adoption in Germany

We have based our standardized regression weight on the y-value, where∗∗y < 0.01,

∗y < 0.05 .x-path, which was set to 1.0 for model identification.

4.1. Univariate Analysis

Given the results obtained in this study, as shown in Table 10, there is sufficient evidence to support the

rejection of Hb, Hc and Hd. This indicates that data security does influence consumer trust due to the

close correlation between quality and consumer trust. With regard to competitive pressure, IaaS
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vendors should emphasize security, distinctiveness and privacy as clear variables of consumer trust

models. As suggested by Donahue et al (1999), convenience is seen as a clear factor for seamless

business, however Stewart (2020) alluded that convenience alone does not influence the acceptance of

technology. IaaS vendors will gain more consumer trust from FinTech incubators than from the

traditional banks due to the attractiveness and cost factor of IaaS. Berger and Sasse (2001) argued that

various variables can be explained as consumer trust, and Stewart (2020) argued that most

organisations will ultimately address cyber security risks effectively before migrating to the cloud.

Furthermore, Hc is rejected because data security with a trust level of about 99% strongly influences

banks consumer trust. Furthermore, the results Hg, Hi, Hj, and Hk are not rejected. These indicate that

NFC factors (data security, consumer trust & risk) and environmental factors influence organisational

factors. The results reject Hb, Hc, Hd, He and Hf with a confidence level of 99%. Collectively, it implies

that there is a hierarchy of significant variables where NFC factor (data security, consumer trust),

environmental factor (government incentives), and technological factor (innovation characteristics,

technology opportunities) are the main elements of banks' intent to adopt IaaS. However, the

difference in the mean value is small, especially between user environmental factors and NFC factors.

Therefore, we can confidently conclude that all three factors have an impact on IaaS adoption by the

banks in Germany.

Hh is insufficient to draw the conclusion that organisational factors influence the intention to adopt

IaaS. Hl is not rejected.

This analysis allows us to answer our research questions regarding the main obstacles to IaaS adoption

and the factors that banks prioritize in the context of IaaS.

Table 10 Univariate Analysis Results

Hypothesis Univariate Analysis
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Hb Consumer trust does not always influence organisations' intention to

adopt cloud platforms (IaaS).

Rejected

Hc The willingness of banks in Germany to trust IaaS is not influenced by data

security.

Rejected

Hd Data security does not influence banks in Germany's intention to adopt

IaaS.

Rejected

He Banks in Germany’ intention to adopt IaaS is not influenced by the

technological factor.

Rejected

Hf Government incentives do not influence the willingness of banks in

Germany to adopt IaaS.

Rejected

5.0. Limitations
This research focuses on studies that evaluate the challenges of IaaS acceptance in Germany. In this

study there are some limitations that are disclosed to illustrate the exploratory approach. First, our

study focuses on IaaS acceptance among banks in Germany and not throughout Europe. The selected

period of study is based on the years 2019-2020. Future analysts can support the research of this topic

by changing the determinants in the UTAUT model. Since we have adopted the cluster sampling

technique, the reported results are not 100% generalized for all financial institutions in Germany.

Therefore, the researchers strongly recommend that additional research be conducted in this area of

study. IaaS is still a new phenomenon and less has been studied on the challenges faced by the banks in

Germany. In our next study, we will include a complete cross-over, a basic sampling strategy for all

financial institutions in Europe. The researchers speculate that the current outcome of this research

would be somewhat different in other parts of the world. Therefore, our results are only generalized

for the country of Germany and not for other geographical areas. Nevertheless, the demographic and

social effects were neglected because the corresponding items disregarded the reliability of the model.

Therefore, our results are only generalized for the country of Germany and not other geographical

areas. We also assume that some of the questions were neglected due to the respondents' reaction.

For example, those who were uncertain about the subject matter of the survey. In spite of this,

demographics and social impact were neglected since their corresponding items disregarded the

instrument dependability. All the factors neglected were not quantifiable on IaaS adoption.
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6.0. Conclusion
Based on this result, the study concludes that Hb, Hc and Hd were rejected while four hypotheses (Ha,

He, Hf and Hg) were accepted. The four hypotheses were accepted and proved to be the strong

correlation between the IaaS adoption model and the factors studied (Figures 2 and 3). The observation

indicates that the NFC factors (data security, consumer trust and risk), technological factors

(opportunities and innovation characteristics) and environmental factor (government incentives) and

internal-external factors (management and value-added), have proven to be a statistically significant

challenge in implementing the IaaS adoption model for banks in Germany. The empirical study was

conducted with the TAM, the TOE and the NFC. An important goal of this study was to go beyond the

TAM standard so that we could address all the constraints associated with the TAM by integrating it as a

key component in the deployment and use of IaaS.

It was also crucial for us to go beyond the TAM standard, as TAM only focuses on perceived benefits

and perceived usability. The perceived benefits and perceived usability ignore the limitations that stand

in the way of adopting IaaS. The result, backed up by statistical analysis, confirms that TF as well as IEF

and NFC form a solid foundation for the adoption of IaaS. Most importantly, these three factors have a

significant impact on the adoption of IaaS, while NFC has a significant impact on TF. Based on our

results, we can answer the first and second questions positively, while emphasizing that the main

obstacles to IaaS innovation are data security, consumer trust and insufficient innovation

characteristics. Therefore, it is important to address issues of data security and consumer trust in IaaS.

Awareness of how data is collected and used remains an important issue in the context of technology in

Germany and answers our third research question. The current analysis demonstrates that the

perceived benefits in terms of fraud protection and privacy are an immediate effect on the intention to

adopt IaaS.

Our last research question relates to the extent to which data security and consumer trust are

important in the context of IaaS. Here we have shown that consumer trust reduces risk perception

when adopting IaaS, i.e., there is a belief that banks can introduce IaaS if they believe that their data is

secured and guaranteed. This increases banks' consumer trust and affects their desire to adopt IaaS

services. The more banks are educated about the security of their data, the more their consumer trust

in IaaS will increase. It is therefore important that IaaS providers understand the banks' attitude to data

and increase data transparency and security to the awareness of the banks about how data is used and

stored securely
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For IaaS to achieve the maximum capacity guaranteed by the innovation, it must generally offer strong

data security. This study, based on the given difficulties, prescribes the best measure to solve these

difficulties by presenting the "IaaS" model with the TAM. TOE and the NFC framework.

The researchers propose the integration of data security and consumer trust in TAM in all technology

adoption, as data security is the most important determinant of consumer trust in the concept of using

information systems. It is clear here that a lack of data security awareness is a barrier to the adoption

of IaaS in Germany.
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Conclusion to STUDY 2:

The hindrance of cloud computing acceptance

within the financial sectors in Germany

Study 2 explored the key constructs affecting the adoption of cloud migration in enterprises. This study

found that the combinations of NFC factors (data security, consumer trust and risk), technological

factors (opportunity and innovation characteristics), environmental factors (government incentives)

and internal-external factors (management and value creation) have a statistically significant impact on

cloud adoption. These factors reinforce the positive impact of cloud migration intention.

In addition, this study has provided evidence of the role of perceived information security in adopting

DT. The results show that the expectation of quality of service, security, trust and other constructs

influences companies' intention to move to the cloud.

Study 2 thus reconfirms the research questions identified in Chapter 1 regarding the influence of

security and trust on digital products and services.

A significant influence of promoting the cloud infrastructure does not influence its adoption, which was

also explored in Study 1. Thus, the consideration of security and trust in Study I and Study 2 influences

the intention to use digital products and services in the cloud.

However, considering the uncertainty of intangible cloud services and DT, several standards have been

proposed to ensure data confidentiality, integrity and availability (CIA). Concerning the impact of DT,

the question is whether industry standards can eliminate data/information security challenges, increase

trust and reduce the perception of security risks. Furthermore, how does compliance with industry

standards impact DT security, and to what extent does compliance with industry standards promote

security? This was explored in Study 3.

Study 3 aims to explore and explicate the relationship between security and compliance with industry

standards. Study 3 is presented in the next chapter.
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Chapter 6. STUDY 3: Security versus

compliance: an empirical study of the impact

of industry standards compliance on

application security

Introduction
The third study, "Security versus compliance: An empirical study of the impact of industry standards

compliance on application security ", is an extension of studies 1 and 2. The aim is to explore whether

industry standards can strengthen DT and IS Security. As an alternative, consider whether DT needs a

different kind of security program to improve IS security despite the influence of industry standards.

Alternatively, DT requires a different form of security programme to strengthen IS security even under

the influence of industry standards. The aim of Study 3 is to examine the misconceptions of compliance

and Security that exist in the literature.

Compliance involves meeting standards set by outside parties, such as regulatory requirements or best

practices. On the other hand, Security pertains to a company's safeguards and controls for protecting

its assets. It shows that a business meets the basic security standards mandated by legislative

frameworks like ISO27001, TISAX, PCI, SOX, HIPAA, and GDPR.

Compliance, as opposed to Security, is motivated by business demands and is often performed to

facilitate seamless business operations and to meet external regulatory obligations. On the other hand,

Security is driven by technical requirements and the secure way humans interact with systems.

As discussed in Studies 1 and 2 and the literature review, compliance with an industry standard cannot

guarantee data security, application security, or organisational Security. The NFC model, for example,

combines numerous security operations into a unified approach to ensure adequate protection for DT

and IS security. In terms of standards, ISO27001, for instance, is used to lay the groundwork for an

organisation's information security, ISO27002 for implementing controls, and ISO27005, for carrying

out risk assessment and risk management.
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However, these standards have different characteristics: ISO27001 does not distinguish between the

controls that apply to a particular organisation and those that do not, while ISO27002 requires risk

assessment but does not specify the extent to which it should be conducted. Stewart (2017) concluded

that the standards are different, but in combination, they lack positive features.

This study will explore the reasons behind the discrepancies between industry norms and Security.

Study 3 is presented in journal article format and is currently published in the International Journal of

Software Engineering and Knowledge Engineering, published by World Scientific. The paper's

presentation adheres to the journal's guidelines, and tables and figures have been inserted strategically

to make reading easier. Harrison Stewart is the sole author of the article.

https://doi.org/10.1142/S0218194022500152

Statement of Authorship
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Security versus compliance: an empirical

study of the impact of industry standards

compliance on application security
Harrison Stewart

Abstract

The integration of security aspects into software development is an open topic, especially in highly

regulated industries where standards are accompanied by a high degree of complexity. Cyber attackers

are constantly inventing new tools to penetrate systems and exploit even the most minor flaws, and

adherence to an industry standard is not a solution. In this study, an empirical investigation is

conducted over a six-month period to observe two customer relationship management (CRM) systems.

To analyse

and anticipate the vulnerabilities of two CRMs, penetration testing methodologies and cross-project

prediction approaches are employed. Classification using multiple machine learning approaches is

utilized in the study to increase the discovery of vulnerable components in each CRM. The Student

t-test is also used to assess if the mean values of the two CRM datasets are substantially different from

each other in order to evaluate the efficacy of overall security and its features. The results show that

security best practices during application development have a significant influence on applications

created in regulated environments. The action research approach used to validate this study provided

positive results and its feasibility in practice to optimise security throughout the application

development. This study adds to the literature on information security management systems (ISMS)

and best practices in application development in terms of creating and implementing opportunities

based on broader information security management measures.

Keywords - Information security management system (ISMS); Reformed ISMS; Regulatory Standards;

Technology error related information security incident; Application Security; Security sustainability

Paper type - Research paper
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1.0. Introduction
Application security optimisation is constantly being researched to prevent unauthorised access to

critical applications, but most of the literature in this field has not yet addressed its practical challenges

(Stewart, 2020; Sahu, 2019; Calero, 2013; Sahu et al., 2014; Kumar, 2015). Even the recommendation by

security experts to apply regulatory standards such as ISO27001, NIST, PCI and others has not

eliminated cyber threats to applications (Stallings et al., 2012). This paper analyses the vulnerabilities of

different content relationship management (CRM) systems used by two groups of organisations: One

group adheres to a regulatory standard, the other does not.

Cybersecurity and regulatory standards (e.g., ISO27000 family, PCI, HIPAA, FIPPA, SOX, SOC, NIS, NIST,

etc.) are two terms that are often used interchangeably (Stewart, 2017; Pavlov & Karakaneva, 2011;

ISO/IEC, 2013). While cybersecurity is about detecting, preventing and preserving information assets

from loss or theft, regulatory standards are concerned with risk management, often with requirements

that go beyond information assets (Pavlov & Karakaneva, 2011; Safa et al., 2016; Ifinedo, 2014; Stewart,

2021; Hoffmann, 2016; Safa et al, 2016; Ifinedo, 2014; Carlson et al, 2008; Pavlov & Karakaneva, 2011;

Ali et al, 2013; Stewart & Jürjens, 2017; Pavlov & Karakaneva, 2011; ISO/IEC, 2013). Furthermore, while

security encompasses a set of tools and processes used to protect and defend an organisation's

information and technological assets, regulatory standards focus on the storage and processing of data

and the associated legal requirements or frameworks that apply to its protection (Stewart & Jürjens

2018; Luo et al., 2011; Carlson et al., 2008; Pavlov & Karakaneva, 2011; Ali et al., 2013; Stewart &

Jürjens, 2017; Stewart & Jürjens 2017). Figure 1 shows the interaction between security and

compliance.
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Figure 1: Interaction between security and compliance

The worldwide information security standard ISO/IEC 27001:2013 specifies the standards for an ISMS

that assists organisations in managing their information security by taking humans, processes, and

technology into consideration. Certification to the ISO 27001 standard is recognised globally as

confirmation that an ISMS adheres to best practices in information security. ISO 27001 is a framework

that assists organisations in establishing, implementing, operating, monitoring, reviewing, maintaining,

and continually improving their ISMS. It is a standard in the ISO 27000 family of information security

standards. Although the IS27001 is considered an industry standard for competitive advantage, it does

not distinguish between the controls applicable to a particular organisation and those not applicable.

(Hoffmann et al., 2016; Walid Al-Ahmad & Bassil, 2013; Ali et al., 2013; Pavlov & Karakaneva, 2011;

Calero et al.,2013; Sahu et al., 2014; Kumar et al., 2015; Stallings et al., 2012; ISO, 2013). Figure 2 shows

the ISMS controls according to ISO27001.

Figure 2: Information Security Management System based on the ISO27001

Unlike industry standards such as ISO27001 shown in Figure 2, application security is a combination of

several factors that helps software developers develop a secure application throughout its lifecycle as

shown in Figure 3 (OWASP, 2018; Kumar et al., 2015; Stallings et al., 2012; Calero et al., 2013; Sahu et

al., 2014; Alenezi & Khellah, 2015). The primary approach to developing an effective and reliable
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application security framework is to assess and maintain confidentiality, integrity and availability (CIA)

during the application development process to prevent security breaches (Mardani et al., 2015; Luthra

et al., 2015; Stewart, 2021; Calero & Piattini, 2015; Bishop, 2005; Nyanchama, 2005). A mature security

framework that addresses application security must consist of (i) security by design; (ii) risk mitigation;

(iii) attack and threat analysis; (iv) use and misuse cases; (v) code review; (vi) penetration testing; and

(v) adherence to specific application security policies to ensure confidentiality, integrity and availability

of the system and data (Calero et al., 2019; Agrawal et al., 2020). Figure 3 shows a typical application

security system framework, which is completely different from the ISO27001 shown in Figure 2.

Figure 3: Application security maturity framework

As shown in Figure 4, a software application consists of several building blocks such as (i) APIs, (ii) web

server, (iii) databases, (v) network configurations and (vi) application binaries. These blocks are not

addressed in the ISO27001 ISMS framework shown in Figure 2.

Figure 4: Software application building blocks
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Hence, the link between industry standard compliance and security may be defined by identifying the

capabilities that contribute to both as depicted in Figure 5.

Figure 5: Components of industrial standard and application security

The study report is structured as follows: First, an overview of this study and the introduction described

in part one; in section two, related work are listed. Section three examines the security of two CRM

systems in two different organisations, and section four confirms the findings through data collection

and penetration testing. Section five addresses the risks and limitations of validity. Section six discusses

the implications of the study, followed by the conclusion in section seven. The results will help security

practitioners to incorporate long-term security considerations into the application programme

development process.

2.0. Related Work
The search for related work on industry standards and security was conducted in peer-reviewed

security journals, conference proceedings, institutional repositories, magazines and Google Scholar. The

search was conducted as in the work of Webster and Watson (2002). Table 1 provides an overview of

related work.

Table 1. Related work

Study Key Findings Method

Moyón et al. (2018) Suggest that regulatory

requirements are utilized to

generate security activities and

Literature review
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that, as a result, additional

security procedures should be

included while aligning them with

standards.

Fitzgerald et al. (2013) Highlights that there is a lack of

agile methods in regulated

environments, which leads to

security shortcomings.

Continuous Software Engineering

(CSE)

Bartsch (2011);

Baca (2012);

Beznosov & Kruchten (2004);

Siponen et al. (2005);

Felderer & Pekaric (2017)

The authors concentrate on

solving security issues without

focusing on regulations.

Literature review

Felderer & Pekaric (2017);

Bell et al. (2017); Ahola et al.

(2014);

Baca & Carlsson (2011);

Ch´oliz et al. (2015);

Baca et al. (2015);

Stephanow & Khajehmoogahi

(2017)

Propose the integration of security

into the application development

process and neglect standards

compliance activities.

ISO/IEC (2017) Propose a holistic approach to

combine safety and industry

regulations for an in-depth

analysis of a safety standard.

S2C-SAFe

Scaled Agile Framework (SAFe).

Bartsch (2011) Suggest practical concerns of

continuous -security procedure

S2C-SAFe
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during development process to

security.

Tøndel et al. (2017) Propose an approach to bridge the

gap between application

development, practical security

and compliance.

S2C-SAFe

Beck et al. (2011) Highlights that application

development requires individual

assessment and collaboration,

while standards focus on

documentation, agreements and a

defined process

Survey

Calero & Piattini (2015) Suggest avoiding laxity in security

and sustainability when

developing a web application for

an institution where data, time,

and big assets are at stake.

Sustainability on design features.

Schieferdecker (2020)

Suggests that developers need to

pay attention to sustainability and

security simultaneously to ensure

that the software is both

sustainable and secure.

Ethical principles for software

development.

Stewart (2020) Address security and protection

issues in organisations and suggest

that work should focus on

malware code development and

improving the framework for

accessing applications.

Stewart (2021)

Stewart (2020)

Recommend that sensitive data

stored on cloud servers be
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encrypted before being stored in

the cloud.

Agarwal et al. (2019) The study uses fuzzy based MCDM

approach and multi criteria

decision making approaches to

identify four parameters that are

very important to ensure

application security, namely:

confidentiality, integrity,

availability, and durability.

Fuzzy based MCDM approach.

Calero & Piattini (2019) The results of the study show that

durability as a sustainability

characteristic and binding,

cohesion of design attributes as

essential characteristics that have

a significant impact on the

security of the web application.

Human, Environmental and

Economic sustainability.

Oyedeji et al. (2018) Suggest that developers need to

look at sustainability and security

simultaneously to ensure that the

software is both sustainable and

secure.

Catalog of web application

sustainability designs

Venters et al. (2018). Suggest research methods to

show how to deal with sustainable

security in software architectures.

Software security and sustainability

Architectures

Li et al. (2017) Developed a new strategy for

mobile edge computing based on

a security framework using fuzzy

theory

Fuzzy theory

Babak et al. (2015) The results of the study show the

most important risks of web

Mapping severity of Confidentiality,

Integrity and Availability (CIA).
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applications that must already be

considered in the planning phase.

3.0. Background
Two CRM software vulnerabilities were investigated at two companies, involving remote code

execution, denial-of-service (DoS) attacks, cross-site scripting (XSS), SQL injection and cross-site request

forgery (CSRF). Company A and Company B are two distinct companies operating in the three main

service and utility sectors traditionally managed by the public sector: Water Management, Waste

Management and Energy Services. Company A has more than 419,922 employees in 72 countries of

different nationalities and company B has more than 19,748 employees in 30 countries. Company B’s

software development department does not comply with ISO27001 or any other relevant industry

regulation, while Company A complies with ISO27001 certification and other standards. The two firms

are among the fastest growing innovative companies over the last decade: Current production is 2.1

million and 1.7 million sales per day, respectively; net profit was over 6.8 billion euros and 4.8 billion

euros in 2020.

All their areas are very complex and require a variety of activities and professional enterprise

applications for processing sensitive data. They bring together experts from different disciplines and

with mutual knowledge on an exceptionally global scale. Compliance with the General Data Protection

Regulation (GDPR) is also critical to all the two companies, not to mention the legal and policy regimes

that have given the sectors confidence in their data. The challenge, then, is to integrate the various

information security disciplines within the software development department and ensure a balance

between the efficiency required for routine activities and the innovation required for new projects.

The companies develop their own application programmes, all based on modern technology, to satisfy

their customers and gain their trust (Stewart 2021; Stewart & Jürjens, 2018). Large amounts of sensitive

data are processed here. Company A's public image seems to be good as it can convince customers and

partners with its ISO27001 certification and other standards. In contrast, Company B is still in the

process of preparing for ISO27001 certification. However, company B has created an application

security framework that governs how developers should develop its enterprise application.

This sparked interest in studying the two CRMs to predict which of them are vulnerable to cyber-attacks

and whether or not the applications, developed in an industry-standard environment, convey security.
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After meeting with the CIOs of each company, it became apparent that the software developers of

company A were not trained in application security development compared to company B. The average

score for application security awareness among the developers of each company is shown in Table 2.

Table 2. Application security awareness among developers

Overall awareness (%)

2019 2020

company A 0.1% 0.2%

company B 99.9% 99.8%

4.0. Methodology
This work makes a two-fold contribution: it evaluates two firms through surveys and penetration

testing. Here, a survey was conducted initially, followed by a pilot test, interviews, data analysis,

penetration testing (Kali, 2014; Owasp, 2019; Duan et al., 2019; Zhou 2020; Kumar et al., 2019;

Walsham 2006), cross-project vulnerability prediction (Kawata et al., 2015; Hosseini et al., 2016; Bin et

al., 2017; He et al., 2018; Herbold et al., 2018), hypothesis testing (O'Mahony, 1986) and observations

perspective (Baskerville's, 1999). The research method is shown in Figure 6.
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Figure 6: Research methodology

In this study, vulnerability prediction is framed as a classification issue by predicting if Company A CRM

system is vulnerable. This study presents a cross-project vulnerability prediction framework to

automatically predict vulnerabilities in the two CRMs. The proposed approach is shown in Figure 7.

Based on the source code metrics of both CRM files and their class labels (vulnerable or not

vulnerable), the predictive model is trained on the two data. After running the model on this training

dataset, it is tested on a third project to evaluate the effectiveness of this model in predicting the

vulnerabilities of another project (cross-project prediction). Cross-project vulnerability prediction

models are trained on data from one or more projects for which predictors (e.g. product metrics) and

actual vulnerabilities are available. Predictive models are then built using machine learning techniques

(classifiers) to predict vulnerabilities in the application program files of a new project. To further test

the hypotheses of whether compliance conveys security or not, student t-tests (O'Mahony, 1986) are

used as the approach for this study.

Figure 7: The conceptual prediction binary classification approach.

Following Baskerville's (1999) approach to testing and refining this case study, the five-month action

research consisted of two research cycles. The first phase of research in both sectors started from

March 2020 to May 2020 and consisted of interviews and application testing. The second phase, also

referred to as the observation phase, began in May 2020 and was completed in September 2020. This

second phase focused on improving security through development and communication.
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4.1. Survey Data Collection

The representative sample technique was used for the survey so that the study's findings could be

confidently extrapolated. A data policy agreement was signed; which stated that the data collected

would be utilized only for this study and would not be imparted to any third party.

The data collection phase was conducted in three steps, as in the work of Walsham (2006), namely: (1)

a survey, (2) interviews and (3) participant observation. An anonymous and open-ended survey was

used to collect information about software developers' knowledge of information security in relation to

security in development with established policies, their behaviours, opinions and their application

development process to maintain application security. The survey was conducted anonymously by

telephone, by mail, via the Internet and in person to obtain more honest feedback (Myers and Newman

2007; Walsham 2006). Data analysis was conducted using the SPSS programme. Questionnaires were

completed using the Cetbix situational awareness platform.

The pilot test in the initial phase consisted of 37 questions. In the final version, 26 questions were asked

based on the feedback from the pilot test. During the pilot test, a selected group of staff tried out the

40 tested questions and gave their feedback before the final questions were fully deployed. The

interviews lasted 45 minutes.

Semi-structured interviews were then conducted to gain a deeper understanding of developers'

perceptions and opinions of application security compliance versus regulatory standards during

development, particularly with regard to their current practices and their ability to use their current

information security policy (ISP) or other application security policies directives. Open-ended

questionnaires were used during the interview (Britten, 1995). The interview started with questions

that the participants could easily answer and then moved on to more difficult and sensitive topics. This

helps to make respondents feel comfortable, build trust and rapport (Stewart & Jürjens 2018), and

generate rich data with which to subsequently develop the interview (Britten, 1999).

The data collecting phase was conducted with the direct involvement of personnel and the ISP

programme manager. All of the questions were related to one of the items in Table 3. These related

items are standard items from the Cetbix Risk Assessment Tool used to conduct the survey. The

abbreviation "Q" in Table 3 represents the number of questions in each of the related items selected

for this work.

Table 3. Questionnaire and related questions
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Related Items Questions

General questions Q1- Q11

Mitigation Strategies to Prevent Malware Delivery and Execution Q12- Q18

Mitigation Strategies to Limit the Extent of Cyber Security Incidents Q19 - Q21

Mitigation Strategies to Detect Cyber Security Incidents and Respond Q22- Q23

Mitigation Strategies to Recover Data and System Availability Q24 - Q25

Mitigation Strategy Specific to Preventing Malicious Insiders Q26

The survey, interviews, and observation provided insights into the information security strategies of all

the three companies. Also examined were (i) the extent to which development teams are aware of risks

associated with deprecated protocols and cryptography, (ii) security information based on detailed

knowledge of the current security posture of their CRM applications, (3) cyber threat information

shared among colleagues and partners, (4) organisational commitment to application security

development projects, and (5) misconceptions about application security based on security expertise

and knowledge. Systematic sampling was used to select respondents (see Table 4).

Systematic sampling based on picking every nth person where n= (1)
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒
𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒

In both firms, there were 30 IT employees. Each number was divided by ten, yielding a total of three.

Every third individual was chosen here. As a result, the sample size was reduced to ten persons. Each

interviewee was issued an anonymous ID identification to maintain anonymity (Walsham 2006), as

indicated in Table 4.

Table 4. Employee Tags Used for Anonymity

Group of users
Number of users

company A

Number of users

company B
Anonymous ID

CTO 1 1 IDR_SE1

Senior Developer 3 3 IDR_SD

Junior Developer 6 3 IDR_JD

Security Teams 0 3 IDR_ST

n= 10 10
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As mentioned earlier, the data collection in this study consists of a survey and a penetration test. After

surveying the two companies, the next step was to subject all the CRM systems to a penetration test to

identify exploitable vulnerabilities and to verify if company A CRM system is vulnerable. The dataset

collected during penetration testing is described in Section 4.2.

4.2. Penetration Testing (Dataset)

In this study, data is collected from all the CRMs, as in the work of Walden et al. (2014). The data

contains various software metrics and vulnerability information about their CRM files. This dataset was

collected through penetration testing performed by 6 ethical hackers (Tounsi & Rais, 2018). A

penetration test is a simulated cyber attack on a computer system, network, website and application

program to discover exploitable vulnerabilities (Tufan et al., 2021; Al-Matari et al., 2020). It is

considered a legal and authorized measure to assess and secure computer networks. (Kali, 2014;

Owasp, 2018; Owasp, 2019; Khater et al, 2020; Tounsi & Rais 2018). For this purpose, a vulnerability

scanner is used to verify the security of the CRM systems to detect vulnerabilities and security holes

(Kali, 2014; Duan et al., 2019; Zhou 2020). Most advanced vulnerability scanners rely on a vulnerability

database that includes information related to services, packet types, ports and other known

vulnerabilities that pose a threat as well as recommendations for addressing those vulnerabilities

(Agrawal et al., 2019; Calero & Piattini, 2019).

In addition, the researcher and the ethical hackers used attack simulations, malicious attack techniques,

and a system security status assessment for penetration testing of the network servers running the

CRM system. The steps to develop the pentest are based on the approach of Vaca et al.

(2020). Their work sheds more light on the phases of penetration testing in the pre-attack phase with

passive exploration and active exploration. Throughout the assessment process, the researcher and the

six pentesters followed the proactive approach to exploiting the vulnerability from an attacker's

perspective, which relies on active analysis of different vulnerabilities, technical flaws and system

weaknesses.

All these tests were conducted by six different professional ethical hackers to minimise the amount of

subjective opinion in each measurement. To avoid any bias in the validation, the size of each

organisation's attack surface, such as the network attack surface, the application program (CRM) attack

surface, the physical attack surface and the security awareness of the CRM users were taken into

account (Tufan et al., 2021).
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For the attack surface of their network, the overall design/topology of the network, open ports,

insecure protocols, multiple users with management account, low bandwidth, placement of critical

systems, firewall rules and other security mechanisms such as Intrusion Detection Systems (IDS),

Intrusion Prevention Systems (IPS) and Virtual Private Network (VPN) were considered (Tufan et al.,

2021). The researcher and pentesters observed the size of the organisations' internal networks and

multiplied it by the size of their internet presence. For the attack surface of the applications, the

number of running services, the number and type of ports the applications listen to, privacy settings,

open-source application programs, application programs without security updates and their patch

management were taken into account (Owasp, 2018; Owasp, 2019; Al-Khater et al., 2020).

Furthermore, since employees play a major factor in application security, employee’s attack surface,

such as the risk from social engineering, potential for human error, rogue devices, passwords on sticky

notes, phishing emails, and the risk of malicious conduct were addressed (Stewart, 2020;

Al-Khater et al., 2020).

After assessing all these areas, the extent of each organisation's attack surfaces, their level of exposure,

their vulnerabilities and how an attacker could exploit them was known (Al-Matari et al., 2020). All of

these assessments enabled the mapping of all touch-points between any host on the Internet and any

host on each respective organisation's internal network. These touch-points included user interface

forms, HTTP headers and cookies, APIs, files, databases and other local storage, emails and other

messages, and run-time arguments. These touch-points are considered vulnerable paths for attackers

to penetrate an organisation's network or attempt to exfiltrate data (Tufan et al., 2021; Al-Matari et al.,

2020).

The six ethical hackers and the researcher also identified the CRM processes, transaction

interfaces/APIs, operational commands, monitoring interfaces/APIs, and interfaces to other

applications/systems. They also examined attack vectors such as SQL injection, DDoS attacks, phishing

attacks, and eavesdropping attacks. Each CRM system risk was classified as low risk, medium risk, or

high risk (Vaca et al., 2020; Jouini et al., 2014). This work took into account the attack surfaces of each

organization to ensure transparent validation. Applications that do not belong to the two organizations

were separated from the target application. Unassigned and non-registered IP addresses were blocked

from accessing the application's networks. Other regions and countries not associated with these

organizations were also blocked from accessing the application. Those irrelevant regions, IPSs, and

malicious websites were not worth the required firewall and IPS resources, nor a flood of security
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incident and event management (SIEM) alerts (Vaca et al., 2020). In other words, the researcher and

the hackers filtered out these issues to save security resources by examining only the truly unknown

traffic and focusing on what was important, not what was already known.

While this pentesting was intended to allow researchers to evaluate the CRM, it was also necessary to

ensure that the test did not disrupt the normal operation of the business system. Tools used in the

penetration testing include but are not limited to nmap, burp-suite and metasploit (Walden et al.,

2014). The in-depth study of both systems provides a comprehensive understanding of the nature of

cyber attackers and their threats (Al-Khater et al., 2020). The attack phase included various methods.

All tests were conducted in a phased manner according to the National Institute of Standards and

Technology (NIST SP 800-115) (Scarfone et al., 2008).

Tables 5 and 6 reflect the severity rating in the test report for Company A and Company B, respectively.

To statistically measure the severity of a vulnerability, the Common Vulnerability Scoring System (CVSS)

is used to provide a numerical score of measurement. To simplify this measurement, the risk level is

stated in descending order of criticality as high, medium, and low. Any deviation from associating a

vulnerability with the standard rating is documented and justified by the penetration testing team. The

penetration testing team documents and justifies any divergence from the conventional attribution of a

vulnerability to a rating. These results will be used in the next sections to further evaluate this paper.

Table 5: CVSS results of the penetration test for company A

High Medium Low Total

Hacker 1 10 2 2 14

Hacker 2 17 1 1 19

Hacker 3 11 2 4 17

Hacker 4 12 3 1 16

Hacker 5 13 4 1 18

Hacker 6 11 1 2 14

Total Vulnerabilities 98

Table 6: CVSS results of the penetration test for company B

High Medium Low Total

Hacker 1 0 0 1 1

Hacker 2 0 0 1 1
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Hacker 3 0 0 1 1

Hacker 4 0 0 1 1

Hacker 5 0 0 1 1

Hacker 6 0 0 1 1

Total Vulnerabilities 6

The dataset, which contained various software metrics and information about vulnerabilities in the

files, was collected from both CRMs and examined by the researcher and ethical hackers. Table 5

provides descriptive statistics on the dataset.

Table 7: Descriptive statistics on the dataset of the two CRMs

System Vulnerable Files Total files Standard Compliant

company A - CRM 98 1631 Yes

company B - CRM 6 3731 No

Table 8 and 9 show the number of connections made by each ethical hacker. For consistency, the

intervals were set to the default of 10 seconds with a test connection timeout of 5 and a test duration

of 240 seconds. Each ethical hacker was asked to perform a DoS attack based on the default settings to

determine how many connections would succeed and at what number of connections the server would

become unreachable. As shown in Table 8, 99% of the DDoS attacks at Company A resulted in a

noticeable disruption to the CRM system, which was not the case at Company B, as shown in Table 9.

These results will be used in the next sections to further evaluate this paper.

Table 8: Results of the DoS attack for company A

Number of

connections

Intervals/sec Probe

connection Time

Out

Test

duration/se

c

Connected Pending Server Down

2000 10 5 240 1900 2100 Yes

2000 10 5 240 1901 2200 Yes

2000 10 5 240 1911 1905 Yes

2000 10 5 240 1161 100 Yes

2000 10 5 240 1000 1011 Yes
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2000 10 5 240 1800 1702 Yes

Table 9: Results of the DoS attack for company B

Number of

connections

Intervals/sec Probe

connection

Time Out

Test

duration/sec

Connected Pending Server Down

2000 10 5 240 10 0 No

2000 10 5 240 10 0 No

2000 10 5 240 10 0 No

2000 10 5 240 10 0 No

2000 10 5 240 11 0 No

2000 10 5 240 10 0 No

4.3. Experimental Design

The researcher further explored which of the two systems would be a suitable fit for the training

dataset. In this study, the predictive model in Figure 6 relies on existing classifiers to investigate which

of these CRM systems are appropriate for the training dataset. Using data mining techniques on

software metrics is one approach for automatically predicting vulnerabilities. The model learns from

training data and predicts class labels for any given data (Kawata et al., 2015; Hosseini et al., 2016; Bin

et al., 2017; He et al., 2018; Herbold et al., 2018).

There are several classification algorithms, and it is difficult to predict which method is superior to

another. The selection of one of these methods depends on the application and the nature of the data

set at hand. In this study, five algorithms' methods, namely logistic regression (Hilbe, 2009), Naive

Bayes (Lewis, 1998), J48 decision tree algorithm (Quinlan, 2014), Random Forest (Chan and Paelinckx,

2008), and Support Vector Machines (Hearst et al., 1998), are used to build a vulnerability prediction

model in Weka (Hall et al., 2009). In machine learning, the process of predicting the class of data points

provided is called classification. These classes are also referred to as targets, labels, or categories. This

classification aims to estimate the accuracy of each target class for each data sample (Kawata et al.,

2015; Hosseini et al., 2016; Bin et al., 2017; He et al., 2018; Herbold et al., 2018). A classification task

starts with a collection of training datasets and requires the use of machine learning algorithms to
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figure out how to assign class labels to instances, e.g., "vulnerable" or "not vulnerable." There are a

variety of

classification tasks, namely: predictive modeling, binary classification, multi-class classification,

multi-label classification, and unbalanced classification.

Since the model is based on two instances: "vulnerable" or "not-vulnerable", binary classification is

chosen in this work. Moreover, the five algorithms selected for this work match the binary

classification. Here, "not vulnerable" is the normal state with class label 0, while "vulnerable" is the

abnormal state with class label 1 as shown in Figure 6.

4.4. Evaluating The Predict Measures

The classification algorithm is evaluated based on F-measure, recall and precision. F-measure provides

a precise description of the classifier, Recall evaluates the extent to which vulnerable classes (instances)

are covered by a model and Precision measures the actual number of vulnerable instances returned by

the model. A high recall value means less false-negative results (Neuhaus et al., 2007) while a high

precision value means less false positives. Since neither precision nor recall provide reliable results

when used alone, the F-measure in this study was intended to provide a way to represent both aspects

with a single result. F-Measure combines precision and recall into a single metric that accounts for both

characteristics (Powers, 2011). Based on the binary classifier, two errors were expected, i.e., false

positive (FP) or false negative (FN). For the two classes - vulnerable or not-vulnerable - the vulnerable

classes are classified as true positive (TP) and the non-vulnerable classes as true negative (TN). The

confusion matrix in Table 10 provides information about the individual - vulnerable or not-vulnerable -

performance measures.

Table 10: Confusion Matrix

Positve Prediction Negative Prediction

Positive Class (not-vulnerable) True Positive (TP) False Negative (FN)

Negative Class

(vulnerable)

False Positive (FP) True Negative (TN)

Vulnerable CMR (company A) Not Vulnerable CRM (company B)
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The confusion matrix highlights the performance of the prediction model and the accuracy of the class

predictions (vulnerable and not vulnerable), as well as the associated errors.

Recall = True Positive (TP) (2)

True Positive (TP) + False Negative (FN)

Precision = True Positive (TP) (3)

True Positive (TP) + False Positive (FP)

F-measure =2x True Positive (TP) (4)

True Positive (TP) + False Positive (FP)

4.5. Precision Results

Based on the results for precision, recall, and F-measure, the Random Forest and J48 classifiers

outperform logistic regression, Naive Bayes, and Support Vector Machines, as shown in Table 11. Table

11 displays the performance of the classifiers as well as the relevant assessment measures. Random

Forest and J48 fared similarly with some fluctuation, but Random Forest outperformed J48. That is,

in the case of company A's dataset, F-measure values for NB, LR, J48 and RF, are 0.736; 0.739; 0.787

and 0.755 respectively while company B’s F-measure values are 0.948; 0.989; 0.981 and 0.995

respectively. The results indicate that J48 and RF classifier techniques outperformed NB and LR based

on Precision, Recall, and F-measure. The proportional odds assumption (ordinal logistic) is then used to

test whether the difference between J48 and RF is significant in building predictive models. The

proportional odds assumption (ordinal logistic) was preferred to the Kruskal-Wallis test [Sprent and

Smeeton, 2007] because Kruskal-Wallis does not indicate the groups that differ, only whether a

significant difference exists between them. These results are shown in Table 11.

Table 11: Classification outcomes

Naive Bayes (NB) Logistic

Regression (LR)

Support Vector

Machines (SVM)

J48 Random Forest

(RF)

company A

Recall 0.739 0.721 0.746 0.775 0.747
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Precision 0.734 0.729 0.717 0.739 0.739

F-Measure 0.736 0.739 0.759 0.787 0.755

company B

Recall 0.971 0.991 0.991 0.993 0.994

Precision 0.985 0.985 0.984 0.986 0.986

F-Measure 0.948 0.989 0.989 0.981 0.995

The ordinal logistic test was conducted separately for the F-measures, as shown in Table 12. The

p-value exceeds 0.05, indicating that the difference in F-measure values is not clinically meaningful.

Table 12: Proportional odds assumption (ordinal logistic) of J48 and RF outcome

F-measure

chi-squared (χ2 test) 2.0

Degrees of freedom 2.1

p-value 0.3796

The model was trained on the CRM dataset of company A, as its vulnerability distribution was greater

than that of company B's CRM dataset. The results of the cross-project prediction are presented in

Table 13. The outcomes proved reliable. Small discrepancies in performance between the cross-project

prediction and the within-project prediction were also observed.

Table 13: Cross Project Prediction Results

J48 RF

Precision 0.986 0.985

Recall 0.957 0.949

F-Measure 0.969 0.952

The F-measure in company A's CRM dataset for within-project and cross-project prediction is 0.011, as

seen in Figures 8 and 9 based on J48 and RF.
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Figure 8: Within-project vs. Cross-project model performance (J48)

Figure 9: Within-project vs. Cross-project model performance (RF)
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At this point, it is clear that company A's industrial compliance framework has no impact on the

development and security outcomes of its CRM system. The next step was to analyse whether

compliance with the standards has an impact on the network and systems running the CRM. For this,

the student t-test is used to answer hypotheses.

4.6. Validation of Penetrations & DOS Attack

Based on the results in Table 5, 6, 7 and 8 the discrepancies in the vulnerability of the two CRM systems

were normalised by the number of internal systems in the network of both organisations. To eliminate

any variations between systems, the number of systems in each organisation was divided by the

number of intrusion attempts and DoS/DDoS connections. The two sets of data from the two

companies are evaluated by formulating the following hypotheses:

● H0: There is no difference between company A's and company B's datasets and applying

additional application security policies rather than compliance with a regulated standard has no

application security implications.

● H1: There is a significant difference between company A's and company B's datasets and

applying additional application security policies rather than compliance with a regulated

standard has application security implications.

The hypotheses are tested using the student t-test (O'Mahony, 1986). The two main output parameters

of this student t-test are the t-statistic and the p-value. Similar to the normality test of D'Agostino and

Pearson (1973), the conclusions to accept or reject the null hypothesis are based on the magnitude of

the p-value. To minimise the possibility of error, the p-value was set at 0.01 (i.e., a 99% confidence

level) rather than the recommended level of 0.05 (i.e., a 95% confidence level). The probability of error

in rejecting H0 was assumed to be 1 %.

The t-statistic is calculated as follows: (5)
𝑋
1
−𝑋

2

𝑠
𝑝 2

𝑛

𝑛

where n = number of observations, = the mean value of dataset k, - unbiased𝑠
𝑝
=

𝑆
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𝑋
2

2

2

estimator of variance of the k-th dataset.
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The central limit theorem is used to normalise the distributions (Bárány and Vu, 2007) by iteratively

sampling each data set and calculating the means at each iteration of 100 iterations with 30 values in

each sample. The distributions appear as indicated in Figure 10 a, b, c and d respectively:

Fig 10: a. Mean distributions of penetrations for
Company A

Fig 10: b. Mean distributions of penetrations for
Company B

Fig 10: c. Mean distributions of DoS for company A Fig 10: d. Mean distributions of DoS for company B

Fig.10. a shows the normalised distribution of average differences per system for penetrations for

Company A, while Fig.10. b shows the normalised distribution of average differences per system for

penetrations for Company B. Fig.10 c shows the number of allowed connections during DoS/DDoS

attacks for company A, while Fig.10.d shows the number of allowed connections during DoS/DDoS

attacks for company B. After testing the normality hypothesis, the following results were obtained (see

Table 14).

Table 14: Normality tests after CLT is applied

K-statistic p-value
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Mean distribution of penetrations difference company A 2.44 0.29

Mean distribution of DoS attacks connected differences company A Null 1.0

Mean distribution of penetrations difference company B 0.41 0.81

Mean distribution of DoS attacks connected differences company B 1.6 0.45

As shown in Table 14, the p-values are high (above the value of 0.1) in all four cases. This indicates that

the distributions are normal and student's t-test can be used to compare the measurements.

Furthermore, it was possible to calculate the p-value with a significance level of 99 % based on the

number of degrees of freedom. The t-statistic for penetration testing is -68.8, with a corresponding

p-value of approximately 3.4068e-140, which is extraordinarily low. This number is significantly lower

than the previously stated threshold, implying that the H0 hypothesis can be rejected. In this case,

company A's negative t-statistic value is larger than that of company B. This implies that conformity

does not convey security, allowing the H1 hypothesis to be accepted.

The uninterrupted capabilities of both CRMs are then examined by evaluating the amount of DoS

attacks using the following hypothesis to see if conformance has an influence on security.

● H0: There is no difference between company A's and company B's number of external

connections allowed and applying additional application security policies rather than

compliance with a regulated standard has no security implications.

● H1: There is a significant difference between company A's and company B's number of external

connections allowed and applying additional application security policies rather than

compliance with a regulated standard has security implications.

The operations lead to the following results:

T−statistic =−71.88, p−value=3.018e−87 (6)

Since p-value is significantly smaller than the specified threshold of 0.01, the H0 hypothesis can be

rejected once more. This implies that compliance does not imply security, allowing the H1 hypothesis

to be accepted.

4.7. Combined Validation

A further hypothesis test is conducted for the number of penetrations and the number of connections

permitted, and the H0 hypothesis is rejected again owing to its low p-value in both situations. A final
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hypothesis test was performed for the combined distributions of penetrations and DoS attempts to

achieve more certainty in answering the research question.

● H0: The combined distributions do not differ and applying additional application security

policies rather than compliance with a regulated standard has no security implications.

● H1: The combined distributions differ and applying additional application security policies

rather than compliance with a regulated standard has security implications.

The first stage was to determine the degree to which the two factors were dependent on each other for

both firms.The covariance is determined for this purpose as follows:

(7)

Both covariances are low, indicating that the variables are independent. The following basic parameters

can be calculated:

(8)𝑋 −
𝑐𝑜𝑚𝑏

= 𝑋 −
1
+ 𝑋 −

2
𝑠
𝑐𝑜𝑚𝑏

= 𝑠
1
2 + 𝑠

2
2 + 2𝐶𝑜𝑣

12

where Xi_ is the sample mean and si is the sample standard deviation.

After determining the parameters of the combined distributions for the differences between

companies A and B, the values are simulated using the Monte Carlo method before further hypothesis

testing (Anderson, 1986). In accordance with the parameters of the normal distribution for each

combined variable, 100 independent random values are generated. These 100 independent values

represent the state of security for company A and company B separately. The hypothesis test is

performed on the generated states of security and the process was iterated 10,000 times. The

distribution of the t-statistics is shown in Figure 11.
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Figure 11. T-statistics distribution of 10,000 generations

As shown in Figure 11, the t-statistic for the average of the combined cases is -72.4, and the

corresponding p-value is 1.06e-142 on average. Since there is no significant difference in the t-statistic

and p-value, H0 is rejected without any doubt due to the extremely low p-value, which ultimately

answers the research question that industry compliance frameworks (e.g. ISO27001, NIST, PCI) have no

impact on application security development and outcomes.

The results of the study were preliminarily confirmed using different approaches and showed a solid

consistency between the hypothesised properties and the associated information. To be sure that there

is a significant influence of the application security strategy on the application results, three different

hypotheses were tested using t-test as follows:

1. Hypothesis tests for the mean number of penetration differences.

2. Hypothesis test for the mean number of permissible connection differences during the DoS

attack.

3. Combined hypothesis tests for the mean number of penetration differences and the mean

number of permissible connection differences.

In all three cases, the hypotheses have been formulated as follows:

● H0: The application of application security measures has no impact on application security in

comparison to regulatory standards (ISO27000 Family, PCI, HIPAA, FIPPA, SOX, SOC, NIS, NIST,

etc.).
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● H1: The application of application security measures has a significant impact in comparison to

regulatory standards (ISO27000 Family, PCI, HIPAA, FIPPA, SOX, SOC, NIS, NIST, etc.).

4.8. Observation

The method of this observation is based on a systematic approach. In doing so, the researcher focused

on different types of activities to highlight the distinctions in this study (Angrosino & dePerez, 2000).

Due to the considerable amount of time involved, the researcher had the opportunity to observe and

participate in a variety of activities over time. Through these activities, the researcher was able to

engage with the 10 members of Company A who were able to outline what the study meant to them as

individuals and how they could use the findings to improve their current development process. Trust

was an essential component in building relationships to get participants to open up (Taylor & Bogdan,

1984; Merriam, 1998; DeWalt & DeWalt, 2002; Wolcott, 2001; Lincoln & Guba, 1994 )Several activities

(DeWalt & DeWalt, 2002). Other best practices, including ethics, were considered to minimise

researcher bias and maximise the efficiency of the field experience (Angrosino & dePerez, 2000).

4.9. Evaluation of the Field Notes and Writing up of the Results

To ensure accurate mapping, the researcher's biases were set aside (Kutsche, 1998). The mapping

method was based on the approach of Kutsche (1998). The researcher created a detailed physical map

of Company A's surroundings, using as much detail as possible. The company was studied several times

to evaluate how the findings and recommendations were used in different application development

projects. In order to practice cultural relativism, the researcher refrained from making value

judgements and instead used relevant adjectives to meaningfully describe the different aspects of the

environment (Schensul et al., 1999). Only one of the five senses, vision, is used in this mapping

procedure. This observation phase was conducted from May 2020 and concluded in September 2020.

Table 15 summarizes the positive feedback, and the summarised constructs underpinning the insights

acquired by Company A can be identified and integrated into the context of this research through the

following constructs:

● A clearly defined and focused application security strategy;

● Strict alignment between the application security strategy and the organisation;

● A thorough consideration of the business and organisational context.

Table 15. Summary of the Results Achieved
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Issue Method Source of Evidence
Improved the costs associated with application security

training.

Interview
IDR_SE1

Improved the level of knowledge in the area of

application security development.

Interview
IDR_SD

Improved awareness and eliminated any misperceptions

with the developer team.

Interview IDR_JD

Observed staff's understanding and commitment to

application security best practices to dispel

misconceptions.

Participatory

observation

Researcher

Improved management willingness to invest in

developing all developers.

Participatory

observation

Researcher

Observe the behavior of stakeholders and employees. Direct observation Researcher

Figure 12. Participants and observers' satisfaction.

The satisfaction scale is depicted in Figure 12. The considerable drop is due to one participant's

dissatisfaction with the security training, which focused on developers and application users but not on

the whole organisation, including management and stakeholders. From a safety perspective, it is critical

for companies to ensure that safety training is provided regularly to the entire company and not just to

a select group. This should also be measured by the effectiveness of safety training, monitoring of
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safety

incidents, feedback from employees, monitoring of changes in employee behaviour and attendance at

training, all in line with the company's strategic objectives.

5.0. Threat to Validity (Limitations)

The data in this paper comes from two organisations and therefore the results of this study cannot be

replicated by other researchers as the dataset is not publicly available. A data policy agreement was

signed; which stated that the data collected would be utilized only for this study and would not be

imparted to any third party. As the study was limited to two CRM systems, the results obtained may be

specific to them, even though the applications used were from different organisations. There is also a

possibility that the results would have been different if a wider range of applications, including

commercial and open source applications, or even other application programmes developed in

different languages, had been used.

This study was limited to Germany and in particular to software developers and IT security experts.

However, since all employees play an important role in the security chain as they come into contact

with the final product, the results could have been different if all these characteristics had been

taken into account by analysing human interaction with the application and their security awareness

training practices (e.g. phishing email campaigns).

Another limitation arose from the limited sample size. While it was sufficient to produce acceptable

results, it would have been interesting to find out whether the hypotheses would have had the same

validity in other sectors where business applications are developed by third parties by extending

the study to external partners. Also, little attention was paid to the importance of the relationship

between software developers' skills and management. Indeed, it would have been interesting to

analyse the relationship between software developers, management and employee performance.

In addition, this type of validation is very time-consuming due to the large amount of data. Using six

different hackers was relatively expensive and time-consuming.
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The knowledge base in this work was built by uncovering each piece of the puzzle, and the limitations

show where further efforts need to be made to improve this research. For example, the sample size

should be increased or the same work should be applied to other sectors.

6.0. Implication
The main objective of this paper was to understand how compliance with an industry standard

strategically impacts enterprise application security. The underlying assumption is that the increase in

data leaks in the presence of an industry standard (e.g. ISO) can be mitigated by combining it with

application development security best practices. A practical challenge, of course, is to foster this kind of

awareness in enough cases to have a measurable positive impact on information security. The premise

of this work is that by better understanding the interrelationships between human, technological and

individual behaviour, commitment and attitude in relation to an organisation's security policy, the

application of security best practices and any industry standards can be better configured and targeted

to help organisations achieve their desired outcomes. Here, this study cannot conclude that compliance

with an industry standard does not add value to the security of enterprise applications, but it can

conclude that compliance alone does not convey security.

7.0. Conclusion & Future Work

Compliance with industrial standards does not convey application security. According to the findings of

this study, organizations that rely on standards to increase application security fail to discover or detect

possible threats in their applications. This is exacerbated by the fact that the majority of standard 

checklists fail to address data security or the secure data transfer mechanism. The vast majority of

standards are centered on the information technology-driven process. A specific security assessment

method is required for effective security engineering and integration into application programs, which

is discovered in this study. This research uses software vulnerability prediction tools, Student t-tests and

other data mining approaches to detect vulnerabilities in two CRM systems. The detection strategies in

this study were based on four classifiers. Many organizations rely on standards that ignore a huge

number of insecure systems with different unsustainable vulnerabilities and applications, which is ironic
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yet compelling. The current scale of the cyber threat requires a security development approach that 

prioritises both application security and long-term viability. Furthermore, today's digitisation process

requires various advanced requirements and utilities that are not provided by today's regulatory

standards. In today's world, ensuring data integrity of sensitive applications requires more security 

policies and practices than just adhering to a standard. To support this idea, it is important that

organisations that are compliant with the standard still develop a policy or framework for application

security by focusing on the security factor of the ontology-based approach. 

The future work of this study will encompass fifty distinct sectors with various application programs,

their network, web application firewall settings, and their workers in terms of security policy

compliance

according to categorization criteria in order to filter vulnerable requests. Having analysed some of the

features of other CRM applications from other industries, this study can state with greater confidence

that compliance with a standard alone does not convey security. It is therefore crucial to choose the

right security concept to ensure a secure network and data transmission in applications to prevent

cyber attacks. Assessing the vulnerability of cyber security systems and vulnerabilities to cyber attacks

should be an essential activity. In conclusion, this study will be of great use to software project

management, practitioners, freelancers and security experts to ensure that security is effectively and

thoroughly considered in application development projects.
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Conclusion to STUDY 3:

Security versus compliance: an empirical

study of the impact of industry standards

compliance on application security

Study 3 examined the inability of industry standards to prevent the current sophisticated cyber threats

to digital transformation services and products. The results of this study made it clear that security and

compliance are a necessary part of any sector. However, inadequate security of digital products and

services was seen as the main barrier to the adoption of digital transformation technologies, as also

noted in studies 1 and 2. The study also points out that although security received more attention than

compliance with industry standards, it is important to understand how both impact data security.

Digital transformation companies rely heavily on the trust of their customers, and a security breach can

damage their reputation. On the other hand, adherence to and certification of an industry standard

strengthens trust between business partners, as they can be confident that they are adhering to a

standard rather than the necessary security. Security measures are driven by financial risks, while

compliance is driven by legal obligations and shows business partners that a company can be trusted to

protect their data from threats. .

As a result, security and compliance can be viewed as two distinct parts of a crucial and essential

system. Given that each element depends on the other to maintain the greatest level of data security, it

is essential to understand how they relate to data protection in the context of digital transformation.

Study 3 thus confirms the research questions identified in Chapter 1 on the influence of security and

trust on the use of digital products and services. However, given the uncertainty of the challenges of

digital transformation, the question arises as to which current gaps in the IS/IT strategy literature

contribute to the greatest challenges for companies in digital transformation regarding security and

which elements contribute most effectively and successfully to the security of a company's digital

transformation. Therefore study 4 aims to explore and explicate the challenges and elements that are

the key attributes to enhance digital transformation security. Study 4 is presented in the next chapter.



229

Chapter 7. STUDY 4: Digital transformation

security challenges

Introduction
The fourth study is an extension of studies 1, 2 and 3 and looks at the security challenges of digital

transformation, which remains one of the biggest challenges for managers. As Study 3 found that

compliance with an industry standard alone does not provide assurance in digital transformation, it is

crucial to explore what indicators can be used to determine the quality-of-service assurance and make

decisions. Therefore, Study 4 delves into the elements that can be addressed by managers to gain a

complete view of emerging risks and apply certainty in rapid experiments.

By measuring the cue congruency effect and the impact of various elements, Study 4 aims to examine

the interaction between managers and various elements and their influence on improving security. In

the face of ongoing international cyberattacks, management is focusing on cybersecurity. IT staff are no

longer the only ones who should be concerned. To prevent the crippling effects of data breaches, rapid,

sophisticated attacks across all industries have shown that cybersecurity is the responsibility of the

entire organisation.

It is also important to note that technology and traditional security strategies are not scalable as they

are not able to protect the current converging transitions, as humans play an important role in

technology. Therefore, convergent innovation requires convergent security and to achieve this, the

pace of security transformation must match that of digital transformation. To achieve effective security

throughout the lifecycle, security must be integrated into all facets of digital technology. This security

transformation also encompasses the entire distributed ecosystem, which includes human resilience to

cyberattacks, identifying the attack surface, defending against known threats, detecting threats,

responding quickly and effectively to cyber incidents and conducting ongoing assessments.

Organisations tend to be sceptical about digital transformation and their acceptance. The adoption of

these innovative decisions is influenced by their perception of cybersecurity. It could be argued that

organisations' perceptions of the legitimacy of security solutions influence their expectations of service

quality and purchase intentions. However, existing research contains relatively few findings on the

elements that need to be considered to develop a mature cybersecurity strategy. Study 4 fills these
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gaps by identifying and analysing elements that are typical impediments to digital innovation in

organisations by addressing common elements that influence digital transformation security through a

literature review and a case study.

The paper is authored by Harrison Stewart with contributions corresponding to the contribution ratio

for this article, which is set out on the next page.
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STUDY 4

Digital Transformation Security Challenges

Harrison Stewart

Abstract

Digital transformation has become one of the most popular strategies for information systems 

(IS). Developing and implementing a digital strategy is a mandatory task for any organization 

that relies on information systems. In this digital age, an IS/IT strategy without security 

considerations could lead to serious data breaches. Despite all countermeasures, security 

remains a major concern in digital transformation, as digitization is misjudged and brings 

with it major security concerns. The digitization of manual goods, processes and services, as 

well as their use, leads to various security issues in different organizations. The aim of this study 

is to identify and analyze elements that are typical barriers to digital innovation in organizations. 

This study addresses common elements that impact the security of digital transformation 

through a literature review and a case study.

Keywords – Digital strategy security, Digital Strategy, Digital Transformation, IS/IT Strategy security,

information security, digital security

Paper type - Research paper
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1.0. Introduction

Digitalisation has impacted research on IS/IT strategy development, and several studies on IS/IT

strategies have been conducted in the literature, providing various solutions, insights and frameworks

that are relevant and useful for practitioners and academics (Arbanas & Hrustek, 2019). Considering the

digital age and the high number of cybercrime incidents, several studies have urged organisations to

incorporate security into their digital strategy (Lundgren & Möller, 2017). Factors like confidentiality,

integrity and non-repudiation, are all fundamental elements in digital transformation security. The term

"integrity" refers to the assurance that a communication or transaction has not been tampered with.

Non-repudiation establishes the existence of a communication or transaction and assures that its

contents cannot be challenged after it has been transmitted (Lundgren & Möller, 2017; Collet, 2020;

Karpunina et al., 2019; Stewart & Jürjens, 2018). Digital strategy encompasses both the technical and

human activities within an organisation and describes how the lifecycle of an organisation's digital

strategy practices should be managed. Academics and practitioners have long been concerned about

the security of digital strategies, and a survey conducted by the digital association found that

cyber-attacks cost over US $103 billion in 2018/2019, rising to 10.5 trillion US$ by 2025 (Sausalito,

2020), highlighting the impact of cybersecurity on businesses as a whole. These issues show that

companies need to recognise and address digital security as a strategic issue, not just an IT issue. In the

past, risk management in traditional IS/IT strategy was based on cost structure and higher value, which

is different from today's IS/IT strategy where cybersecurity has become a strategic investment in

information and communication technology (ICT) and a prerequisite for a company's long-term

sustainability. As a result, there remains a disconnect between risk management efforts and the

development of key cybersecurity capabilities. Therefore, a critical assessment of the current state of

the art in terms of academic initiatives and practitioner perspectives is required.
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Over the years, a substantial body of academic research has been built in the area of digital innovation,

and some research has addressed the security of digitisation and the information it contains (Duc &

Chirumamilla, 2019; Ande et al., 2020). Research on malware, phishing, password attacks and social

engineering attacks on information systems has evolved over the decades (Eder-Neuhauser et al., 2018;

Bullée & Junger, 2020; Hadnagy, 2018). The attackers' goal is to spy on, modify, delete and gain

unauthorised access to data, resulting in significant financial and reputational damage (Sausalito, 2020;

Oliveira et al., 2017; Stewart & Jürjens, 2017). Several organisations are attacked every day, either

knowingly or unknowingly (Hu & Wang, 2018; Burda et al., 2020).

In 2021, there was a staggering 105 per cent increase in ransomware cyberattacks worldwide. These

attacks aim to harm individuals or businesses by rendering their computer systems inoperable until

they pay a ransom (Thorwat, 2018; Arbanas & Hrustek, 2019). According to the Cyber Threat Report

2022, released Thursday by cybersecurity firm SonicWall, ransomware attacks increased 1,885 percent

globally in 2021, with the healthcare industry seeing a 755 percent increase. In North America, the

number of ransomware attacks increased by 104 percent, which is only slightly below the global

average of 105 percent. Although academic study on security in general has been done, the focus has

tended to concentrate on security policy, phishing security, and computer security which have all been

studied in different ways.

This study is crucial for achieving a balance within the establishment of sufficient controls and the

ever-changing nature of cyber attacks. Thus the study is guided by the following research questions;

● RQ1; What are the current gaps in past literature on IS/IT strategy that contribute to the

biggest challenges for companies in digital transformation when it comes to security?

● RQ2; What are the elements that are most effective and successful in contributing to the

security of a company's digital transformation?

To establish definitive proof and prevent bias, a topic selection criterion must be undertaken based on

the selected research topics. Once the main research phase is completed, this paper adopted Pan and

Tomlison's research guidelines (2016). The references on the main search phase's selected articles are

extensively checked, and if the paper fulfils relevant criteria, it will be included in the synthesis.

Furthermore, a financial company is used as a case study for analysing the concept of security in digital

strategy to provide conceptual clarity. The basic definition of information security according to Stewart
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(2022) states that information systems security is about maintaining the integrity of the logical and

formal components of information systems. Consequently, information security refers to the protection

of data, process and information. Similar concepts of information systems and security can also be

found in other literature (Samonas & Coss 2014, Luse et al. 2013). All subsequent literature evaluations

in IS security research have been limited to specific streams of study (e.g., compliance) within the field,

rather than broad assessments of the field's trajectory.

The paper begins with an introduction in Section 1, then explores the characteristics of organisational IS

security in Section 2, and finally provides an overview of different IS security theories in Section 3.

Section 4 of this paper discusses the case study of a financial institution on the security challenges of

digital transformation, while Section 5 discusses the research methodology before presenting the

results in Section 6. Section 7 discusses the findings and Section 8 concludes with an analysis of the

common elements impacting IS security. In conclusion, the scope of this research is confined to the

security of digitization (Baskerville, 1993; Siponen, 2005).

2.0. Literature Review

There are numerous studies in the literature by various researchers on factors affecting information

systems security (Alhogail et al.,2015; Alhogail et al., 2014; Allam, Flowerday, & Flowerday, 2014;

Arbanas & Hrustek, 2019). Al-Omari et al., (2012) focus on user compliance with ICT regulations to

investigate the factors that influence the security of information systems. Al-Hogail (2015) examines

security culture as a factor in maintaining an organisation's information systems. Stewart (2022)

proposes a framework that addresses the development and implementation of information security

policies (ISPs), while Alhogail, Mirza & Bakry (2015) proposed a framework that addresses only the

human aspects of IS protection.

Dillion (2021) conducts a systematic review of the literature on information systems security by

performing topic modelling of the major information systems journals to understand the debate in the

field; conducts a Delphi study with senior information security executives of major companies in the US

to identify the security issues they consider important; and compares the results of the topic modelling

and the Delphi study; and discusses the major controversies, gaps and paradoxes found in the scientific

literature. Dillion then addresses the lack of synergy between academic research and practical

concerns and proposes a future research agenda in three broad themes, namely: IS security design;

attacks; vulnerabilities; compliance and behaviour.
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Baskerville (1993) published the first literature review on IS security as a model made up of three eras

that are linear in time and advance. Each of these eras has its own set of tactics, as well as goals,

means, obstacles, and philosophical assumptions that distinguish them from one another. The first era,

which originated in the early 1970s with the purpose of mapping constrained solutions to an

information issue, is referred to by Baskerville as checklist techniques. This era's security was achieved

by the use of checklists and risk assessments, and was mainly based on product supplier

documentation.

The third era of Baskerville builds on logical transformation methods and consists of a highly abstracted

design that describes the problem and solution space. Structured analytical data modelling and

entity-relationship diagrams are common development methods and tools for this era, while logical

control designs and data flow diagrams are common security tools.

Baskerville (1993) suggests three distinct security risks based on his overview. First, Baskerville claims

that IS security management uses a mechanical approach to complexity partitioning. Second, there is a

focus on the bare minimum of controls required to meet protection standards. Third, there is a dualism

of growth. According to Baskerville, security is treated as an add-on to the overall architecture of

information systems. Instead, he believes that the architecture of information systems should

incorporate all aspects of security from the outset.

Siponen (2005) asserts in a review that, while researchers have established various new methodologies,

old approaches like checklists, standards, maturity criteria, risk management, and formal procedures

continue to dominate research.

Security is still treated as an outcast by system designers due to competing priorities between security

goals and information use (Stewart, 2021; Stewart, 2022); White and Dhillon (2005) define duality in

secure systems development as the process by which "an information system and its security are

designed, built, and implemented separately in an organisational environment, allowing for the

possibility of conflict between a system's functionality and its security" (Albrechtsen 2007). Such

dualism is defined by Spagnoletti and Resca (2008) as 'drift,' which happens when the technological

system deviates from the initial plan. Evidence of development dualism, as initially conceived by

Baskerville, predominates, as evidenced by various research (Paananen et al., 2020).

Future IS security research should include social and organisational elements, according to Dhillon and

Backhouse (2001). The human and behavioural components are subsumed under the social and
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organisational variables (Stewart & Jürjens, 2018). McFadzean et al. (2006), Siponen (2005), and

Siponen and Oinas-Kukkonen (2005) all emphasised the need of incorporating similar aspects in later

years (2007). Many other academics have noted the underlying organisational issues, especially when it

comes to policy compliance (Stewart, 2022; Karjalainen et al. 2019).

Other theories have been explored recently by researchers in their attempt to discover answers to

problems affecting the security of information systems (Zoto et al., 2018; Shahri & Mohanna, 2016;

Han, Dai, Tianlin Han, & Dai, 2015; Lubua & Pretorius, 2019; Stewart, 2022). Recognizing diverse IS

security concepts and their achievements aids in analysing the IS security literature and identifying

elements that impact an organisation's IS security. Socio-technical theory, distributive cognitive theory,

general deterrence theory and the Nine-Five-Circle (NFC) (Stewart & Jürjens, 2017) theory are the most

often used IS security theories.

2.1. Security Theories for Information Systems

2.1.0. Socio Technical Theory

The concept of bringing together and considering both "socio" and "technical" components as

interrelated pieces of a complex system underpins social-technical theory. Organisations that

concentrate on a single aspect of the system fail to analyse and comprehend the system's deep

linkages. The role of the human factors in IS security has been considered in this theory as an important

factor in detecting and preventing data breaches. This has been studied by many researchers, and

Stewart (2017) pointed out that human factors play an important role in cybersecurity. Although many

consider cybersecurity as a technological factor, socio technical theory remains an effective approach

for designing system security and its environment through the analysis of goals, culture, technology,

humans, infrastructure, process, procedure. usability challenges, internal security governance, and

security needs (Zoto et al., 2018; Charitoudi & Blyth, 2013). As a result, socio technical theory is

applicable to explore ways in which humans contribute to an organisation's IS security based on their

perceptions and approach to IS security.
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2.1.1. Distributed Cognitive Theory

Distributed cognition, developed by Edwin Hutchins, is the belief that information exists not just inside

an individual, but also within the individual's social and physical surroundings. The idea focuses on

self-efficient processes by focusing on how a person may use skills rather than what kinds of abilities

they have, hence it can be applied to information system security as security self-efficacy (Shahri &

Mohanna, 2016). As information is spread more in a virtual environment, the idea recommends

collaboration among individuals to achieve common goals. As a result, information system security

should be associated with human cognition (Han et al., 2015).

2.1.2. General Deterrence Theory

The goal of general deterrence is to prevent illegal behaviour. To discourage is to deter. According to the

concept, humans would avoid committing crimes because they are afraid of the harsh repercussions.

This idea was used for information system security with the goal of inducing dread of repercussions in

individuals to deter them from taking actions that might jeopardise the system's security (Hu et al.,

2011). As a theory based on certainty and gravity of consequences, it proposes a range of

measures/punishments to be implemented depending on the gravity of a given person's illicit actions

contrary to information security. This idea is particularly important in IS security because of the high

prevalence of cybercrime and its financial consequences (Lubua & Pretorius, 2019).

2.1.3. Nine-Five-Circle (NFC) Theory

By considering the security culture of the organisation, the NFC integrates the three theories to prevent

criminal behaviour, improve human behaviour, and improve the design and security of information

systems. The theory focuses more on measuring and evaluating the IS security performance of

organisations and improving the link between technology, process and human factors (Stewart &

Jürjens, 2017; Stewart, 2021; Stewart, 2022).

Despite the efforts of many researchers to propose various ideas that could be effective in protecting

the security of information systems, the theories have failed to identify the true causes of the problems

before attempting to solve them, which this study attempts to do.
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Therefore, the NFC seems to be more relevant because it incorporates all three theories and other

aspects into one theory as detailed in all the aforementioned theories. To identify and comprehend the

fundamental origin of an IS security breach in an organisation, a case study is used in this study.

3.0. Case Study

The study serves to illustrate the key features of a financial institution's digital strategy implementation

programme and how it can help explain constructs of success and key events in IS security (Doukidis et

al., 2020). Due to the nature of the company, it was deemed necessary to make greater use of staff

knowledge and experience to help the company prevent data breaches that could damage its

reputation (Collet, 2020; Duc & Chirumamilla, 2019; Stewart & Jürjens, 2018). The company in this

study operates in the banking sector and has made the strategic decision to use digitalisation to create

new value, increase transparency, embrace a robo-advisor, reduce costs, increase convenience, improve

approval rates, increase efficiency and security, and provide consumers with better access to

information (Hess et al., 2016; Legner et al., 2017; Stewart & Jürjens, 2018). The company has three

directors and 5 board members. It has been operating for 30 years. It has 15 branches in Germany,

spread over 10 sub-regions, and employs more than 1200 humans. The company has a large share of

the German market and is considered one of the most innovative financial sectors today. The company

is supervised by the Bundesanstalt für Finanzdienstleistungsaufsicht (BaFin), the financial supervisory

authority in Germany.

To achieve this digitalisation goal, the management has set up a dedicated digital department with a

team of software engineers to implement a digital transformation to the market (Singh & Hess, 2017;

Stewart, 2022). As a result, more than 300 employees have started their duties in the digital

department, contributing to the success of the sector. This digital department adheres to the

organisation's numerous standards and centralised IS/IT strategy; yet, the transition to digitalisation

requires a different approach than the traditional IS/IT strategy. Although, the number of security

threats has risen as a result of the organisation's fast digital transformation (Singh & Hess, 2017;

Stewart, 2022). Their existing strategy, as depicted in Figure 1, fails to handle contemporary security

risks, causing significant impediments in the digital transformation.
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Figure. 1 The organisation’s current IS strategy and Digital Strategy

Table 1. Contemporary cyber risks classification

Intentional & Unintentional

Incident

Consequence

External party Internal party Risk Impact

DoS/DDoS A disruption at a third-party

provider disrupts the firm.

An act disrupts the firm's

operations.

High

Data Breach - PII A third-party provider

employee uses physical access

to steal PII classified data from

the firm.

A firm employee uses physical

access to steal PII data from the

firm.

High

Theft or Loss of Non

PII Information

A third-party steal non-PII firm

data from a third-party

provider via remote access.

With remote access, an external

party steals non-PII firm data.

Medium

Theft of Funds An external party defrauds the

firm, causing financial loss to

the firm or its customers.

An employee of the firm uses their

access to steal money from the firm

or its customers.

High
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3.1. Problem Identification

Based on the information collected during the assessment phase in section 3, it was clarified that data

breaches and high funds are among the challenges that the organisation encounters as shown in Table

1. The cost of the most recent data breach, according to management, was estimated at $4.01 million,

with an average data breach of 12 records each year. On the other hand, these episodes have shattered

the trust of consumers and partners, forcing investors and customers to cease conducting business with

the company (Gordon et al., 2011).

To gain the trust of consumers and investors and drive digital transformation, the company must have

appropriate IS security measures in place to protect itself from cyber attacks and insider threats while

delivering secure services and goods. Understanding IS security qualities is critical for determining

which security key elements are important during digital transformation. Organisations pursuing digital

transformation must go beyond the traditional ISO27001 security definition of Confidentiality, Integrity,

and Availability (CIA) security baselines and qualities, which has been the core emphasis of any

information security strategy (Stewart, 2022). Despite the fact that this CIA has become the industry

standard, the organisation in this study fails to recognize these IS security attributes, and thus fails to

protect or has inadequate protection, resulting in an increase in IS security breaches, which will have a

significant negative impact on their digital transformation (ITU, 2017; Fields et al., 2016).

4.0. Research Methodology

The contribution of this paper is twofold: first, it follows a literature review/secondary study and

assesses the security of digital transformation in an organisation. For this purpose, three public and

available well-known databases and search engines, namely Google, Wikipedia and Google scholar,

were consulted and a case study to support this work. A survey was conducted in the organisation in

this paper, followed by a pilot test, interviews and data analysis (Duan et al., 2019; Zhou 2020; Kumar et

al., 2019; Walsham 2006). The results are validated using an observational approach (Baskerville, 1999),

system evaluation techniques and a feedback technique.
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4.1. Content Analysis

This study uses the topic modelling approach to find important hidden topics in the emerging IS

security academic literature. The search was limited to abstracts, titles and author keywords of articles

published in information management journals with an academic journal guide ranking of A or higher

between January 2014 and January 2021. To limit the search engine's capacity to discover the

document and to limit fine search, special characters such as ("/", "-", "(", ") were employed. The result

was 4298 articles, with a final sample size of 2938 due to some abstracts that were irrelevant to the

study. The focus of the 2938 articles was on the security of information systems in the context of digital

transformation processes (Huang et al. 2018). Mainstream topics like information security, work

environment and demographic factors are ignored in this study.

To remove redundant or noisy material, the collected abstracts were screened for errors by removing

certain expressions such as "the, the, a, are" and performing word normalisation. The LDA approach is

used to model the abstracts of these articles and uncover latent themes (Blei et al., 2003). The ideal

number of subjects is estimated using two reduction algorithms proposed by Cao et al. (2009) and Arun

et al. (2010), and two maximisation techniques proposed by Griffiths and Steyvers (2004) and Deveaud

et al. (2014).

Similar to the work of Mahfuth et al. (2017), a research checklist is created to ensure that the data

extraction process meets the requirements. The work of Hassan et al. guides the quality of data

extraction (2015). This study's checklist employs three scales, each of which is categorised and assigned

a score. The final score is calculated by adding the sums of the individual elements on the checklist. The

scale runs from 0.5 to 5, with 5 being the highest possible score.

4.2. Discussion of Content Analysis Findings

Table 1 indicates the synthesis's quality rating based on the quality evaluation. The quality ranking of all

key research publications is shown in Table 2. Low-quality studies were disregarded because they

lacked particular findings or research techniques. Finally, the ideal number of subjects was set at 39,

which were then extracted using LDA in the R topic models package.

Table 2. Topic analysis

Exploration Type Scores
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Quantitative 61%

Qualitative 12%

Formal experiments 9%

Mixed Techs 10%

Case study 1% (as indicated in this study)

4.3. Data Collection

The primary source of data for this study was a survey conducted to confirm and complement the

results of this study. A questionnaire was developed and distributed to 40 security experts, managers,

stakeholders and all executives. The overall objectives of the survey, resources, budget and timeframe

were determined by the management and researchers in line with best practices in questionnaire

development (Umbach, 2004). By mutual agreement between the researchers and the management,

the survey was conducted through an internet survey, a postal survey, a telephone interview and a

face-to-face interview (Bishop et al., 1998; Witmer et al., 1999; Walsham 2006). These methods were

agreed upon by the researchers and management based on their advantages and disadvantages. The

question format was then designed to include both open and closed questions (Neuman, 2007). The

survey also contained closed-ended Likert scale questions that required respondents to select from a

list of prepared answers. The flow of questions was then designed to create a logical sequence of

questions by rejecting responses from unqualified respondents (Sax et al., 2003), ensuring that

respondents felt comfortable and provided honest information (Myers and Newman 2007; Walsham

2006). The surveys were organised into five sections: (a) introduction; (b) answer pre-screening; (c)

welcome questions; (d) progression to more detailed and challenging questions; and (e) conclusion.

The questionnaires were evaluated on whether they were required, how lengthy they were, and

whether they contained all the information required for this study. The researcher pre-tested the

questionnaire and, after approval by the client, made changes that resulted in the final layout of the

questionnaire, which the client accepted.

The questionnaire received 40 responses from experts who are involved in the organisation's IS

strategies and have a great influence on the development of their IS strategy. For the data analysis,

SPSS was used. Although the pilot test included 65 questions in the initial phase, only 25 questions

were included in the final questionnaire based on feedback from the pilot test. The interviews lasted 45



243

minutes. Semi-structured interviews were then conducted to gain a deeper understanding of

employees' perceptions and opinions of their current digital strategy, particularly in relation to current

cyber threats and their ability to secure their innovative ideas. As in the work of Britten (1995),

open-ended questionnaires were used to conduct the interviews, starting with simple questions and

progressing to more complex and sensitive topics. The data collection phase was conducted with direct

participation from staff, the IS strategy department and the IT security department.

The adaptation of the questionnaire contributed to obtaining a clear understanding of the

organisation in the case study digital transformation processes. For the selection of respondents, a

systematic sample technique was adopted (see Table 2). In this instance, the researcher chose every

nth person,

where n= (1)

There were 200 employees in total, divided by ten, giving a total number of two. Every second person

was selected here. As a result, the sample size was reduced to 20 participants who were identified

anonymously to maintain anonymity (Walsham, 2006), as indicated in Table 3.

Table 3. Employee Tags Used for Anonymity

Group of users Number of users Anonymous ID

Senior executives, CIO 2 IDR_01, IDR_02

Digital Strategy Manager 3 IDR_03

IT Decision Maker 3 IDR_04

Security Manager (CISO) 1 IDR_05

IT-Staff & Network 2 IDR_06, IDR_07

DevOPs 9 IDR_08, IDR_09, IDR_10

During the analysis phase, the interview data was categorised in order to identify any difficulties

pertaining to variables impeding digital strategy security growth. These interviews were utilised to

validate the content analysis codes in section 4.1 as well as the components employed in this study.

4.4. Factors Affecting Digital Transformation Security (DSS)
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The study uncovered 39 studies on information security conducted in both the public and private

sectors, as well as by individuals working in these domains. The goal was to figure out why digital

security or IS security, is still an issue for most businesses (such as the case study in this article) and

individual users of modern technology.

From the synthesis, the data analysis revealed 8 topic areas explored in mainstream IS security

research, as described in the preceding section (see Table 3). The findings show that the most common

themes in the sector are stakeholder and employee misconceptions about information security which is

associated with individual behaviour and negligence. Individual behaviour and compliance are directly

related to the components of some of the following information security myths (e.g. cyber security is

not my responsibility; hackers do not target small businesses; phishing is not my concern; strong

passwords protect me; we only need to protect ourselves against external hackers; inadequate data

encryption; and simple antivirus software is enough to protect data). It is vital for organisations to raise

employee awareness of cyber security by establishing processes to educate and train employees on

such myths and their associated security threats to the organisation. This approach will help employees

to adjust their behaviour and recognise their role in the cyber security chain and know what needs to

be protected and why. Behavioural adjustments to increase security compliance or minimise breaches

have been the subject of several research publications. Other findings include, threat and vulnerability

assessment, organisation cyber security strategy, software engineers secure system engineering,

security monitoring, advanced threat investigation strategy, and incident reporting and remediation

strategy.

Stewart (2022) investigates the obstacles to successful information security initiatives, whereas other

researchers focus on the effects of intrinsic behaviour that leads to non-compliance (Karjalainen et al.,

2019; Dhillon et al., 2020) of information policies. It is therefore important that a high level of cyber

security awareness and a strong security culture is developed within an organisation. Table 4 displays

the findings of many research that reflect the eight constructs;

Table 4. Factors affecting the security of the information system or digital transformation
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DSS Constructs Definition

Security Misperception SM IS/IT Strategy and Digital Strategy Misconception

Evaluation of threat Vulnerability

and Risk

ETVR Threats, vulnerabilities, and mitigation techniques that are

linked to the digital strategy and assist to reduce the overall

risk.

Cybersecurity Strategy CSS Action plan to improve the security and resilience of

electronic products and services. It is an overarching,

top-down strategy for cybersecurity that sets out a series of

goals and priorities to be achieved within a specific

timeframe.

Secure System Engineering SSE Integration of secure software engineering tools,

methodologies, and processes into the software life cycle.

Security Testing and Evaluation ST&E Analyse and assess the security measures required to

secure digital services and goods. Reduces threats and risks

in systems and lowers the likelihood of losses due to a

cybersecurity breach.

Protective Monitoring PM Automatic security checks based on logs created by systems

or applications.

Strategic Advanced Threat

Intelligence

SATI Strategic threat intelligence provides a comprehensive

Overview of an organisation's threat landscape.

Incident Response and

Remediation

IRR Respond to incidents quickly and efficiently to maximise

effectiveness.

5.0. Developing the Security in Digital Strategy

The study is divided into two sections. The first part of the study, which lasted from January 2020 to

August 2021, included the research review and the case study in the organisation. The second phase,

called the evaluation phase, started in September 2021 and ended in January 2022. In this phase, the

eight factors and their implementation in the organisation are discussed. The participants' comments,

observations and interviews are used to evaluate this study.

The eight constructs are discussed in more detail in this stage.
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(I) Security Misperception

The role of security in digital transformation is highly misjudged by executives and IT decision-makers in

various organisations (Collett, 2020; Karpunina et al., 2019). Stewart (2020) emphasised the importance

of managers' perception of security and pointed out that the misperception of security among

managers and employees is due to several factors that prevent organisations from developing a

well-defined secure culture. In addition to Stewart, other research studies have also attempted to

identify the various reasons for the varying degrees of challenge in developing digital security strategy.

For example, managers' perceived conflict between security and usability (Andriotis et al., 2015; DeWitt

et al., 2015). Stewart (2020) examined various academic literature and reports from information

security institutions on the evolution of security and highlighted four factors that influence the

misperception of security, namely: speed, usability, privacy and value (Stewart & Jürjens, 2018). Various

organisations consider security at the expense of usability, which then leads to a major conflict

between security and usability (Dhillon et al., 2016). According to Kraemer et al. (2009), organisational

and human aspects are closely linked to information security, while Stewart (2020) emphasises how

interaction between humans and technology can improve information security. Without user

engagement, the development and implementation of DSS would be challenging, so user behaviour in

the context of the digital security lifecycle is critical to success.

Apart from the misconceptions of the executives, there was also a huge misconception of secure

coding among the software engineers (Mlitz, 2021) and the security teams (Duc & Chirumamilla 2019,

Li et al., 2020) due to factors such as lack of security knowledge, lack of teamwork, budget constraints,

lack of prioritisation of security, lack of commitment, security tools and culture, security controls to be

implemented and their proper implementation. Considering the incentives between the security teams

and the software development teams, both teams were encouraged to play on the same team to avoid

disagreements by aligning their interests and creating complementary incentives. Several data breaches

were the result of security failures that hindered the remediation of vulnerabilities in digital products

and services (Stewart & Jürjens, 2018; Collett, 2020; Karpunina et al., 2019). Software engineers who

refuse to adhere to an established security framework or security standards are also a major bottleneck

in many organisations, as this leads to shadow IT. Stewart (2022) defines shadow IT as a means of

misusing information systems, e.g., the unauthorised storage and processing of data. This phase

allowed senior leaders and all stakeholders to see themselves as targets of cyber attacks, dispelling the

myth that their organisation is worthless or uninteresting to cyber criminals. Their overconfidence in
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security and the fact that they do not see themselves as a target, which in turn could create

opportunities for hackers, were discussed. At this stage, the researcher and participants were able to

develop a strategy that led the participants to think about cyber-physical attacks as well. They

considered the physical impact an attack could have on their business and internet, which in turn could

have an impact on their offices and staff. The main objective of this phase was to ensure that

stakeholders supported this work with both budget and resources.

(II) Evaluation of threat Vulnerability and Risk

A cyber threat is defined as any harmful behaviour aimed at causing harm to cyberspace (anything

connected to a computer): Cyber threats include data breaches, identity fraud, ransomware, data

corruption, and so on. Once an attacker strives to infiltrate a system, they are attempting to undermine

the system's confidentiality, integrity, and availability (CIA). These three concepts form the CIA triad,

sometimes referred to as the AIC triad. Confidentiality preserves the privacy of the data or information,

i.e. access to confidential data must be restricted to authorised persons. Integrity preserves the

legitimacy and integrity of the data or information, i.e. both data and information must not be

manipulated by an unauthorised user during transmission or storage. Availability refers to the

accessibility of the service or data, i.e. authorised users should be able to access the services and data

at any given time.

Digitisation requires a "security by design" approach that minimises vulnerable coding errors and

vulnerabilities. To achieve this, software engineers were provided with security guidelines, including the

Open Web Application Security Project's (OWASP) Top 10 White Paper, the Groupe Spéciale Mobile

Association's (GSMA) "GSMA IoT Security Guidelines & Assessment", the IoT Security Foundation's

"Secure Design Best Practice Guides" and the Cloud Security Alliance's "Future Proofing the Connected

World: 13 Step to Developing Secure IoT Products".

(III) Cybersecurity Strategy

Due to the large volume of data they manage, the organisations in this study are perfect targets for

cyber attackers (Collett, 2020; Stewart, 2021; Chooi & Ahmad, 2017). The lack of a security strategy
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within the digital transformation strategy has contributed to their current vulnerability. This phase

should identify what cybersecurity strategy is recommended and how comprehensive these studies are

within the organisation. Although several researchers and practitioners have recommended their own

security strategies, these recommendations cannot be applied to the organisation in this study, as

observed by Stewart (2020). Meaning, the same security framework cannot be applied to multiple

organisations due to different needs. Therefore, the researcher proposes his own strategy in this study

by adapting key points from previous studies and neglecting industrial norms.

The purpose of the cybersecurity strategy in this study is to assure the CIA of the organisation’s digital

transformation, which has been accomplished by providing proactive, effective, and active assistance

and development. As the cybersecurity strategy is an overall plan to ensure the security of digital

transformation, it is crucial to regularly update the digital security strategy. Considering the importance

of humans in cyber security strategy, establishing a rigid security culture is an essential factor in an

organisation.

Although this study does not omit information security policies (Lucila, 2016; Flowerday and Tuyikeze

2016; Stewart, 2022), compliance (Sohrabi et al., 2016) and information security management

(Flowerday and Tuyikeze 2016), cybersecurity requires a more proactive approach as opposed to a

reactive approach (Soomro et al., 2016; stewart & Jürjens, 2017). Organisations with various security

requirements and objectives have different security requirements and objectives (Karyda et al. 2005;

lnes 1994; Wood 2004). According to Baskerville and Siponen (2002), it is critical to understand the

organisation's security requirements while designing security initiatives. As a result, the organisation

should define its security objectives, including the level of security it aspires to attain. Here, the focus

was on preventing cyber-attacks and incidents in advance. The company's cyber threat landscape

situation was analysed by exploring the products and services developed and the types of cyber attacks

to which they are exposed (Collett, 2020; Stewart, 2021). Next, the threats in the supply chain were

analysed, e.g. compromised components used for the final products utilised by the company's

customers and partners.

The advanced awareness of the threats facing the company enabled the researcher and participants to

develop an effective cybersecurity strategy. During this phase, the threat attributes faced by the

organisation were presented in a descriptive manner. The NIST cybersecurity framework was then used

to assess the level of cybersecurity maturity. This assessment was divided into the following categories:



249

(i) policy, (ii) governance and (iii) incident recovery skills (Joshi et al., 2017; Stewart & Jürjens, 2017).

The assessment covered traditional IT operations technology, the Internet of Things and systems.

As mentioned earlier, cybersecurity is a continuous process rather than a product (Stewart, 2021). As a

result, the stated cybersecurity program was continually amended in order to meet the established

strategic goals. The defined solutions were submitted to management for assessment, feedback, and

approval. Management expressed its support since the misconception concerns were first handled

(Stewart & Jürjens, 2017; Stewart, 2022). To meet the strategic objectives, the whole approach was

extensively documented, including risk assessments, cybersecurity plans, policies, guidelines, and

procedures. Individual duties were clearly stated and feedback was obtained from participants.

Cybersecurity awareness and training efforts were also conducted (Stewart & Jürjens, 2017;

Karumbaiah et al., 2016).

(IV) Secure System Engineering

Software engineering is critical to digital transformation (Mlitz, 2021; Stewart, 2022), which brings with

it a number of challenges, such as cyber threats which could lead to organisational financial loss

(Collett, 2020; Stewart, 2021). According to a study by Duc & Chirumamilla (2019), attackers often look

for vulnerabilities in software designs and architectures to gain access to a person's or company's

information. Stewart (2022) concluded in his study that compliance is not synonymous with security

and that companies relying on industry standards to improve digital security need to develop an

application security strategy rather than relying on an industry standard.. Based on this study, the

software development team was able to identify the important security factors that need to be

considered at all stages to create effective and resilient software that can withstand all security attacks

(Li, 2020; Stewart, 2020). In addition to software security, additional measures were taken to prevent

threats such as malware, denial-of-service attacks and hacking (Doukidis et al., 2020).

The researcher, including the CISO and security strategy facilitators, explained to the executives the

importance of storing, processing and transmitting consumer data, leading the executives to identify

significant threats to their digital transformation strategy posed by insecure software. Management

was advised to give software security the highest priority and to invest in improving software security

measures (e.g. through training and seminars on software security)(Collett, 2020). The organisation's

digital transformation can be protected from the threats of data leaks, data breaches and financial theft

by integrating security into the digital strategy (Stewart & Jürjens, 2017; Stewart & Jürjens, 2018). At
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the end of this phase, the managers recognised the need to allocate sufficient resources to ensure that

software was developed with security in mind to prevent intrusion by attackers. This phase emphasised

the importance of software security for rapid and effective digital transformation in the organisation.

(V) Security Testing and Evaluation

Risk assessment includes a component called security test and evaluation (ST&E). To test and improve

the security of software, vulnerability detection and security assurance through security testing are

usually used at this point. Implementing appropriate security testing procedures has become a critical

step in conducting effective and efficient security testing, so this stage of testing was crucial. This phase

was also concerned with developing refined approaches and applying and disseminating them in

practice (Bertolino et al., 2014; Ayewah et al., 2008; Acker et al., 2012; Appelt et al., 2014).

The researcher at this stage focused on three groups that contribute to digital transformation, namely

humans, processes and products, all of which contribute to system security. As Stewart & Jürjens (2017)

states, the NFC addresses the interrelationships between these three groups and provides a solution to

the problem. In this study, the human aspect consists of the software engineers, staff and IT managers

(Stewart & Jürjens, 2017), the process consists of manual and automated procedures (Acker et al.,

2012), while the product is represented by the digital product or service (Stewart & Jürjens, 2018). In

general, the same security challenges are common to all, but each group faces its own challenges when

it comes to continuously complying with the established security rules.

a. Humans:

Due to the various challenges, cyber security training and awareness measures have been

implemented, including a strict security policy required for compliance at all stages of the product life

cycle.

b. Process (Technology):

According to Stewart (2022), developmental security testing/evaluation encompasses the entire

system development lifecycle, including all post-design phases. This phase demonstrates that the

required security controls have been implemented correctly, are operating as expected, security

policies have been enforced appropriately, and comply with established cybersecurity standards. Any

inclusion of vulnerable components from suppliers or changes to these components may impact the
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security posture of the final product and the security controls currently implemented in this study

(Bertolino et al., 2014; Appelt et al., 2014). Therefore, it is critical to establish rigid control levels to

allow software engineers to perform additional security testing/assessment to reduce or eliminate

uncertainties. When testing custom software applications, Stewart (2022) recommends static analysis,

dynamic analysis, binary analysis or a mixture of these three approaches, which can be performed

during code review or using different tools (e.g. binary analysers and application scanners) (Ayewah et

al., 2008).

The researcher, together with the security team, developed security assessment rules and

procedures that were followed by the engineers (Stewart, 2022). These plans specified the types of

analyses, tests, evaluations and reviews that should be performed for software and firmware

components, the level of rigour and the artefacts produced during these processes (Bertolino et al.,

2014; Ayewah et al., 2008; Acker et al., 2012; Appelt et al., 2014). Stewart's (2022) definition of security

testing/evaluation refers to the severity and complexity of the evaluation process (e.g. black-box,

grey-box or white-box testing), as shown in Figure 2. The coverage of security testing/evaluation refers

to the scope (i.e. quantity and type) of artefacts included in the evaluation process.

Figure 2. Digital transformation security framework consisting of all 8 constructs, latent variables and

other components.
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(VI) Protective Monitoring

In this study, more vulnerabilities, e.g. related to human error, their software products and systems,

were uncovered through proactive monitoring (Moeini et al., 2019; Da Veiga & Martins, 2015). This

technique involved security inspections and audits conducted by the security review team and

facilitators. The aim of this monitoring was to obtain performance feedback that enabled corrective

action to be taken before failures occurred in the development and implementation of the digital

security strategy.

Thus, in order to achieve this effectively, the researcher set up a risk assessment team led by a

competent person to assess the existing work practices based on the proposed NFC methodology and

organisational systems (Luo et al., 2019). Their main role was to be proactive by conducting

work-specific risk assessments, analysing the level of implementation of the proposed framework,

reviewing the adequacy of the implementation of the digital strategy, and overseeing the overall

cybersecurity management system through monitoring and audits (see Figure 9) (Luo et al., 2019).

Furthermore, a system was set up to establish ground rules that would be followed by all employees

and comply with legal obligations. According to the researcher, the importance of this step was to

analyse the financial and operational aspects of the organisation and to identify and assess

vulnerabilities. Since security is not a product but a continuous process, this study conducted proactive

monitoring at regular intervals to determine what needs to be updated and what needs to be fixed. The

main objective of this proactive monitoring was aimed at developing a concept for the security and

sustainability of digital products and services (Stewart & Jürjens, 2018).

This approach contributes to maintaining digital security and improving the security performance of

digital transformation (Stewart & Jürjens, 2018; Collett, 2020; Karpunina et al., 2019).

This phase allowed the researcher to assess the extent to which the security strategy guidelines

proposed in this study were followed. The involvement of managers was crucial in this phase as they

were to ensure that their involvement promoted good performance (Terglav et al., 2016).

(VII) Strategic Advanced Threat Intelligence
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Threat intelligence has been neglected in the development of a digital strategy. According to Stewart

(2020), threat intelligence is a critical construct in the development of security strategies. Incorporating

threat intelligence issues into the digital security strategy or IS/IT security strategy can help

organisations identify vulnerabilities during the development lifecycle. It also improves security

awareness among employees. When engineers know which vulnerabilities to improve during the

development lifecycle, they become aware and can identify where a hacker might make a request or

attack the product and services. Improving threat intelligence can alert both engineers and staff

of malicious attempts. These alerts may also enable them to take the appropriate action and report

incidents to the security department. In reference to Padayachee (2012), the intelligence value of

threats obtained by an organisation is defined as the difference between the direct and indirect

benefits of specific knowledge about their threats. Thus, the threat information derived in this study

was documented and distributed to both software engineers and the entire organisation (Stewart,

2022).

In conclusion, a strategic threat intelligence system was established by the researchers and participants

to direct the digital transformation department. Stewart (2020) recommends that staff in the critical

data department receive regular security training to strengthen their cybersecurity skills and ensure

that all digital department staff participate in cyber defence. All members of the digital department

were keen to learn more at this stage. They were aware of the importance of cyber security as well as

its advantages.

(VIII) Incident Response and Remediation

This section develops effective handling of security-related incidents, covering technical, cultural and

organisational aspects. Recent reports show an increasing number of cybersecurity incidents resulting

in significant financial losses (WEF, 2019). Despite the fact that the organisation in this study has a

specific cybersecurity budget, incidents continue to occur. The linear incident response system depicted

in Figure 3 is used in this study to prevent, identify, mitigate, remediate, and educate on cybersecurity

incidents.
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Figure 3. Linear incident response framework

Due to the complexity and persistence of their cyber threats, a specialised cyber security incident

response team was critical to the security strategy proposed in this study (Morgeson et al., 1997;

Ahmad et a., 2012). This team involves members from the IT department, legal department, corporate

communications, human resources and other departments. A contingency plan (e.g. based on NIST

Special Publication 800-61 Revision 2) is then provided to the team as a basis for managing such

situations from early detection to recovery. Five key persons were then selected to manage the

incidents, conduct the incident investigation, analyse the scale of the incident, determine the role of

crisis communication and make leadership decisions (Helsloot & Groenendaal, 2011).

The team was trained on how to handle security incidents, covering everything from detection to

reporting, which led to a standardised protocol for reporting cybersecurity issues across the

organisation. To aid in identifying and mapping possible intrusions, incident response teams were given

a suite of software tools that allowed them to scan network traffic records and visualise information

flow. The training phase improved the team's cyber situational awareness to gain advanced knowledge

of their systems and network activities, which also helped to conduct a continuous risk assessment

(Ahmad et al., 2021).
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This stage of the research gave the incident response team the capacity to prevent and identify

incidents in the first place, as well as the technological capability to respond to cybersecurity incidents

(Ahmad et al., 2020).

6.0. Observations and writing up of the Results

The observation is based on a systematic strategy in which greater emphasis was placed on specific

actions in order to emphasise the differences in this study (Angrosino & dePerez, 2000). Due to the

obvious length of the period, the researcher was able to observe and participate in a range of activities

over a longer period of time. As a result, 20 members of the digital department were able to define the

impact of the study on their daily activities and how the findings could improve their existing process

for developing security strategies.

A basic framework was used to assemble the digital teams in this study, defining 16 core tasks or

competencies that are essential for the creation and maintenance of most digital objects. In the end,

three conceptual teams were formed to address these tasks: the digital business team, the digital

technology team and the extended business team.

The digital business team defines the key business measures and objectives as well as the user

interface/user experience (UI/UX). The digital technology team sets front end coding standards and

chooses frameworks for any applicable technology. They are in charge of the system and quality

assurance. The extended business team aims to create partnerships and campaigns to drive traffic.

To improve collaboration and foster relationships, certain roles and procedures were established.

Building relationships requires trust for individuals to open up. Other good practices, such as ethics,

have been explored to reduce researcher bias and increase the efficiency of the field experience.

Before analysing the eight constructs of the elements of success or failure, a basic question needs to be

answered. When and how can it be determined whether a digital strategy security program is a success

or a failure? The assessment procedure was conducted methodically to determine the answer to the

question as shown in section 4.3. The overall findings were reassuring as listed in table 5.

Table 5. Summary of the Results Achieved During the first phase

Participant Groups Interviewee
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#1 Interviewee #IDR_01 and #IDR_02noted that cybersecurity knowledge growth

has increased over time, while #IDR_04 noted the positive change in executive

attitudes and behaviours towards cybersecurity strategy, and #IDR_05 saw that

the misconception of security is also a key construct for the organisation's

strategic goals."

#2 Interviewee #IDR_05 specifically pointed out that this study has provided criteria

and benchmarks for good security architectures and solutions, as well as

methods to achieve them. Better mechanisms to hide and/or manage complexity

were also cited by #IDR_06, while #IDR_04 noted that their previous incident

response processes lacked flexibility. Respondent #IDR_03 mentioned that prior

to this study, most of their systems were not creating event logs, which was a

barrier to incident detection.

#3 Interviewees #ID_08, #IDR_09, IDR_10 and IDR_06 pointed out that the

availability of capable staff has always been a major obstacle to an effective

data security strategy, but this study has removed that obstacle.

#4 The two researchers in this study (#RS01 and #RS02) pointed out the importance

of monitoring employees' understanding and commitment to cyber security.

#5 Researcher #RS02 also addressed the issue of increasing investment in

cybersecurity projects.

#6 Both the #EA01 and #EA02 auditors had the task of auditing stakeholders and

staff.

In summary, the structures underpinning organisational outcomes may be recognized and understood

within the proposed framework and are characterised by the following constructs:

● a coherent and well-defined DSS;

● maintain close coherence between the DSS and the organisation;

● an appropriate focus on all the different dimensions of digital strategy and security;

● a thorough assessment of the organisational and corporate landscape.
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Table 6. Summary of the Results Achieved During the first phase

Issue Method Source of Evidence

Improve the costs associated with

the security programmes of the

digital strategy.

Interview IDR_01

Improve the level of knowledge in

the field of digital transformation

security.

Interview IDR_04

Improved awareness and

elimination of misperceptions.

Interview IDR_02, IDR_03, IDR_04, IDR_05,

IDR_06, IDR_09

IDR_10

Improved digital transformation

strategy aligned with corporate

security.

Interview Senior Executive

Monitor staff understanding and

commitment to "Secure by

Design" to eliminate

misunderstandings.

Participatory

observation

2 Researchers

(RS01, RS02)

Improved management

willingness to invest in

cybersecurity projects.

Participatory

observation

2 Researchers

(RS01, RS02)

Examine the actions of

stakeholders and staff.

Direct Observation 2 External Auditors

(EA01, EA02)

Despite the beneficial results listed in Table 6, there were still some issues that this research tackles in

order to remedy some of the organisation's inadequacies.

c. Assessing the security programme for the digital strategy is a controversial and sensitive issue

that needs to be addressed. This is crucial for the long-term sustainability of the digital

transformation project and the implementation of the budgeting process, which is also

necessary for the full recognition of the security function of the digital strategy in the company.



258

d. In addition, the digital strategy security programme should continue to involve the entire

organisational pipeline. The DSS framework has been kept simple in terms of design: Digital

security strategy is about human compliance with defined policies, not about computer

capability.

e. The simplicity and ease of use of the DSS framework is an important attribute that helps in

developing the security programme for the digital strategy within the organisation and for

other organisations. However, more specific and complex technologies are likely to be critical.

The three bullet points have been addressed accordingly. A continuous update and improvement of the

digital strategy was conducted to address the open points (a) and (b), while the third point was

addressed by reiterating the NFC life cycle during a change that affects the current established strategy.

The recommended strategy improved the company's digital sovereignty and consequently its digital

transformation, which in turn, strengthened the company's digital economy. A security-by-design

strategy was a critical component of this study and one of the key technological enablers. The strategic

framework recommended in this paper sets out the organisation's cybersecurity policy, which is divided

into key principles, scopes of action and set of strategic targets.

7.0. Success Factors

The eight constructs were coded using the Vivo coding method. This technique is a type of qualitative

data analysis that focuses on the respondents' actual words. In other words, it enables text coding

using terms and expressions from qualitative data. Question 2 in this study, for example, can be

classified as critical success factors because it refers to the success factors for cybersecurity

implementation, which is where other subtopics are classified. This umbrella term encompasses

subtopics such as awareness and training, security policies, compliance, and top management.

Seminars, workshops, training, and other subtopics fall under the training and awareness subcategory.

These subtopics combine to form a more abstract concept of training and awareness-raising, which can

be abstracted further as one of the key success factors for successful cybersecurity implementation.

The final coded themes from the qualitative data are shown in Table 7.

Table 7. Critical success factors for cybersecurity.

Critical Success Factors Frequency Percentage* (n=40)
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Raising awareness, training and

education

23 57%

Cybersecurity budget 21 53%

Security policy and compliance 19 48%

Senior management and

stakeholders

17 43%

Application security 16 40%

Infrastructure security 16 40%

Communications and

Collaboration

11 46%

Security professionals 11 26%

Audit of security 7 18%

Accountabilities for security 3 8%

Organisational structure 1 3%

The goal of this phase was to identify and comprehend the necessary conditions for successful

cybersecurity implementation, as cybersecurity challenges differ from organisation to organisation.

Respondents were asked to name at least four critical success factors for cybersecurity in their

organisation. The following are the top five cybersecurity success factors for the organisation in this

study, according to Table 6 of the survey data:

● Awareness, training and education

● Security policy and compliance

● Cybersecurity budget

● Senior management and stakeholders

● Application security

According to the survey results, nearly 57% of respondents prioritised security awareness and training.

53% emphasised the importance of adequate budgets for cybersecurity projects, while 48 percent

emphasised the importance of security policies and compliance. Furthermore, 43% of respondents

mentioned senior management and stakeholders, while 40% mentioned application security and

infrastructure security. These indicators contribute to a company's cybersecurity success factors and
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provide an answer to the basic question raised in section 6: “When and how can it be determined

whether a digital strategy security program is a success or a failure?”

8.0. Discussion

The study compares the major underlying assumptions to better understand the challenges of digital

transformation in the context of traditional IT/IS strategy techniques. The misconception of digital

strategy and IT/IS strategy was one of the major outcomes of this study. Security initiatives tend to be

tackled by software engineers as an afterthought, so usability often takes precedence over security

(Stewart, 2022). In subsequent years, other IS security initiatives have proposed several mainstream

programmes, such as information security policy (Flowerday & Tuyikeze, 2016; Lucila, 2016), human

behaviour and compliance (Furnell and Clarke, 2012; Crossler et al. 2013; Stewart, 2022).

Other literature evaluations, on the other hand, have encouraged academics to consider both digital

transformation security and IS/IT security. The contributions of research to the eight security constructs

in this work were examined from several angles. The technical, intellectual, and organisational levels of

these eight constructs were all addressed. This study deals with the security of information systems

from the perspective of digital security strategy.

9.0. Implications

In this study, a conceptual framework was developed to explain the influences on the development and

outcomes of the digital strategy. The study considers past papers and a case study. This study has

significant implications for practice. For example, the proposed framework with the eight constructs

has the tendency to explain the influences on digital transformation and information security research

findings. The framework provides a new perspective to study the evolution of an organisation's digital

transformation and the development of secure digital strategy and some success factors. This work has

justified the applicability of the proposed framework to elucidate the actions required in digital strategy

projects by systematically testing the interrelationships between all eight constructs, thus answering

the research question 2 as well.

This study has brought a new perspective to explain why digital transformation strategies require more

than the traditional IS or IS/IT strategy process. Furthermore, the success of incorporating security into



261

IS/IT security or digital security requires the engagement of several factors that must work together to

achieve a successful security strategy.

In practice, this study can serve as a reference for innovative organisations and their managers to set up

a strategic security process by highlighting the context of digital strategy to enhance staff recognition,

e.g. by providing them with security training to improve staff awareness. Other latent variables such as

business strategy and business processes, while playing an important role in digital strategy, are not the

main key to developing a secure digital strategy. Therefore, a secure digital strategy can be achieved by

combining the eight constructs in this study, by arranging them in a structured way for an effective

digital strategy security development and implementation.

10.0. Limitations

The study focused on a single financial organisation in Germany. The inclusion of survey participants

from other organisations may have resulted in different perspectives and mindsets. Furthermore,

including respondents who are not ICT professionals may have yielded different results. The survey

results, on the other hand, provide a list of conceptual areas that could be further investigated to

confirm their relevance to cybersecurity effectiveness. More empirical research is clearly required to

validate the approach and the applicability of the observed success factors, as well as to improve its

effectiveness. It would be extremely beneficial to extend it to other scenarios in the same sector for

comparison and cross-analysis. It could also be applied to other industries where quite different aspects

are the focus.

11.0. Conclusion

The research questions in this study contribute to the process of developing and implementing a secure

digital strategy. Eight constructs were analysed and evaluated to create a model for developing a secure

digital strategy. The research included a comprehensive examination of the current state of digital

strategy security and the reasons for its success or failure. The synthesis of the literature is used to

determine the most important/critical factors for IS security so that organisations do not make the

wrong decisions. The study found that a misconception of security among various factors by leaders in

an organisation, leading to ignorance of security among employees and affecting the culture of security,

is seen as the main obstacle in embedding security in strategic digital transformation, which answers

research question 2 (Parsons, McCormac, Butavicius, & Ferguson, 2010).
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Apart from the importance of management involvement and employee acceptance of information

security, the study also identified other factors such as threat vulnerability and risk assessment, which

include threats, vulnerabilities and mitigation techniques that are linked to the digital strategy and help

reduce overall risk. Cybersecurity strategy, which includes an action plan to improve the security and

resilience of electronic products and services. It is an overarching, top-down cyber security strategy

that sets out a series of objectives and priorities to be achieved within a specific time frame. Secure

systems engineering, which involves the integration of secure software engineering tools, methods and

processes into the software life cycle. Security auditing and assessment, which involves the analysis and

evaluation of security measures required for the security of digital services and goods. The goal is to

reduce threats and risks in systems and to reduce the likelihood of losses due to a cyber security

breach. Protective monitoring, which includes automatic and manual security checks based on logs

generated by systems or applications. Strategic advanced threat intelligence, which includes strategic

threat intelligence to provide a comprehensive overview of the threat landscape of an organisation.

Finally, there is the incident response and remediation factor, which includes proactive, rapid and

efficient incident response to ensure maximum effectiveness. The important aspects to consider when

creating and implementing a digital security plan in an organisation are addressed in this response to

research question 1, which is part of the gaps in the previous literature on IS/IT strategy.

Insufficient understanding of these key factors for digital transformation security has led to a persistent

risk to corporate information security. Furthermore, the factors identified in this study play an

important role in security and form a common attribute, namely a combination of humans (knowledge,

education and training), technology (secure programming and coding) and processing (continuous

security training of employees and constant network monitoring). Therefore, the paper proposes the

solution of using the NFC theory to ensure that other theories such as (social technical theory,

distributed cognitive theory and general deterrence theory) are considered in information security

initiatives.

The significance of raising awareness of the security of digital strategies is highlighted in this study,

which will serve as an incentive to prioritise appropriate digital security and its communication to

employees. This will act as an incentive to bridge the gap between the percentage of organisations that

take security precautions and those that do not. When it comes to security, the challenges of

digitisation for businesses undergoing digital transformation are numerous in Germany.
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Conclusion to STUDY 4:

Digital Transformation Security Challenges

The fourth study addressed developing and implementing a secure digital strategy. According to the

results of the study, a model for creating a secure digital strategy is based on eight elements that were

examined and evaluated.

One of these elements was a top-down cybersecurity strategy that establishes several objectives and

priorities to be completed within a predetermined time limit. The integration of secure software

engineering tools, methods, and procedures into the software lifecycle is a component of secure

systems engineering. The analysis and evaluation of security controls necessary to ensure the security

of digital services and products are known as security testing and assessment—protection monitoring,

which consists of both automatic and human security checks based on system or application-generated

logs. An organisation's danger landscape can be seen in its entirety thanks to strategic advanced threat

intelligence, which also contains strategic threat intelligence. In order to ensure optimal effectiveness,

an incident response and remediation factor that comprises proactive, quick, and efficient issue

response is also included.

The research also covered a thorough review of the factors affecting the overall strength or weakness

of current security measures for digital strategies. In particular, managerial misperceptions about

security, among other factors, contributed to a lack of security awareness among employees and

detracted from the security culture (Parsons, McCormac, Butavicius, & Ferguson, 2010).

The results indicated that when managers understand the value of security in their digital

transformation, their intention to invest in security is fostered, boosting employee morale. Apart from

the importance of management involvement and employee acceptance of information security, the

study also identified other factors such as threat vulnerability and risk assessment, which include

threats, vulnerabilities and mitigation techniques that are linked to digital strategy and contribute to

reducing overall risk.

Therefore, Study 4 dealt with the insufficient understanding of these key factors for digital

transformation security that have led to a persistent risk to corporate information security and
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addresses the study questions raised in Chapter 1 on the key factors that can strengthen cybersecurity

in digital transformation and how they can lead to effective security outcomes.

The consideration of employees' involvement in the security chain and their perceived security in

studies 1, 2 and 3 shows a strong influence of human behaviour on information security compliance.

Considering the ambiguity of the intangible functions of different organisations, however, the question

of how organisations manage their information security comes to the foreground: Do managers lack

the skills to plan, train and direct human activities towards security awareness? On the other hand, if

so, how do employees perceive the consequences of information security breaches and how do such

breaches affect information security management? What kind of information security compliance

policies should organisations adopt, and what key issues should these policies focus on? Furthermore,

is there a correlation between technological and human factors that work together for the successful

adoption and implementation of information security management in an organisation?

These are extremely important questions, but they have yet to be answered in the literature. It is also

imperative to empirically investigate how and to what extent risk perception differs concerning humans

and technology in different organisations, as the factors identified in this study play an important role in

security and form a common attribute, namely a combination of humans (knowledge, education and

training). However, the empirical research has yet to be validated. Study 5 explores this evidence and

highlights the relationship between humans's perceptions of risk and the need to educate employees

about the security of digital initiatives. Study 5 is discussed in the following chapter.
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Chapter 8. STUDY 5: Information security
management and the human aspect in
organisations

Introduction
The fifth study is a continuation of studies 1, 2, 3 and 4. Using the data from studies 1, 2, 3 and 4, study

5 aims to provide a conceptual framework to facilitate the construction of a manageable information

security system. While information services and technologies are critical to today's business

environment, their interaction with humans poses a significant cyber threat. Consequently, unless

management strategies are implemented to ensure that information systems are carefully deployed

and managed, businesses will continue to face cyber threats that damage their reputation and place a

significant financial burden on them.

Senior managers and employees are more likely to be sceptical of information provided to them, and

their prudent behaviour to secure such information may be influenced by their perception of the

criticality of the information given. It could be argued that their perception of cyber security affects

how they use the information and how they disclose it to shape their expectations. The lack of strict

information security policies and non-compliance leads to security failures in organisations (Ifinedo,

2014; Vance et al., 2012), usually triggered by poor management decision-making, employee

engagement, collaboration and communication. Other factors, such as information security knowledge

sharing and investment in information security, can influence employee behaviour towards compliance

with information security policies and procedures.

However, previous research on IS security says little about how to close the gap between humans and

IS. Study 5 fills these gaps by drawing on the findings of Studies 1, 2, 3 and 4 to propose a principle of

information security compliance strategy that improves information security management by

integrating human behaviours and IS security aspects in information security management.

Harrison Stewart authors the paper with contributions corresponding to the contribution ratio for this

article, which is set out on the next page.
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STUDY 5

Information security management and the

human aspect in organisations
Harrison Stewart, Jan Jürjens

Abstract
The rapid speed of Information Technology (IT) growth has created numerous business opportunities.

At the same time, this growth has increased information security risk. IT security risk is an important

issue in industrial sectors, and in organizations that are innovating due to globalization or changes in

organizational culture. Previously, technology-associated risk assessments focused on various

technology factors, but as of the early 21 st century, the most important issue identified in technology

risk studies is the human factor. There are numerous proposals in the literature to remedy human and

information security issues, but none have provided a comprehensive method to manage information

security activities efficiently. To accomplish this, it is vital to have an in-depth understanding of the

complex, dynamic, and unpredictable conduct of organization employees who direct and/or manage

information security activities. In this paper, we present a conceptual framework and the

Nine-Five-Circle principle (NFC) to enable organizations to implement a successful information security

management strategy. The outcomes of this study can be used to improve the performance of

information security management strategies in organizations 

Keywords – Information security, Culture and technology, Employee behaviour in technology, IT, Human

aspects, Security and leadership

Paper type - Research paper
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1.0. Introduction
The rapid growth of Information Technology (IT) has increased security risks in both industrial and

financial sectors. Currently, human activity is considered the most critical factor in the management of

information security. Information security risks related to human activity is observed in employees from

big and medium-sized businesses where employees violate company security policies or personally

engage in security theft (Vance et al., 2013). These issues occur due to various factors such as poor

information security awareness among employees, poor employee Information Security (IS) training,

and poorly managed teams. These factors are major threats to a company’s information security.

Compliance to a company security policy and frequent IS training of employees can positively impact

the human aspects of security. To eliminate the lack of security-awareness and deficiencies among

employees so as to enhance their approaches to information security management, it is essential to

take a deeper look into these factors.

In some organizations, the human resource department plays a major role in IT security by checking,

controlling, and redirecting employee conduct toward successful information security management.

Simply put, human resource departments are managed by an organization's management board, and

the management board is responsible for planning, acquisition, IS training, and directing human

activities in the business domain. This indicates that the management board is responsible for

controlling and directing these activities to enhance the awareness of information security among

employees. Although senior management alone cannot guarantee successful risk management, it is

essential for senior management individuals to execute and control information security activities (Boss

et al., 2009; McFadzean et al., 2006).

Organizational security policies are sets of rules and regulations that govern an organization’s network,

and they are intended to prevent fraud and embezzlement (Compston, 2009). These policies ban

criminal activities – for example, an employee hacking into a computer system or network, employees

visiting inappropriate websites, or the stealing of company software by/or enabled by employees.

Puhakainen and Siponen (2010) argue that security-awareness training has a positive impact on

employee conduct, and allows conduct to conform with the company security policy.

Compliance is defined as the conforming to a rule or a policy. We hypothesize that policies are not

effective in an organization that lacks policy compliance (i.e. a policy is not effective in the absence of

compliance). There are two components of compliance that should be highlighted: 1) Without
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compliant employees, security policies are not guaranteed. 2) Compliance enhances the efficacy of

information system security controls (Guo, 2013; Herath and Rao, 2009b). Harrison and White (2010)

added that, compliance will only occur and be effective if enforced correctly by senior managers.

However, according to previous studies, there are numerous managers who lack commitment to

information security management, and this calls for education and persuasion via external or internal

regulators (Ahmad et al., 2012; Chang and Ho, 2006; Hsu, 2009; Hu et al., 2007; Smith et al., 2010).

Compliance analysis is the process of comparing the applied controls with the referenced standards.

Furthermore, compliance analysis is a tool used for inspecting the conformity level of the business, and

for finding problems that arise after the generated information security policies have been

implemented. In any case, regardless of the possibility that the previously mentioned tools or

techniques are used, they come short and do not cover the entire picture of information security

management. Therefore, this study addresses the following questions:

1. Do the organizations’ management boards lack the skills to plan, train and direct human

activities toward security awareness?

2. What are the beliefs of employees regarding the outcomes of information security violations

and how such violations affect information security management?

3. What kind of compliance guidance for information security do organizations need to adopt, and

on what essential points should this guidance focus?

4. Is there any interrelation between technology and human factors that work together for the

successful deployment and implementation of information security management in an

organization?

We have answered the above hypothesis in their respective sections. In section 4 page 12, our findings

and analysis will answer the research questions 1 and 2 and will be further illustrated in Table 4 (page

12 & 13). The third question will be answered in section 6 (page 16), where we will proposed our NFC

principle that can be used to enhance the development and implementation of information security

management policies in an organization. Section 6.2.3 (page 26) will answer our last hypothesis,

whereby we confirm that technology and human factors are interrelated and work together for the

successful deployment and implementation of information security management in an organization. 

Information security policies have a major impact on the management of security and the success of a

business. According to Trobec et al. (2007), the critical factor of information security is humans;

however, there is always complexity in the interactions between humans and technical elements.
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Trobec et al. (2007) argued that humans are the blueprint of information security, while Loster (2005)

added that employee roles should be considered in the planning and implementation phases of

information security policies and management. Therefore, in this study, we hypothesize that humans

play a major role in security management, and this role should not be

ignored.

1.1. The Gap

The massive advancement in the IT sector has increased the technological needs of organizations. With

widespread use and access to World Wide Web services, security has become the most critical aspect for many

organizations. Many researchers have proposed measures to solve these issues; however, the quantification of

security measures is still considered a challenge by many studies. According to Yeniman et al. (2011), employee

ignorance increases data breaches and data security vulnerabilities. In an empirical study conducted by Jaeger

(2013) regarding the reasons behind data breaches, 38% of data breaches are due to loss of paper files; 27% are

due to human carelessness (e.g., losing data memory devices); and the final 11% of data breaches are due to

hacking. These data suggest that employees have a major influence on information security risk and data

breaches. Rubenstein & Francis (2008) reported on the lack of compliance toward information security, as well as

violations of access policies. Vance et al. (2013) argued that lack of IS training and policy violations occur due to

unskilled or poor managers

1.2. Aim

The aim of this study is to encourage management boards to recognize that employees play a major role in the

management of information security. Thus, these issues need to be addressed efficiently, especially in

organizations in which data is a valuable asset. Engaging workplace employees in security awareness is a social

event that also strengthens the security of a company’s information. A strong company foundation in security

awareness among employees ensures that employees are informed of company security policies. Employees 

trained in security awareness also improve innovation, and increase work productivity. Therefore, this current 

study also aims to highlight the importance of the formal and informal security awareness of employees to

enhance employee productivity. In recent decades, many organizations have focused on technology-based

solutions– e.g. intrusion detection mechanisms to address information security (PricewaterhouseCoopers, 2008).

However, Safa et al. (2015) argued that, these approaches do not guarantee a secure business in the context of 

information security management. Furthermore, technology-based approaches often increase administrative and

supportive costs and seldom dispose of the risk (Cavusoglu et al. 2009; Dhillon and Backhouse 2001; Siponen

2005). The implementation of such technologies can be tedious for employees when exploring information

systems (IS) due to the informational gaps that come with software and hardware. Pahnila et al. (2007) also
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argued that, 

despite such huge investments, both software and hardware often do not decrease the security problems faced

by these organizations. Numerous studies have also investigated how employees are targeted by hackers through

different channels (e.g. social media); therefore, investing in multiple technology defense layouts have little

impact on information security (Abawajy 2014; Arce, 2003; Jansson et al., 2013, Schultz et al., 2001 and Zhang et

al., 2009). 

1.3. Paper Structure

We began this paper with a brief introduction concerning the issues, the reasoning, and the need for

this study, including the aims and objectives of the research.

In the second section, a literature review will be presented to analyze existing situations. This analysis

will be based on the present study’s findings, as well as analyses reported by other researchers. Gaps in

current knowledge will be indicated, such as the lack of a single theory for poor security awareness.

In the third section, a conceptual framework will be developed to evaluate a security situation.

Here, a questionnaire pertaining to the situation, with multiple choice answers will be prepared and

provided to 600 individuals of varying ages, sex, field of employment, positions, designations, and

income groups. The results of the survey will be quantified, and presented graphically. These data will

help to identify major and minor causal factors between human aspects and information security risk.

The fourth section explores the methodology in which the proposed framework will be evaluated and

verified via quantitative analysis. The reliability and validity of the findings will be further tested using

statistical software tools (e.g. SPSS and SEM). These techniques will provide an outcome to fulfill the

research aims. We hypothesize that lack of information security management training and lack of

situational awareness among employees will be the top reasons for poor information security

management.

In the fifth section, we present inferential limitations encountered during this study.

The sixth section will be based on the results from the methodology section. Herein, we will present a

new compliance guideline based on the Nine-Five- Circle framework to enhance the deployment and

implementation of information security policy compliance.

In the seventh section, we present the implications of this research, based on practice and future

research possibilities.
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The final section concludes with important points that organizations should consider when choosing IT

security standards. We point out that the important points and suggestions generated herein may only

work with specific types of organizations. 

2.0. Literature Review

There have been numerous studies on information security management –– for example, the

information security viability model proposed by Kankan-halli et al. (2003), and the planning of security

and risk management approach proposed by Soo Hoo (2000). Cavusoglu et al. (2004) and Mishra et al.

(2004) studied investment in information security and assessment. While these studies have improved

our comprehension of information security from different viewpoints, their outcomes have not been

able to solve all the security issues that face organizations.

During the past decades, a significant amount of research has been done on numerous aspects of

information security management – for example, external abuse (Simmonds et al., 2004 & Vivo et al.,

1998), internal assaults (Guo et al., 2012; Harrington, 1996 & Straub et al., 1990), policies acceptance

strategies (Siau, 2002 & Son, 2011) and computer crimes (Cronan, 2006). These studies indicate a great

increase in the field of information security management research between the years 2000 – 2007

(Chen, 2010); however, much of this research focuses on internet abuse (Lim & Teo, 2005), individual

behavior, compliance, and the impact of deterrence on employee conduct (Hovav & D’Arcy, 2012).

Research on the organization level has not received a lot of attention. Lee & Kozar (2008) proposed the

adoption of security technology and practices, while Siponen & Willison (2009) proposed traditional

standard methods due to the complexity of security standards adoption. According to Kotulic & Clark

(2004), the relative lack of firm-level research may mirror the reluctance of firms to uncover

information with respect to their security strategies and breaches; subsequently, organizations choose

to evade collaboration in security practices. Richardson (2011) demonstrated a drop in security

personnel response to security measure surveys as compared to earlier studies. Numerous

meta-analyses in data security have been done that recommend a holistic approach to dealing with

current information security management issues. These studies propose several ways to deal with

information security in order to have a bigger picture of information security. A few distinct frameworks

have been proposed to address information security. These frameworks incorporate simulation models,

formal models, dynamic models, and economic models for security (Dhillon & Backhouse, 2001;

Siponen, 2005; Sunyaev et al., 2009). 
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2.1. Human role in Information Security

Other studies have also demonstrated that many organizations neglect the centrality of human

behavior in information security management, and that this has caused failures in information security.

Webb et al. (2014) proposed a situation aware ISRM (SA-ISRM) model to supplement the information

security risk management (ISRM) procedure, however, their model was only focused on the deficiencies

of ISRM. Here, the researchers neglected security policy compliance based on individual employees. Li

et al. (2010) argued how recent studies on information security management have neglected the

perceived benefit of degenerate behavior, individual norms, and organizational settings. Their research

model utilized an online survey that was sent to organization employees. However, their work was only

based on internet use policy (IUP) compliance. Thus, they focused on employees in an organization

with an internet use policy and realized the risks posed by employees in the context of security

management in an organization. They also recommended the significance of considering compliance

decisions as driven by a cost-benefit analysis, limited by individual standards and organizational setting

factors. Therefore, their work did not cover all the elements of human behavior and social structure in

the organization, such as human ability, culture, IS management, top personnel, technology, and how

all these factors interrelate and work together. Here, we emphasize that both Li et al. (2010) and Webb

et al. (2014) indicate the limitations of a number of theory- based empirical studies on employee

security policy compliance that we address in this study. 

Da Veiga and Martins (2015) conducted a questionnaire survey where they studied the

interrelationship between human, technology, and strategy controls. Their data was derived from

information security culture assessment (ISCA), based on a case study of an international financial

institution at four intervals over a period of eight years, across twelve countries. Their study was

centered on the effects of security-awareness training, and they recommended further research to be

conducted on employees who comply to information security policy and others who do not, as well as

extending the research across national and cultural boundaries. 

Herath and Rao (2009) argued the need for organizations to deploy different approaches to enhance

data security. Ifinedo (2012) added that many organizations are heavily investing in technology- based

measures, but these often do not yield positive results due to the lack of attention allotted to employee

behavior. Crossler et al. (2013) concluded that a combination of technology-based solutions and
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employee security behavior plays a major role in information security management, and this calls for a

strategic approach to model a solution to unify technology, human, cultural and organizational factors. 

2.2. Technology role in information security

Numerous studies have investigated cyber- attack prevention. According to Li et al. (2009), limited

countermeasures are available to prevent cyber-attacks. Mirkovic and Reiher (2005) proposed the

source-end defense points. Chen and Hwang (2006) also proposed the core-end defense techniques,

while Wang et al. (2007) proposed the casualty end protection, and Seo et al. (2013) proposed the

versatile probabilistic filter planning. All the above countermeasures have been developed to prevent

flood attacks, but none were aimed at employees. Other traditional techniques such as; cryptography

and firewalls have also been proposed as distinct options to avoid intruders and maintain data

confidentiality, integrity, and authentication (CIA) (Wright et al., 2004). According to Singh et al. (2013),

technology is not capable of providing a dependable answer for hierarchical information security needs

and challenges. Werlinger et al. (2009) recommended that, to overcome the constantly challenging

issues of information security management, it is important that in combination with a technical

approach, employee and organizational factors should also be addressed. In their recommendation, the

technical approaches are initiating, planning, acquisition of new innovations, budgetary designations,

and purchasing innovative hardware and software. Human factors include skilled staff recruitment,

hiring, information security management training and employee motivation. Organizational factors

include staff compliance with organization rules and regulations, frequent information security

management training, rigid managerial direction, and the presence of compliance departments. Hence,

we hypothesis in this study that technology and human factors are interrelated and need to be

addressed efficiently for the successful deployment of information security management (Werlinger et

al., 2009; Abawajy, 2014; Arachchilage and Love, 2014; Kritzinger and von Solms, 2010).

2.3. The financial impact on information security

According to Safa and Ismail (2013), information security breaches cause financial costs for

organizations as well as impact organization reputation. In addition to adopting technology-based

solutions, appropriate data security conduct can mitigate the risk of information security breaches in an

organization. Abawajy (2014) determined the important role of security compliance awareness among

employees, such as conduct and behavior during a study on security risk mitigation. This research was

subsequently supported by findings generated by Arachchilage and Love (2014). However, both

researchers neglected human ability, culture, information security management, technology and how
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all these variables interrelate and need to be addressed efficiently in an organization. Kritzinger and von

Solms (2010) held a workshop where they divided users into home and organizational environments to

confirm the important role that both groups play in security awareness. They further confirmed the

efficacy of the methods utilized and the strong impact of policy enforcement. However, Kritzinger and

von Solms (2010) based their study on private and public behavior, but neglected culture, familiarity,

management, technology and how all these factors interrelate and work together. Safa et al. (2015)

found that knowledge of information security (IS) is linked to better understanding, familiarity, and 

the capacity to manage and overcome crises.

2.4. Misuse of information security knowledge sharing

The misuse of IS resources has been recognized in numerous studies as a significant problem, often

identified during information security mitigations. This supports the hypothesis found in other studies

that assessed employee behavior, that workers often take part in inappropriate behaviors increase

security risks. These findings caused many organizations to concentrate on placing impediments and

preventative systems such as sanctions on employees for the misuse of computers. Straub and Nance

(1990) explored how to detect computer abuse, and how to sanction employees. They advised

organizations to sanction employees severely to prevent other employees from conducting the same or

similar activities. Willison (2006) studied the impacts of employee misbehavior and subsequent risks for

information security by utilizing rational decision and crime preventive methodologies to explore the

relationship between the culprit and the context. According to Willison, organizations need to

concentrate on the inappropriate behavior of employees in various levels and enforce preventive

measures to decrease employee behaviors that increase information security risks.  

A study by Lee and Lee (2002) focused on the deterrence hypothesis along with social speculations to

clarify the impact of information security management, information security programs, and

organizational factors. Lee and Lee (2002) analyzed both insider and outsider information security

abuse by evaluating organizational factors and the causes of the security abuse. They determined that

the improvement of social networks via organizational factors could eliminate the misuse of

information systems in an organization. However, Lee and Lee based their work on how social

relationships and traditional counter-measures impact the decision process employees that misuse

computers by utilizing the General Deterrence Theory (GDT) for guidelines (e.g., as in the work of

Straub and Nance (1990)). The GDT is a basis for security awareness, security training and education
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and minimizes cost (Beccaria, 1963), however, it comes with some limitations and needs to be

enhanced and revised. GDT also neglects the interrelationship between technology and humans. 

2.5. Information security management standards

Siponen and Willison (2009) analyzed BS7799, PCI BS, ISO/IEC17799: 2000, GASPP/GAISP, and the

SSE-CMM to determine and compare how international information security management guidelines

play a key role in managing and confirming the organizational information security. They realized that

those listed guidelines were too generalized and neglected the verification of the difference in

information security requirements in various organizations. Furthermore, these guidelines were not

meant for international IS standards because of their general practices in nature. Due to these

shortcomings, they recommended that information security management guidelines should be seen as

“a library of material for information security management for specialists” (Siponen and Willison,

2009). An empirical study was conducted by Kotulic and Clark (2004) in the sector of security risk

management (SRM) where they proposed a conceptual model to enhance SRM on organizational level.

However, their model was not able to detect and specify information systems security. According to

Baskerville (1993), computer misuse (i.e. use for purposes other than that intended by the company,

such as recreational activities) is the main cause of information security risk, and they recommended

that information security experts and IT managers should implement systems that will detect

information security abuse and specify information systems security. 

Despite the fact that the vast majority of the data security literature focuses on sanctions and

technology-based solutions, there is little data on the roles management boards, employee IS training

and collaboration play in information security management. The current study will not only evaluate

technology and the responses of individual employees, but will also target individual managers because

they are responsible for the proper implementation of security compliance. Our study further analyzes

organizational culture, collaboration, employee familiarity with security management, managing

director skills, governance, leadership, records management, information access, communication,

compliance, technology, and how all these factors interrelate and work together. The expectation is

that security compliance needs to be initiated from the top level down to the lowest level in every

organization. 

In our work, the factors in our research are both dependent and independent factors. These factors are

interrelated and complex design reflects that a number of independent factors may work together to
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determine the level of dependent factor. For example, we investigate the cause of the issues that an

organization faces during policy compliance deployment (the dependent variable). Here we

hypothesize that our SPSS findings such as, lack of security training-awareness, lack of management

directives, absence of compliance policy, lack of security interest and hardware failure (five

independent factors) may work separately or in conjunction with each other in determining the

condition of the dependent factors. The identification of independent and dependent factor relies on

the particular research question and conceptual underpinning of our work. Here, the two labels

"dependent" and "independent" can be used in a specific design differently from ours. That is to say,

there is nothing inherent in a factor itself that makes it independent or dependent; a factor that is an

independent in our design may in another work be used as the dependent factor or the effect of

estimation. 

3.0. Method

Uneducated employees and/or unethical employee behavior are causes of information security risk

(Abawajy, 2014; Arce, 2003). It is clear that security risk cannot just be eliminated solely via

security-awareness without effective implementation and enforcement of compliances by organization

management boards. In this study, we first analyzed levels of employee information security awareness

regarding information security risk via their observational and behavioral viewpoints. We were also

aware that employee awareness of information security does not guarantee that they will be

compliant; therefore, we extended the scope of the study to analyze top management board

individuals’ information security awareness, and proposed an effective information security policy

compliance guideline.

We developed a conceptual framework, illustrated in Figure 1, using the SBT, to explain how employees

comply with information security policies.



286

Figure 1. A conceptual framework

Before developing the instrument for the survey, we first identified and developed effective

measurements built upon the existing literature, prepared our survey questionnaires according to past

studies, and analyzed our findings based on previous qualitative analyses. We were able to collect data

by utilizing a cross- sectional questionnaire and a Likert scale as in the work of Ifinedo (2014) and

Witherspoon et al. (2013). All surveyed questions shown in appendix.1 are related to an item illustrated

in Table 1. Data analysis was conducted with SPSS as described in the SPSS Analysis diagram in Figure 2.

Table 1. Questionnaire and related items.

Question Related Items Description 

Knowledge and Information

Management (KIM) 

Q1 - Q30 are related to how the employees value and use

information in the company. For example, if they are aware of KIM

and who is responsible for their organization KIM as well as how their

organizations have assessed and identified critical information. 

Records Management Q31 - Q38 are related to how organizations keep records, share

information, destroy and dispose created information. 

Furthermore, they are also related to the responsibity of record

management and their storage, the sustainability of digital records,

retention procedures, disposal policies and how data is transferred. 

Information Access Q39 – Q44 are related to how these organizations secure data and

re-use data, how they meet freedom of information (FOI) requests
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and if they are aware of their technical environment that enhances

their information. 

Compliance / Governance and

Leadership 

Q45 – Q62 are related to change management programs that are

held in the organization. Subsequently, change management

programs and clarified procedures that enable them to examine

completeness, availability and usability of data asset after any

change. The questions are also related to IS training, induction

programs, staff responsibilities, change management, policies and

guidance. We also wanted to be informed on governance and

leadership in these organizations such as: any naming conventions

that are mandatory to abide by as well as their strategic

management, business objectives, resourcing, risk management and

management supports and control.  

Culture Q63 – Q69 are based on both individual and organizational culture.

Furthermore, these questions are also related to employees

commitment, knowledge sharing, collaboration, communication and

understanding. For example, how effective is the sharing of

knowledge enhances KIM networks, communities and if there are

several strategies that have been adopted to enhance internal

communication and collaboration in these organizations.  

3.1. Data collection

In Germany, we approached different organizations that ranged in both size and how they approach

information security management. We then divided the three participating organizations into cases:

CASE 1, a PRIVATE BANK with over 1500 employees; CASE 2, an AUTOMOBILE manufacturer; and CASE

3, a FINTECH startup company with 125 employees. Participants were requested to answer different

questions, including demographic information including age, gender, and position. We focused on data

from the senior directors, functional managers, IT specialists, and personnel in all three organizations.

All participants had internet access and utilize the internet in various departments..

A preliminary workshop for a pilot test explained the questions to the participants and ensured that

each participant understood the purpose of the research study. Each question was explained in various
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ways to ensure that all questions were understood in the same manner by all participants. After this

phase, participants were asked to answer the cross-sectional questionnaire survey composed of

closed-ended questions. These questions were intended to gather and measure quantitative data on a

diversity of interests.

We applied the Microsoft © Access Management Matrix that helped us to determine what data would

be needed for this study, and from whom to collect these data, by listing all management levels

vertically and department levels horizontally. Due to data policy, an agreement was written and signed

by the researchers stating that the collected data would only be used for this study and would not be

shared with any third party. After they agreed to the terms and conditions, we presented them with the

questionnaires. The pilot testing during the initial phase assured that all participants understood the

questions. The pilot test consisted of 70 questions, compared to the 50 questions in the final version

shown in Appendix 1. Time spent on social media sites via utilizing company computers and networks

was questioned as well. The role of employees in information security breaches as well as their

adherence to security policies were also asked. A comment field was added in the form for participants

to share their experiences, worries, and the reasons that drive them not to abide by information

security policies.

We extended the standard data collection and sped up collection by sending a link of the website form

via a mass mail to all other participants. The top personnel were asked how they view their roles in

information security management and infrastructure development. They were also asked how they

manage their security policy, how they see the role of human factors in information technology, and

how they train their personnel on information security risks. The surveys took an estimated 45 minutes

to complete. All answers were saved in a MySQL database.

3.2. Demographics

The reason for this research was to explore Information Security (IS) management, explore the human

aspect in organizations and to propose a compliance guideline for organizations. We mailed a total of

955 questionnaires to participants using mass mail software, and received 633 completed responses.

These data were saved in a database for further analyses. We also printed 100 copies and distributed

them to other participants, so that our answered questionnaires totaled 733, which enabled us to

analyze the data.

Table 2. Demographic of participants.
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Variables TOTAL
Gender

Male 60%
Female 40%

Age
18-30 years 20%
31-40 years 35%
41-50 years 40%
50 + years 5%

Position
Senior Directors 15%
Functional Directors 20%
IT Specialists 15%
Personnel 50%

Participants from each CASE
CASE 1 - Bank 60%
CASE 2 - Automobile 25%
CASE 3 - FINTECH Startup 10%

Table 3. Demographics of respondents based on educational level.

Level of Education Group TOTAL
Academic Administrative Students

Elementary School Number 0 15 0

Percentage 0.0 1.14 0.0
Secondary School Number 0 33 0

Percentage 0.0 2.5 0.0
High School Number 2 211 0

Percentage 0.15 16.05 0.0
Associate Programs Number 3 27 776

Percentage 0.23 2.05 59.1
HND Number 2 19 0

Percentage 0.15 1.4 0.0
Bachelor Number 59 21 0

Percentage 4.5 1.6 0.0
Masters Number 37 5 0

Percentage 2.81 0.4 0.0
PhD Number 95 9 0

Percentage 7.2 0.27 0.0
TOTAL Number 198 340 776 1314

Percentage 15.06 25.87 59.1
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3.3. Results

We utilized a structural equation model (SEM) as was conducted in Hair et al. (2010) because of the

simplicity and accuracy of this type of model. SEM has various methodologies that enabled the

depiction of relationships among variables. It also provided a quantitative sample of our proposed

model (Table 2). Furthermore, because our work in this study was based on past literature reviews,

involvement theories, and social hypotheses, we utilized the three fundamental methodologies of SEM:

confirmatory factor analysis; regression analysis; and path analysis, similar to the work of Schumacker

& Lomax (2010). Certain variables that could not be observed, such as collaboration, job contentment,

employee devotion, work experience, socialization, creativity, knowledge sharing via SNS, commitment

and others, were measured by few items. These variables were considered as latent variables which

were then modelled utilizing both the structural and measurement models within SEM. Following the

work of Gaur (2009), our measurement model focused on the relationship that exists between the

variables we observed and those we classified as latent, while our structural model focused

on the latent variables.

4.0. Findings and Analysis

In all three organizations in our study, we found that the main issues that trigger security incidents, and

that hinder the accomplishment and enhancement of information security compliance were based on

different factors. For example, we found that employee behavior is the most common obstacle

associated with information security compliance (e.g. password sharing, password written down on a

piece of paper, utilizing shortcuts, visiting unauthorized websites, downloading unapproved internet

programs from the internet, opening unapproved email attachments, disregarding important security

strategies, lack of knowledge, poor IS training, keeping relevant information to themselves, lack of

commitment, lack of security awareness, security infringement(s) not reported, culprit(s) not punished,

weak security-related guidelines, and lack of security compliance regulations). On the organizational

level, we found that employees do not comply with organization rules and regulations due to lack of

organization handbooks with clear rules and regulations, as well as lack of IS training, lack of

managerial direction, and the absence of compliance departments. On the technical level, we found

that both the Automobile and the Bank institute were still utilizing legacy technology devices and

traditional 

information security management standards that do not meet their needs.
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Furthermore, we realized that in all the organizations, employees were reluctant to share knowledge or

collaborate in the context of information security. The FinTech organization lacked effective IS training

courses, absence of workshops, lack of security notices, lack of monthly mass-mails in the context of

information security, lack of company social network web page, and lack of general company

procedures. All these findings answer research questions 1 and 2 as illustrated in Table 4..

Table 4. Causes of Security Incidents and Hindrance

Organizations Causes Hindrance 

Bank  

 Poor or ill management,
employee errors, and 
noncompliance. 

Due to poor security “know-how” and “know-why”. Lack
of security awareness and training respectively. Poor
administrative directives and/or roles. 

 Access violation: malicious 
and/or viral software. 

Poor organizational structure. Lack of knowledge on whom
to contact and the absence of clear definitions of security
process and roles. Lack of collaboration, communication,
and commitment. 

 Not complying with 
organization rules and
regulations. 

Lack of security compliance regulations and lack of
security policy compliance training. 

Automobile  

 Poor or ill management,
employee errors, and
noncompliance, 

Due to poor security “know-how” and “know-why”. Lack
of security awareness and training respectively. Poor
administrative directives and roles. Lack of collaboration,
communication and commitment.  

 Access violation: malicious
and/or viral software. 

Poor organizational structure. Lack of knowledge on whom
to contact and the absence of clear definitions of security
process and roles. 

 Not complying with
organization rules and 
regulations. 

Lack of security compliance regulations and lack of
security policy compliance training.  

 Sharing passwords and
engaging in private social
networks and/or emails. 

Lack of security awareness; security infringement(s) not
reported and culprit(s) not punished. 

FinTech Startup  

 Poor or ill management, 
employee errors, and
noncompliance. 

Due to poor security “know-how” and “know-why”. Lack
of security awareness and training respectively. Poor
administrative directives and 
roles.  

 Access violation: malicious 
and/or viral software 

Poor organizational structure. Lack of knowledge on whom
to contact and the absence of clear definitions of security
process and roles. Lack of commitment.  

 Hardware failure(s). Budget constraint(s). 
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To determine if my conceptual framework and findings describe employee information security

activities that occur over the span of managing day-to-day activities, I utilized the SPSS statistical

software to develop an in-depth visual evaluation of the findings. This visual evaluation enabled me to

detect patterns and relationships that exist with employee information security-related conduct in the

three organizations. The SPSS analysis produced the results that satisfied my main research aim.

Figure 2 – SSPS Analyzer

Fig. 3 Stacked chart
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As shown in Figures 2 and 3, the primary driver of security risk is not just employee error, but

also lack of IS training and unskilled management boards. The head of the IT manager at the Bank

stated that human errors are the main issues of the bank, e.g. employees downloading unauthorized

software that many contain viral and/or malicious data and/or programs. The Data Protection Unit

manager also stated that lack of IS training has become a problem that need to be addressed. He added

that the heads of the organization consider security training as a waste of investment. The head of the

management board added that most security training costs large sums of money, yet have not

delivered results or improvements.

We also identified that both the Automobile company and the FinTech startup had difficulties with

administrative errors and security managers. Most of their security managers are bachelor degree

holding individuals that have no or low experience in real world information security management. The

FinTech company also had budget constraints that hindered them from implementing strategic security

mechanisms and/or a process to enhance or protect organizational data. Other attributes such as

budget constraints, operation, organizing, budgeting, time- frame, managing and reporting procedures,

and the cost of security training and outcomes were all part of our findings.

Our literature review and results indicate various aspects of administering information security

management in different contexts. We focused on human aspects in information security management,

technical factors, organization policies, employee security-awareness training, technologies adopted,

employees’ collaboration and commitment to the organization, the activities of the management

boards, and how security is viewed in their business domain. From this we cannot simply conclude that

information security awareness will keep data safe without training the employees on this subject.

Training the employees on information security management can enable employees to know why

security is important; however, lack of compliance in this context will not make this training effective at

reducing security breaches. Various studies have focused on both security awareness and security

training, but none has been able to solve the security issues that these organizations currently face.

We present a comprehensive information security management plan based on the Nine-Five- Circle

that ensures the transfer of knowledge regarding information security and potential threats to

organization data assets. According to Hagen et al. (2008), increasing knowledge in security awareness

is more effective at increasing policy compliance than other information security management

measures. Albrechtsen & Hovden (2010) added that IS training directs and enhances employee

behavior towards policy compliance. Siponen et al. (2014) argued that without employees complying
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with security policies, security-awareness training will not be an adequate solution. It is therefore clear,

that employees need to be trained on policy compliance. Ma et al. (2009) highlighted this, and further

studied the essential role that compliance training has on information security management.

Rubenstein & Francis (2008) studied how policy compliance can prevent access policy violations. Parson

et al. (2014) studied how compliance training has had various positive effects on numerous

organizations.  

5.0. Study limitations

We encountered limitations during this study. Some of the data collected were from organizations that

were externally regulated. The FinTech external regulator initially disapproved the project due to risk

management (i.e., not realizing finance and risk alignment benefits). The external regulators believed

that the FinTech organization lacked the capability needed to execute compliance policies successfully

in the real world. It was a tedious task to acquire authorization from these regulators for surveys and

data collection in the area of information security. In any case, the data we collected were enhanced

with a greater sample size by including the other organizations.  

Due to information security management unawareness of employees, some of the staff members at

the bank resisted the survey (Joshi, 2005). These staff members did not comprehend the importance of

our research due to changing and new challenges in IT security risk that have arisen in recent years (Pan

and Kim 2006). This could have been solved via another workshop to explain the reason behind this

survey.

Another critical problem in our study came from the failure to control for duplicated responses by

employees that took part in the online survey. Such issues could be mitigated in the future by ensuring

that each person enters his or her email address as well as recording the employee MAC or IP

addresses. With this approach, we could have identified employees with multiple responses or prevent

duplication from occurring.

6.0. Compliance guidelines and decision making

Globalization and emerging markets have increased the complexity of information sharing. This

complexity has also increased security risks, which has become a large issue in many organizations’

information security management. Recent studies have depicted how organizations are deploying

technology solutions and other strategies to eliminate these risks. From our findings, none of these
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approaches yielded positive results, while some organizations are not even aware of the importance of

data security. On the other hand, modern organizations rely on information to make decisions that are

used to carry out organizational activities. In this section, we answer our third research question by

proposing a principle that will enhance the development and implementation of information security

management policies in an organization. This will also help eliminate various issues with respect to

information security management and help to enhance productivity in an organization. There are

numerous ISRM standards but not limited to the ISO27000 series (ISO27001, ISO27002), SAS70, SOC2

and PCI DSS. In this work we propose a new principle called the Nine-Five-Circle (NFC) that can be

configured to meet individual organizational needs. The proposed principle will indicate the necessities

for the implementation of operational and information security enhancements. It also puts more

emphasis on the measurement and evaluation of organization ISMI performance and outsourcing. We

can relate our principle to the ISO27001:2013 and supersedes the ISO27001:2005 (Bresin & Paul, 2014;

Mackie & Ryan, 2013; Herbet & Chantal, 2014). The NFC prescribes an administration model to

empower organizations in planning and vigilance in:

● How information systems are understood and how those systems identify critical events.

● What security counter measures have been deployed for information protection.

● How valuable data assets have been identified and how they are protected.

● What process the organization has utilized to identify applicable legal, regulatory, and other

obligations.

Specific guidelines are not provided by NFC; however, it enables organizations to manage information

security in an organized way by providing a principle to enhance the management of security measures,

potential risks, uncertainty, unpredictable incidents and compliance.

At this phase of our study, we cannot conclude that the standard ISO27001 and ISO 27002 will fit

organizations that are eager to identify or detect potential risk. This is due to the fact that, utilizing the

ISO 27001 standard checklist would be excessively specific and would decrease flexibility in processing

information security management tasks in this study. The ISO 27001 is presumably the most well

known of all the ISO standards due to the essential tools it provides to enhance security of

information. For example, one of the greatest myths about ISO 27001 is that it is centered around IT;

however, we cannot agree to this because IT cannot secure information alone. In the context of

security, human resource management, physical security, legal protection, organizational issues and

how they are interrelated are required to secure information as in the context of the NFC principle.
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Therefore, this study proposes the NFC to support the general procedure of information security

management by taking not only IT into consideration but also human resource management, physical

security, legal protection, organizational issues and how they are all interrelated to secure information.

We propose that an organization following the NFC principle can effectively measure their risk and

deploy robust security measures based on their needs. As in the case of the ISO 27001, an organization

can select from the 114 controls, which will provide instruction on what an organization needs to

accomplish, yet does not provide the information on how this should be accomplished. Moreover,

these 114 controls can be misleading since the implementation guidance prescribes various actual

controls in the details. This is the purpose of the ISO 27002, which provides more details on

implementation. However, an organization cannot use only the ISO 27002 because it does not provide

any information about which controls should be implemented, how to measure them, or how to assign

them to the right humans. The ISO 27002 is an advisory document and not a formal specification like

the ISO 27001.  

6.1. Our proposed Principle (NFC)

The NFC principle is defined as a strategic diagram that shows the potential factors that prevent

the successful development and implementation of an information security management strategy. This

principle is mainly a process used to design, to identify, and to mitigate potential factors causing an

overall hindrance in security-related policy compliance within an organization. Every potential factor

that generates any hindrance is a cause of variation that should be addressed.

In Table 4, we defined several incidents that hinder information security management in organizations

through our data collection and findings. In this section, we propose a principle that enhances the

interrelationship between technology and human factors in an organization for the deployment of

successful information security management (Werlinger et al., 2009; Abawajy, 2014; Arachchilage and

Love, 2014; Kritzinger and von Solms, 2010). In this work, we derived five causes and hindrances after

analyzing the data using SPSS, as depicted in Figure 2 and Figure 3. These causes and hindrances are: 1)

lack of security interest; 2) lack of security-awareness training; 3) lack of management directives; 4)

absence of compliance policy; and 5) hardware failures. We then propose the NFC principle to solve

those issues, rather than using any general standard guidelines that has been proposed in the literature

thus far. The NFC principle should enable us to come up with a moderate procedure for successful

development and implementation of an information security management strategy based on

organizational needs. In this work, the comprehensive nature of the NFC principle should enable us to
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enhance the interrelationship of technology and human factors highlighted above, and to close the

knowledge gaps that still exist for the deployment of a successful information security management

strategy. Figure 4 introduces our NFC principle with the five causes and hindrances we derived from the

SPSS analysis. These causes and hindrances are grouped into attributes and categorized as potential key

factors. The key factors are held together by the central point of the NFC that consists of all the

prerequisites that are essentially needed for the development and implementation of the ISRM. In our

work, we developed a conceptual framework, illustrated in Figure 1, using the SBT to explain how

employees comply with information security policies. Here, the variables that were not observed, such

as job contentment, employee devotion, work experience, socialization, creativity, knowledge sharing

via SNS and commitment are considered as our latent variables as shown in Figure 6. Other

prerequisites include, but are not limited to, collaboration, cultural, confidentiality, integrity, moral

agreements, certified leaders, and communication. Therefore, our prerequisites (including our latent

variables) are the blueprint in the development and implementation of ISRM in the concept of the NFC.

These prerequisites are the shaft on which the NFC oscillates. The key factors are joined together by a

dynamic compliance process standard that involves: A) awareness of the compliance regulation; B)

controlling integration; and C) closing gaps. Both the key factors and the central point prerequisites are

enclosed in the control integration and close gaps dynamic. The rotation starts at the 9 o’clock, 12

o’clock, 3 o’clock, 5 o’clock, and 7 o’clock positions. The entire process repeats itself after each lifecycle

during a time span and needs to be adjusted frequently. .

6.1.1. Why The NFC

The NFC is a portable, simple and improved starting point when compared to other principles and

frameworks, such as the standard ISO27001 and ISO27002, which come with different distinct features.

For example, the ISO 27002 does not make a distinction between controls applicable to a particular

organization and those which are not, while the ISO27001 prescribes a risk assessment to be performed

in order to identify for each control whether it is required to decrease the risks, and if it is, to what

extent it should be applied. Here, we can see that both standards are different, but lack the positive

attributes of both tools when combined. This is where the NFC comes in, taking usability in to

consideration and utilizing a single standard that makes it simple and portable for practical use. The

NFC also focuses on design, identification, and the mitigation of potential factors causing an overall

hindrance to security-related policy compliance within an organization. Every potential factor that

generates any hindrance is a cause of variation that should be addressed in the NFC context, unlike the
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ISO27000 where standards are designed for certain focus. For example, the ISO27001 is for building an

IS foundation in an organization, the ISO 27002 is for the control implementation, and the ISO 27005 is

for carrying out risk assessment and risk treatment. The NFC combines all these with a dynamic

compliance process standard that involves: A) awareness of the compliance regulation; B) controlling

integration; and C) closing gaps. Both the key factors and the central point prerequisites are enclosed in

the control integration and close gaps dynamic. The NFC also enhances the interrelationship between

technology and human factors and these are not seen in the context of ISO27000. In this paper, Figure

4 introduces our NFC principle with the five causes and hindrances we derived from the SPSS analysis.

6.2. Applying the NFC in this study

As shown in Figure 4, the five key factors (lack of security interest, lack of IS training and awareness,

lack of management directives, absence of compliance policy, and hardware failures) are all joined with

the central point. Security training and awareness have been separated on our SPSS results in Figures 2

and 3 because employees might be aware of security issues but without training, they might make

costly errors in regard to information security. Therefore, security-awareness training should be

implemented to reduce or eliminate costly errors among employees in the context of information

security. Here, the security- awareness training includes, but is not limited to, workshop training

sessions, security programs, security awareness websites, or emailed information. All these procedures

are capable of enhancing employee understanding of organizational security policy, process, and best

practices.

Starting from the 9 o’clock position, we have placed our first key, lack of security interest, followed by

lack of security-awareness training and awareness, lack of management directives, absence of

compliance policy, and hardware failures. In the NFC, it is essential to address the SPSS analysis results

efficiently based on how critical each key factor is assessed, and how they affect other key factors by

taking the needs of the organization into account within each lifecycle.
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Figure 4. Nine-Five-Circle Model with SPSS Evaluation Results

To ensure that an organization’s compliance is established and followed, the NFC principle provides a

dynamic compliance process. Here, organizations need to consider that compliance is not a product,

but a continuous process that needs to be adjusted frequently to meet administrative constraints and

needs. Frequent reassessment will enhance organization activities – especially in the context of security

issues, due to the rapid advancement of Information Technology (IT) and increases in its associated

risks. Therefore, our proposed principle comes with a dynamic compliance process standard that

involves: A) awareness of the compliance regulation; B) controlling integration; and C) closing gaps.

6.2.1. Awareness of compliance regulation

The first step in NFC is to identify the type of governance that will fit in the business domain and then

to list any related controls. In this work, we address the five security issues that face the three 

organizations. As discussed earlier on, the NFC can be scoped to meet individual organization needs;

however, for the sake of time, we will address all the three case studies as one example. The first phase
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in the NFC principle is to identify metrics that consist of operation, organizing, budgeting, time-frame,

managing and reporting procedures. These will enable the management board to utilize that

information effectively in the business units, in accordance with regulations and to provide strategic

outcomes. From our analysis and findings, the proposed metric consists of the following:  

End to end: All members should understand how their efforts contribute to the results. All members

need to have a broad understanding of input and output procedures and the effectiveness of the

drivers. Balance: Here we propose that organizations should incorporate the measurement of their

viability and productivity. The utilization of the scorecards will enable organizations to quantify

progression status as well as the adequacy of educational programs, occasionally on an alternate

cadence than the execution reporting. Lack of security concern is driven by lack of security-awareness

training initiatives, and both are due to the absence of policy compliance which is due to lack of

management directives and collaboration. Hardware failure could also be seen in this study as being

caused by both human and technology factors. Hence it is clear from our SPSS analysis that these

factors are interrelated and need to be addressed efficiently for the successful development of ISRM.

Furthermore, each of our findings is a critical factor that needs to be addressed efficiently.

f. Lack of Security Interest, Lack of Security-Awareness Training and Hardware:

In this study, the three key factors (variables) are related and need to be address first. Here, the

organization should develop a formal security awareness team that will be responsible for the

development and implementation of a security awareness program. It is also vital that during

this phase, each organization has a skilled team, either internally or externally, to maintain this

program and all associated hardware. In the NFC, the process of getting the right humans is

termed as assembling the security awareness team. The next step in this phase of the NFC is to

determine roles for the security awareness program. This is vital in the NFC principle since it

enables each organization to train its personnel based on their job functions. This training is

extendable, based on subject and area of expertise. Other areas can be joined or removed

during this process. The goal here is to develop various levels of in-depth training to enable the

organizations to convey the correct training to the perfect individuals at the right time. This

approach will enhance each organization's security compliance and the consistency of NFC.

Thus, NFC can be applied as a singular approach, or holistic approach, or tiered approach,

depending on the organization's prerequisites. One critical point in the phase of selecting the

right humans in the NFC is to group individuals by their job functions. In this work, we have
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identified three roles, such as “all employees”, “top personnel” and the “management team”.

The next phase of the NFC is to apply a tool that can enhance ISRM. It is vital that the proposed

programs and hardware are solid for all the groups. In the context of the group “all employees”

the proposed program should aim to enable this group to recognize security threats and

embrace security as an enhancement tool which is aimed to increase their security interests,

and for them to feel comfortable to report those employees creating security risks. The “top

personnel” group should concentrate on the employee's commitment to follow security

protocols for accessing delicate information and perceive the related dangers if access is

abused. The “management” group should comprehend the organization's approach to security

and security requirements well enough to examine and strengthen the message to all

personnel, encourage personnel security awareness, and perceive and address security-related

issues when they arise. As a recommended tool, a “bolt-on tool” can be adopted in this work to

enable leaders to have a picture of Service Level Agreement (SLA) performances and have an

in-depth view to analyze main causes. The next phase is to develop a fundamental security

awareness level for all personnel based on the security awareness program. We recommend

security awareness to be transferred either via email, posters, and computer-based training

without any restriction in any form. Here we recommend that such security programs should

be delivered with regards to the organization culture. This step in the NFC is seen as the

development of minimum security awareness. We depict the depth of security awareness

training as seen in Figure 5 and illustrate how this stage of the NFC can increase the depth of

security awareness and enhance security interest through solid security awareness programs.

This process needs to be repeated frequently because in time, the interest of these top

managers and other workers deteriorates, and causes such projects also to deteriorate.

Furthermore, a classification policy might work during a period of time, but when technology

changes, organization also changes as well as the humans. This means old policies will be made

obsolete and one cannot comply with an obsolete document.

Up to this stage in our paper, it is clear that the NFC supersedes both the ISO27001 and the

ISO27002 because both standards need to be combined to achieve what the NFC has can

accomplish. The ISO 27002 provides more details on implementation, but one cannot use it

alone as stated in section 6 in this paper because it does not provide any information on which

controls need to be implemented, how to measure them and how to assign them to the right
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humans. The combination of the two ISO 27000 standards can increase the complexity in the

ISRM for companies that are eager to enhance security in a flexible environment. Some

organizations can even abuse the ISO 27001 adaptability and concentrate just on the minimum

controls with a specific end goal to pass the certification. However, this abuse of the

certification process is beyond the scope of this study.

Table 5. SPSS Evaluation Table

SPSS Results Fintech Bank Automobile
Lack of security interest 10% 2% 1%
Lack of security-awareness training 30% 21% 20%
Absence of compliance policy 52% 66% 65%
Lack of Management directives 59% 82% 80%

Hardware failures 55% 1% 2%

Figure 5. Increasing security interest through a depth security awareness training program

As discussed earlier on, the NFC can be scoped to match an individual organization’s needs. Thus, the

training that is held during this phase can be further broken down to map each organizational

requirement. For instance, because the percentage of security interest is higher in the FinTech sector

than the rest, the FinTech organization could decide on which roles may not need security training in
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this phase. This enables each organization to determine the content of training that is needed. Since

technological and human factors are interrelated and work together in the NFC principle, a

communication channel is needed to deliver security awareness throughout the organization. This is

seen as a suitable manner to deliver significant resources to the right humans that fit the organization’s

interests and culture. As discussed earlier, this form of delivery is not restricted to any communication

gateways (hardware and software), but rather, what fits the organization. This flexibility of delivery

enhances how employees receive information. However, we recommend that each organization limit its

delivery channels so as to enable individuals to remember how information is delivered to them. The

communication channel should be made clear to all newly hired personnel and be updated for existing

personnel. It is also important in the NFC that both the training content and the communication

channel used correspond to each group receiving that particular training. As shown in Figure 6, security

awareness needs to be consolidated with other prerequisites located at the central point of the NFC,

such as collaboration, culture, confidentiality, integrity, moral agreements, certified skilled leaders,

communication, and commitment. Furthermore, because employees react to change in a critical

manner, these prerequisites enhance the transparency of the proposed security program and any

change that might occur. To guarantee that each group is informed at any point in time when there is a

need to occupy a security awareness position, we recommend the organizations add this procedure in

their recruiting and re-classifications so that general security awareness training objectives will be

actively encouraged without dependence on an individual authoritative unit. Collaboration is

characterized as working together with a specific end goal to accomplish an objective. Collaboration

comes with participation, commitment, and teamwork. It is seen as a procedure in which at least two

humans, groups or organizations, cooperate to achieve shared objectives. The collaboration in

information security management enables experts to gather, coordinate, group, disseminate, and share

information security know-how with other experts and co-workers. Ahmad et al. (2012) highlighted on

the impact of collaboration and communication in the context of information security management.

According to Feledi et at. (2013), collaboration involves documentation and scheduling events and can

be seen as proposing or submitting, reviewing, commenting and improving knowledge. The

organization should also have the right tools to monitor and detect staff activities. For example,

accessing violations such as malicious and/or viral software, monitoring unauthorized websites, a tool

to monitor and approve the downloading of internet programs and email attachments. Furthermore,

other tools to enable productive procedures need to be considered. An example is to enable the

organization to assemble, and enhance awareness in performance.
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Figure 6. Communication Channels for security awareness training porganisation

g. Lack of Management Directives

Management leadership and support activity are considered the most critical factors for the 

security awareness program, and we urge organizations to encourage all personnel to

participate and abide by security awareness principles during the life cycle of the NFC. The

compliance project should be assigned to a certified leader who has essential abilities. There

are several certifications that organizations could look for when deciding on a competent

leader such as the CISM, CISSP, Lead ISO 27001 certificate, or the CISA. Here, governing bodies

should challenge and question standards at any time, and a responsibility assessment metric

should be established to enable an operational team to establish joint decisions frequently. A

suitable security awareness method should be established to enforce the security awareness

program on the employees. Security metrics should also be added where appropriate, to

measure both management and staff performance. The governance team should be proactive

and react to any situation by monitoring and measuring progress with deliveries. This is vital for

organizations that consolidate procedures and policy and operate globally. All resolved

obstructions should be surveyed by the leaders and they should subsequently adjust various
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procedure plans into a single cognizant fund plan. Mandates should be established to address

the punishment of culprits, security-related guidelines, and the lack of security compliance

regulations. We recommend organizations renew the entire process frequently since

compliance is not a product, but a continuous process that needs to be adjusted frequently to

meet administrative constraints and needs. Frequent assessment will enhance organization

activities, especially, in the context of security issues due to the rapid speed of Information

Technology (IT) and its associated risks. 

6.2.2 Control Integration

The integration phase is where both the control activities and governance targets are defined

and institutionalized. Here, the extent to which all the critical factors and latent factors

interrelate as well as their main effects are measured. The NFC has the ability to represent

unobserved factors or variables in these relationships and account for measurement error in

the compliance process. To acquire dependable and predictable result of ISRM development

and implementation in the NFC principle, the whole procedure should be controlled and

measured persistently. In order to archive that, the complexities of the procedure in terms of

different latent variables and interrelated variables need to be separated, comprehended and

re-integrated into a point of view to empower complete understanding of the process. The

critical issues affecting developing and implementing ISRM need to be identified understood

and controlled during the integration. Here procedures such as organizational risk, control

targets, testing process, hardware and software tools are all encompassed. This phase enables

auditing, identification of non-compliant components and definition of the sources of

relationships in governance based on organization risk (Reding et al., 2013). At this level, we

can see that the NFC is not prescriptive, but provides organizations with information and tools

to make decisions based on their needs – what needs to be done and how to accomplish it. It!

is! also a principle that enables organizations to decide on appropriate protections and to take

measurement.

6.2.3 Closing Gaps

The absence of compliance in an organization is an indication of poor security measures,

causing security risks. Organizations that lack compliance should make sure that decision

making includes mechanisms that will enable them to make dynamic decisions and select
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mitigating strategies. Lack of information security policy compliance can trigger defective

security systems and endanger the business domain. Organizations need to weigh the costs and the

risks during mitigation. An advisory board should be set that will advise the IT team regarding the

controls needed. Hence, our proposed principle supports our hypothesis in this study that technology

and human factors are interrelated and work together for the successful deployment and

implementation of information security management in an organization.

7.0. Implications for research, practice and/or society

Our main objective in this study was to address the lack of research evidence on what mobilizes and

influences information security management development and implementation. We have fulfilled this

objective by surveying, collecting and analyzing data, and by giving an account of the attributes that

hinder information security management. Accordingly, a major practical contribution of the present

research is the empirical data it provides that enables us to have a bigger picture, and precise

information about the real issues that cause information security management shortcomings. Assessing

an organization’s valuable information will highlight the activities of the CEO, IT managers, top level

personnel, policy makers, consultants and trainers to design initiatives, apparatuses and actions in view

of what strategy needs to be adopted to implement information security management, what 

they need to do and where they are now in terms of security-related issues, as opposed to what they

think they ought to do. For instance, policy makers could observe that more often than not, top

personnel will not read policies specifically and are probably going to pass them to their immediate

staff members. This will enable them to reformat their policies accordingly. We believe that, various

organizations could derive comparative implications through some of our findings.  

Additionally, we believe that our research is especially convenient for several organizations to become

more open to challenge and scrutiny. In the event that an organization is having inaccurate idea of their

business domain security issues, they may be driven to the idea of applying our NFC principle. This

might enable them to develop audit trails of proof in the context of their information systems before

making decisions, as opposed to applying standard guidelines which may result in excluding the

essential attributes rather than providing them with more prominence attributes, such as, how the

employees react to policies, collaboration, communication and commitment. For example, the

ISO27001 standard comes with the importance of Statement of Applicability (SoA) while the ISO 9001

comes with the central document that characterizes how an organization should execute a large part of
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their information security. This documentation is underrated in the context of NFC because most

organizations implementing the ISO 27001 invest more time writing this document than they expected.

While this type of information could constitute a critical source of knowledge, the risk is that it is

disregarded and not valued enough of the fact that it does not fit the customary formal idea of what

constitutes information security management development and have no use in real life.  

Furthermore, another essential implication of our study derives from our findings. Our findings indicate

a particular set of information sources, capacities, decision strategies, staff and organization attitudes

toward security-related issues that can help to close the gap between technology and humans in the

context of information security management. Although analyzing the data we collected with a view to

distinguishing and systematizing employee skills, behavior, collaboration, commitment, security

interest, skilled management directives, technically and frequent security-related issues training goes

beyond the remit of this study. We have made contacts with other major firms to explore how this can

be accomplished cooperatively in the near future.  

Our study is focused on how to nurture and enhance organizations to develop and implement a rigid

security policy compliance. Our discoveries recommend in actuality that utilizing flexible tools that can

be scoped to meet individual organizational needs have positive effects in the implementation of

information security management policies within an organization. Accordingly, our research proposes

that organizations should forsake the oversimplified generalized guidelines that neglect the verification

of the difference in information security requirements in various organizations. Instead, they should

focus on the issue of how to sustain and enhance their organization’s compliance through a dynamic

compliance process that involves; awareness of the compliance regulation; controlling integration; and

closing gaps. 

In this sense, despite the fact that our study has limitations concerning the development of a diagnostic

tool, it is obviously the main procedure for the measurements of a framework to assess information

security compliance policies in the organizations we surveyed. Furthermore, such measurements,

which we derived from the SPSS in Figure 2 and Figure 3 subsequently from our NFC in Figure 6 above,

recommend that these organizations should reflects on the following questions:
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1. What sort of a leadership should be in charge of the Information security management

policies?

2. What is the nature of their organization and current information management?

3. What is the nature of their organization security policies at present (e.g., commitment,

collaboration, employees’ knowledge sharing, humans, technology and how all these factors

interrelate and work together.

4. What individual IS principles do they have a tendency to adopt (for example; a principle that

can enhance both internal and external environment of the organization IS policies as well as

policy compliance operation and strategic)?

5. They also have to assess if they do have the right framework set up (both humans and

technology, e.g. employees commitment, collaboration and skilled leadership.) to permit them

to establish a rigid policy compliance.

The principle we have graphically demonstrated in Figure 6 can be flexible adopted into any 

organization and can facilitate vital procedures of developing and implementing rigid information

security management policies on the demand of each company over time. The NFC principle likewise

recommends that organizations ought to abandon the possibility of general standard ISRM tools that

refuse to address the issue of information security management knowledge mobilization in their

business domain and focus on tools that can be adjusted to meet the demand of their organization,

which in turn, will provide individual and sensitive approaches and solutions in the context of

information security management.

7.1. Implications for future research

Our study was based on exploratory and interpretive nature and raises various opportunities for future

research, both regarding hypothesis development and idea validation. More research will be important

to refine, and advance expounds our discoveries. We do believe that we have generated new findings

and useful factors due to the in-depth sampling we obtained from the three organizations we surveyed.

However, very little can be said of the nature of data that will be derived from a larger population of

bigger firms. Thus, our study could in this manner be extended to analyze a bigger set of statistical data.

Furthermore, other research can be conducted to refine and validate our concepts and constructs

based on our five key factors derived from the SPSS analyzer. The principle we proposed in this study

can also be utilized to create various hypotheses for future empirical testing utilizing a more extensive

sample and quantitative research strategies.
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Finally, as this study limitation is discussed on section 8, it is therefore essential for further work to be

conducted so as to analyze and examine the practices of information security management policies

compliance at major firms to explore how this can be accomplished cooperatively in the near future as

opposed to the three organizations we surveyed in this study. Additionally, research can in this manner

highlight how policy compliance can be conducted across boundaries, such as policy compliance

circulation, sharing, and exchange within a firm with several branches in nationwide or across different

countries.

8.0. Conclusion and Limitations

Information breaches could be successfully mitigated if security policy compliance is taken seriously in

an organization (Ifinedo, 2014; Vance et al., 2012). The arguments of the information security literature

and the results from our survey on information security policy compliance via leadership decisions,

employee commitment, collaboration and communication have been the main focus of this work.

Certain variables such as knowledge sharing, socialization, work experience, skilled leadership

management, and intervention can direct employee behaviors toward compliance with information

security policies and processes. Sharing information knowledge in an organization enhances both

security awareness and the essence of organization security policy compliance and their processes.

Leaders in the organization should encourage the importance of knowledge sharing via information

security management training, and motivate employees through intrinsic and extrinsic manners for

information security risk abatement. Lai and Chen (2014) concur that organization leaders can reward

their staff via extrinsic motivation. There is inadequate reward associated with intrinsic motivation

because this type of motivation is based on the interest of the employees. Shibchurn and Yan (2015)

also added that intrinsic motivations are influenced via satisfaction, and that pleasure is influenced via

curiosity. 

Based on the results from our three surveys and findings, we have proposed a principle of information

security compliance practices based on our proposed NFC principle that enhances information security

management by identifying human conduct and IT security-related issues regarding the aspect of

information security management. Furthermore, the NFC principle has enabled us to close the gap

between technology and humans in this study by proving that the factors in our finding are interrelated

and work together, rather than on their own. Therefore, our work presented information security

standards and best practices that could be utilized in most business domains. Additionally, we
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examined special components and factors that organizations need to be considered when making a

decision based on standards.

Despite the fact that our methodology does not convey a new measure, it contributes to a more

reliable, good practice of information security measures that help to educate leaders and secure the

participation of employees in the context of information security management. The principle

quality of our guideline is employees' behavior complexity and related activities. We determined how

information security collaboration enhances employee’s conduct in the context of complying with

policies. Furthermore, we found collaboration as a cooperative approach where different groups of

employees work jointly towards the same goal. Leaders can encourage this collaboration via

authoritative support and encouragement based on how these leaders reward employees and on how

employee well-being matters to the organization (Shropshire et al., 2015).

This study proposes that leaders can encourage security compliance effectiveness by urging employees

to share knowledge and collaborate in the context of information security. Sufficient information

security management training also has an effect on employee compliance with policies by providing

effective IS training courses, frequent workshops, security awareness events, notices, monthly

mass-mails, web pages, and frequent meetings. Furthermore, outside events can also enhance IS

training procedure in the context of policy compliance process.

Security-awareness training employees in the context of information security management in the 

right approach sheds light on information security awareness, and adds to the key factors to the

success 

of information security management in an organization. Another key factor in this research was 

selecting the right method to support policy compliance implementation. The last key factor is 

related to the effect of leadership on employee behavior towards policy compliance. Information 

security “know-how” and “know-why” creates topical mastery for securing information resources in an

organization. This engenders a profound understanding of the problems that are associated with 

poor information security management and throws more lights on policy compliance.

Additionally, we encourage organizations to adopt more encompassing procedures to deal with

information security management such as: the interest of leader management; HR management; the

implementation and execution of information security policy; IS training; awakening employee security

awareness; and group-based decision-making.
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We cannot conclude that information security awareness will keep data safe without IS training.

Moreover, IS training can enable employees to know why security is important, but this alone will 

not solve the issues in information security management. This indicates that, without compliance 

being rigidly established and directed by organization leaders, security-awareness training will not be 

effective on how humans see information security. Therefore, our work proposes an organization to 

consider what alternatives there are to enable them to internally and externally communicate security

issues with employees. Also, leaders should be trained to manage and direct employees to comply with

any policies that governs the organization. We also propose that organizations facing budget constraints

and/or time limitations to apply the NFC principle.
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Conclusion to STUDY 5: Information security

management and the human aspect in

organisations

Across all the organisations studied in papers 1, 2, 3 and 4, the fifth study focused on the process of

developing and implementing an effective information security management system. The results of the

study indicate that organisations will continue to be exposed to cyber threats that damage their

reputation and cost them a lot of money if management measures are not taken to ensure that

information systems are carefully implemented and managed.

The research included a comprehensive analysis of the human aspects influencing the general

effectiveness or ineffectiveness of current security systems, especially the responsible attitude that

senior management and staff members have toward information security. The impact of

cross-functional involvement on a target group was also extensively examined in the research. In other

words, the overall effectiveness of security measures for digital strategies is increased by security

strategies that incorporate the entire organisation. Particularly in the case of executive support and

involvement (Parsons, McCormac, Butavicius, & Ferguson, 2010).

The development of a strict information security policy was a further crucial component (Ifinedo, 2014;

Vance et al., 2012; Stewart, 2022). In this study, the information security policy compliance through

leadership decisions, employee involvement, collaboration, and communication were taken into

consideration along with the justifications from the information security literature and the survey

results. The methodology used in paper 5 has contributed to a more reliable, well-established practice

of information security measures that contribute to the security of the IS. This paper suggested that

managers proactively ensure security compliance through encouraging their employees to share

knowledge and collaborate in the area of information security. In addition, training employees on

information security management in the right approach enlightens information security awareness and

contributes to the key factors for the success of information security management in an organisation.

The results also indicated that sufficient information security management training can influence staff

information ISP compliance.
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The paper urged organisations to adopt more thorough approaches to information security

management, including executive level interest, human resource management, information security

policy implementation and execution, information security training, employee security awareness and

group-based decision-making.

The paper encouraged organisations to adopt more encompassing procedures to deal with

information security management such as: the interest of leader management; HR management; the

implementation and execution of information security policy; IS training; awakening employee security

awareness; and collective-based policymaking.

In order to strengthen the role of the information security policy in cybersecurity, the question arises as

to which level and which comprehensive approach an organisation should adopt. This is an extremely

important question because there is no one-size-fits-all solution and the answers in the literature are

inadequate because they lack the holistic approach needed to develop a successful ISP and achieve

compliance.

In order to integrate many components in a thorough manner and enhance ISP development and

compliance in a multinational firm, Research 6 suggests a study model based on the NFC model. The

practicality of the NFC model has been demonstrated and the action research methodology used for

validation produced encouraging results.
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Chapter 9. STUDY 6: A systematic framework
to explore the determinants of information
security policy development and outcomes:

Introduction
This study builds upon the previous five studies and aims to establish a framework for creating an

effective information security policy (ISP) using the data collected. ISPs are crucial in today's business

world, but the risk of cyber threats increases when employees fail to comply. Therefore, it is necessary

to implement management strategies to ensure ISP compliance, as failure to do so can damage an

organization's reputation and result in significant financial losses. The paper's author, Harrison Stewart,

outlines his contributions, detailed on the following page.

https://doi.org/10.1108/ICS-06-2021-0076

Statement of Authorship
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STUDY 6

A systematic framework to explore the

determinants of information security policy

development and outcomes
Harrison Stewart

Abstract
The current complexity of cyber threats and organisational complexity requires ISP development to

take a more holistic approach than the incomplete approach. Previous frameworks have been proposed

to

improve the role of information security policy in information security management. However, they all

fall short because they lack the holistic approach needed to develop a successful ISP and achieve

compliance. This study proposes a research model based on the Nine-Five-Circle (NFC) framework that

aims to combine six constructs, latent variables, and factors from previous research models in a holistic

manner to improve ISP development and compliance in a multinational organisation research approach

used to validate the NFC model provided positive results and its feasibility for practical use was

confirmed.

Keywords – ISP Development, Information Security Procedure, Nine-Five-circle (NFC), Information

Systems Security, Information Security Commitment

Paper type - Research paper

1.0. Introduction
There are several definitions for an ISP in the literature. The ISP is a governing document that defines

the overall boundaries of information security in an organisation (Sohrabi et al., 2016; Lucila, 2016). It

also demonstrates management's commitment to and support for information security in an

organisation and the role it plays in achieving and supporting the organisation's vision and purpose

(Sohrabi et al., 2016; Knapp et al., 2009; Kadam, 2007; Lucila, 2016). Management endorsement,
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relevance to the organisation in question, practicality, achievability, flexibility and enforcement, and the

fact that the policy includes all relevant parties are all aspects that contribute to a successful ISP.

Information technology (IT) is of great importance to organisations as it facilitates daily operations and

various mission-critical operations, and therefore an ISP is a necessity for business continuity. To

achieve ISP objectives, a robust security framework must ensure confidentiality, integrity, availability,

authenticity, authority, verifiability, and non-repudiation of critical information assets (Alhanahnah et

al., 2016).

The ISP formulates the attitude of the organisation towards information assets that must be secured

from unauthorised access, exposure, corruption and alteration (Mauritian, 2011). Formulation policies

are typically adopted to monitor the exposure and misuse of information. International templates for

security policies that are available should be considered as a preparatory tool for policy development

purposes (Goel & Chengalur, 2010; Baskerville & Siponen, 2002). According to (Waddel, 2013),

developing a security strategy is lengthy, challenging as well as costly. This assertion has also been

supported by (Goel & Chengalur, 2010). Replication of an ISP from another entity may be insufficient to

address specific concerns such as ISP programs with existing rules and regulations. Even a

well-replicated policy may be insufficient under certain circumstances (Bjorck, 2004; Kusserow, 2014),

and therefore ISP strategies should be defined based on the organisation's culture, beliefs, operations,

environment, and policy requirements (Siponen & Willison, 2009; D'Arcy et al., 2009). By considering

different types of facilities, users and management support, technological changes, social concerns,

cultures, economic, legal and political when formulating and developing ISPs (Goel & Chengalur, 2010).

Regardless of how robust and sophisticated the technologies are today to ensure information security,

human factors are still considered the weak link in the security chain (Stewart, 2020). Human factors

have been the subject of extensive research, which has concluded that employee threats are among

the greatest threats to information security in the last decade (Mattord, Levy & Furnell, 2014).

Cybersecurity Insider's reports that 64% of insider threats go unchecked or undetected, and Forrester

predicts that insider threats will increase 8% by 2021 (Forrester, 2021). Yahoo! reported a breach of 1.5

billion user accounts caused by insiders, and a study conducted found that insiders are responsible for a

quarter of all data breaches worldwide (Singh Lodhi & Kaul, 2016) and insider attacks cause more

damage than outsider attacks (Gelles, 2016). Most of these insider threats are associated with either

ill-defined ISP or lack of ISP. Eloff & Eloff (2005) proposed that all aspects of information security must

be addressed in a well-structured and holistic manner to prevent security breaches. Several suggestions
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have been made regarding two elements to consider in developing a well-defined ISP, namely the

development process (Tuyikeze & Flowerday, 2014; Flowerday & Tuyikeze, 2016; Lucila, 2016) and the

content of the ISP (Doherty et al., 2011; Maynard & Ruighaver, 2006). Additionally, an effective ISP

ought to convert the expectations of management into well-defined, measurable and distinct

objectives, and demonstrate its validity, legibility and sustainability (Goel & Chengalur, 2010).

Several papers have focused more on the structure and content of the ISP (Tuyikeze & Flowerday, 2016;

Lucila, 2016), while less attention has been paid to the development of the process, particularly the

step-by-step process for developing a strategic ISP for a multinational company discussed in this paper.

This study highlights factors required to justify and establish an ISP based on the needs of an

organisation and relevant regulations and laws (Wiander, 2009). Many security experts also share the

opinion that the implementation and enforcement of security policies represent one of the most

practical methods of maintaining and protecting information systems, being also one of the keys to a

successful security control programme (Knapp et al., 2009; Sohrabi et al., 2016). Yet, in developing an

effective ISP, two elements in ISP that impact its efficacy are the development process and the content

(Flowerday & Tuyikeze, 2016; Tuyikeze & Flowerday, 2014; Lucila, 2016; Stewart, 2020). Improving

existing practice is important to the quality of strategic ISPs. In other words, it examines how

organisations create, implement, utilize, and maintain strategic security policies and attempts to alter

organisational practice in order to enhance the overall quality of the policies that arise. As with many

organisational efforts, the behavior and attitudes of individuals participating have an impact.

Furthermore, acknowledging that various stakeholders will have varying perceptions of quality and

allowing for the correction of these perceptions will be essential in enhancing ISP development. This

study focuses on ISP development in an organisation.

This paper is organized as follows: First, an overview of this work is provided. Then, the challenges

related to the development of information security and the case study for this work are presented.

Then, the steps of NFC are discussed and how they were used in this work to answer the research

question. Followed by ISP success factors and discussions. Finally, the implications for research are

highlighted and the value of our findings to practitioners is discussed.
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2.0. Literature Review

There are several approaches to policy development and formulation today. Table 1 sums up the

concepts and ideas of various writers on ISP development techniques and procedures.

Table. 1 A Review of the ISP Development Literature

No. Author Paper contribution

1 Lucila, N. B. (2016) A literature review conducted revealed that there are a

limited number of frameworks and models for ISP

development and that current models are limited in

terms of empirical research.

2 Flowerday, S. V., Tuyikeze, T. (2016) Suggested information security governance framework

should be conducted at all levels of management,

namely: strategic, tactical, and operational, and each

policy within each of these levels should be outlined

within the ISP architecture (ISPA) of an organisation.

3 Soomro, Z. A., Shah, M. H., and Ahmed,

J. (2016)

Suggest that organisations should take a more holistic

approach to information security management that

includes all aspects of organisation such as executive,

human resource management, policy makers, decision

makers and information security training awareness.

4 Sohrabi, N., Von Solms, R., Furnell, S.,

Elizabeth, P., and Africa, S. (2016)

The results of the data analysis revealed that

information security, knowledge sharing, collaboration,

intervention and experience all have a significant effect

on employees’ attitude towards compliance with

organisational ISPs.

5 Hallsworth, R. M., and Parker, S. (2015) Suggest that policy reformation success lies upon an

effective partnership between civil servants and

ministers.
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6 Ifinedo, P. (2014) Suggests that employees' control beliefs, skills, and

competencies related to information systems security

also influence their intention to comply with the ISSP.

7 Waddell, S. A. (2013) The study uses content analysis and cross-case analysis

methods to identify challenges in ISP development. It

suggests further investigation of specific development

processes, such as the Acceptable Use Policy or a

specific system ISP.

8 Tuyikeze, T., and Flowerday, S. (2014) Suggest various factors that a given organisation must

consider in developing and implementing ISP.

There is a consensus in the literature that developing an effective ISP requires a holistic view, and

therefore the current literature lacks a comprehensive methodology or mechanism for developing ISP.

This suggests that a more pragmatic strategy for developing, implementing, and applying an effective

ISP is needed, which is addressed in this paper.

3. THEORETICAL BACKGROUND FOR DEVELOPING THE PROPOSED FRAMEWORK IN RELATION TO ISP

The NFC has less academic review since the concept is new, however it does fit this work and should

help us identify the needs for implementing operational and ISP improvements. It should also enable us

to focus on ISP measurement, assessing organisational ISP performance, employees information

security awareness and improving the interrelationship between information security and humans.

This paper uses the NFC technique to find the solution of the questions raised in this paper. Stewart

(2020; 2021) defines NFC as an information security framework or approach that identifies the

imperatives for implementing operational and information security improvements. It also places more

emphasis on measuring and evaluating an organisation's ISP performance and outsourcing, as well as

improving the interrelationship between technology and human factors. Having mentioned that NFC is

the right technique for this work, this work must follow a well-structured process to ensure reliability

and validity. Stewart & Jürjens (2017) highlight three steps that should be followed when using NFC.

These are (i) situational awareness, (ii) integrational control, and (iii) gap-closure. Situational

awareness defines the problem and its possible causes. The integrational control is the execution,

controlling and the assessment phase, while the gap-closure includes the measures necessary to ensure
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that the entire process is completed at a satisfactory level and that the process follows the standards

set out in the organisation's ISP.

Situational awareness focuses on analysing the organisational security situation and helps derive

appropriate constructs and latent variables needed to address the problem at hand. The integrative

control of the NFC framework includes constructs and other latent variables derived based on

organisational situational awareness. The approach involves segmenting each construct into its

respective topology as shown in Figure 1. Each of the three steps of the NFC is discussed on how it has

been applied in this research paper.

Figure 1. NFC Framework

According to Stewart & Jürjens, the key constructs are encapsulated in the control integration and gap

closure dynamics. These constructs are the underlying key factors on which this work is based and are

derived through data collection and analysis. According to (Stewart & Jürjens, 2017), the NFC concept is

also based on a rotation-driven approach using the central point as shown in Figure 1, and the

minimum number of rotations is five times in each life-cycle to ensure stabilization of the process. The

rotation starts at the 9 o’clock, 12 o’clock, 3 o’clock, 5 o’clock, 6 o’clock, and 7 o’clock positions.
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During each cycle, organisations can adjust the constructs to meet their needs. The stabilization process

is often referred to as the SDCA (standardize-do-check-action) cycle. Besides the “central point” as

shown in Figure 1 are latent variables considered as the choices that can be made based on the

decisions of the organisation to implement the ISP. On the other side of NFC are other components,

namely the ISP development department, the ISP facilitators, white/black box testing, and regulatory or

IT audits.

The IS Policy Department defines and determines the motivation behind the process and establishes

policies that address rules and regulations within the ISP and between it and the rest of the

organisation;

White/black box testing and external audits examine ISP to ensure that the specific ISP implemented

improves the knowledge domain, the types of practices the ISP addresses, and existing knowledge

management processes; including benefits, costs, and relevant services; and the technology aspect,

which relates to the role of enabling technologies. The audit is conducted at regular intervals to

determine the maturity level of the project. According to Ishikawa (1985), “Failure to revise standards

and regulations is proof that no one is seriously using them.” Each construct in the work is analyzed and

prioritized by measuring the impacts against the probability during each lifecycle.

The facilitators take on the role and responsibility of guiding the ISP project team through a clearly

defined sequence of activities that maps the progress of the ISP project from initiation to completion.

4.0. Research Methodology

The formal content analysis of current theories and techniques for establishing an ISP was conducted

using a qualitative methodology in this study. The interpretation of the content analysis results led to

the development of a conceptual framework. Furthermore, in order to generalize the results, a survey

was conducted to collect data to validate the constructs contained in the proposed framework

(Component 1 in Figure 2).

4.1. Content Analysis
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In order to get a full knowledge of the procedures required to create ISP, a content analysis method of

ISP was highly reliant on the coding procedure. The basic coding approach in content analysis attempts

to arrange massive amounts of text into many fewer topic categories. To gain a comprehensive

knowledge of the procedures required to develop an ISP, a content analysis of ISP development was

conducted using secondary sources in the literature. As indicated in Table 1, a total of 9 documents

were chosen for this study's sample. The qualitative research tool HyperRESEARCH was used to analyze

all the 9 documents. All documents were classified separately by emphasizing the wording describing

the process of creating an ISP. Following the completion of the coding procedure, a total of 23 codes

and 135 cumulative codes were obtained. These codes ranged from the general to the particular.

Common codes consisted of 'ISP purpose and objectives,' whereas detailed codes included 'drafting the

ISP,' 'writing the ISP,' and 'ISP process.'

The total of 23 codes discovered during the coding process were reduced to 6 (see Fig. 2), while some

of the smaller codes were combined with comparable, related codes. For instance, the codes "security

awareness", "threat detection" and "threat protection" were grouped under one code called "cbyer

threat intelligence", as they are all part of the security risk process assessment. A conceptual

framework was created based on the findings of the content analysis. The suggested framework was

then fine-tuned based on feedback from the experts who were surveyed.
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Figure 2. Framework codes resulted from the content analysis

4.2. Data Collection

The major source of data for this study was a survey that was performed to validate the structures of

the framework's NFC component. A questionnaire was created and sent to 40 security specialists,

managers, stakeholders, and all leaders. Following best practices in developing the questionnaire, the

objectives of the survey, the resources, the budget and the deadlines were determined by the

management and the researchers (Umbach, 2004) . The methods for conducting the survey were online

survey, postal survey, telephone survey and face-to-face survey (Witmer et al., 1999; Myers and

Newman 2007; Walsham 2006). These methods were agreed upon by the researchers and

management due to their benefits and drawbacks. After this phase, the question format was

determined, which consisted of both open and closed questions (Neuman, 2007). Closed questions on

a Likert scale were also included in the survey, requiring respondents to choose from a predetermined

selection of options. The flow of the questions was then designed to ensure the logical flow of the
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questions by avoiding responses from unqualified respondents (Sax et al., 2003) to ensure that

respondents were comfortable to provide honest answers (Myers and Newman 2007; Walsham 2006).

The questionnaires were divided into five parts: (i) introduction (ii) preliminary screening of

respondents (iii) welcome questions (iv) progression to more detailed and difficult questions and (v)

closure. The questionnaires were then assessed to determine whether they were necessary, how long

they were, and if they provided all of the information needed for this study. Following client

acceptance, the researcher pretested and amended the questionnaire, resulting in the final layout of

the questionnaire for client approval. After the final copy and layout of the questionnaire had been

approved, it was time to field the questionnaire, i.e., conduct the survey.

The questionnaire, which was produced using Cetbix Survey software, received 30 responses from the

experts. The participants were chosen because they work with information security issues on a daily

basis and so have a major effect on the development of information security in an organisation. The

data analysis was conducted using the SPSS program. The pilot test in the initial phase consisted of 95

questions. In the final version, based on feedback from the pilot test, there were 44 questions. During

the pilot test, a select group of employees tried out the 95 questions being tested and provided their

feedback before the final questions were fully deployed. The interviews lasted 60 minutes. All

questions surveyed related to an item shown in Table 2. Subsequently, semi-structured interviews were

conducted to gain a deeper understanding of employees' perceptions and opinions of ISP, particularly

in relation to their current practices and their ability to use their current ISP. During the interview,

open-ended questionnaires were used (Britten, 1995). The interview began with questions that

participants could easily answer and then progressed to more difficult and sensitive topics. This helps

to make respondents feel comfortable, build trust and rapport (Stewart & Jürjens 2018), and generate

rich data with which to subsequently develop the interview (Britten, 1999). The data collection phase

was conducted with the direct participation of the employees, and the ISP program manager. All

questions surveyed related to an item shown in Table 2.

Table 2. Questionnaire and related items

Related Items Questions

General Questions Q1- Q9

Management & Oversight Q10- Q19

Data Security Q20 - Q22
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Employee Security Awareness Q23- Q28

Cybersecurity Intelligence Q29 - Q35

ISP Questions Q36 - Q44

The questionnaires were based on different industry standards that seemed well suited for this work

and were tailored to the specific needs of the organisation. In addition, part of the questionnaire was

also based on the results of the content analysis. The tailoring of the questionnaire helped to get a

clear picture of the organisation's data security measures. Respondents were invited to offer any ideas

they had for improving the procedures for establishing and executing an ISP that were not included in

the questionnaire. Systematic sampling was used to select respondents (see Table 4).

Systematic sampling based on picking every nth person where n= (1)
𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒
𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒

In all, there were 300 employees which were divided by ten, yielding a total of three. Every third

individual was chosen here. As a result, the sample size was reduced to 30 persons. Each interviewee

was issued an anonymous ID identification to maintain anonymity (Walsham, 2006), as indicated in

Table 3.

Table 3. Employee Tags Used for Anonymity

Group of users Number of users Anonymous ID

Senior executive, CIO, CTO 3 IDR_SE_1, IDR_SE_2, IDR_SE_3

Marketing 3 IDR_MD_3

Junior Managers 6 IDR_JM_6

Financial Department 4 IDR_FD_4

IT-Staff 6 IDR_IT_6

DevOPs 8 IDR_DO_8

During the analysis phase, the interview data was classified to find any issues regarding factors

hindering ISP development. These interviews were used to substantiate the framework codes in Figure

2 and to confirm the constructs used in this study. To determine the impact of our NFC model, the

interviews were conducted before and after the NFC. Morgan & Krueger (1998) suggests that focus

groups should be avoided due to their divergent nature leading to a more structured view in the
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organisation. To overcome this problem, all employees were interviewed in both normal social

interactions and form. The problems we derived during this phase are summarized in Table 4.

Table 4. Reasons for ISP violation

Issue Source NFC Construct Mitigation Method

Lack of in-depth

knowledge of the

organisation's current

information security

situation.

IDR_SE_2, IDR_FD_4 Security Intelligence Increase awareness of

information security

among employees.

Lack of cyber threat

information shared

among peers.

IDR_SE_2, IDR_DO_2 Cyber Threat Intelligence Raise employee

awareness of current

cyber threats.

Influence of external

partners on

decision-making.

IDR_SE_1 External Partners Define ways in which

external stakeholders can

positively influence

information security

awareness programs.

Lack of leaders

participating in ISP

projects.

IDR_SE_2 organisational

Commitment

Improvement of the ISP

perception of the leaders.

Misperception of

information security

among managers and

employees.

IDR_SE_2, IDR_SE_3,

IDR_MD_3, IDR_IT_4

Information Security

Misperception

Personal persuasion

meetings with senior

members.

Lack of or insufficient

budgets for information

security programs.

IDR_JM_6 Information Security

Investment

Increasing the budget for

information security

training programs

After this phase, the six constructs coded in Figure 2, as shown in Table 5, were confirmed to be the

most important factors for ISP development and implementation.
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NFC Constructs Definition

1 Security intelligence A sound knowledge of the organisation’s current security

situation.

2 Cyber threat intelligence The cyber threat information shared among peers.

3 External partners External influence on ISP implementation.

4 organisational commitment Managers participating in ISP projects have a positive

impact on ISP development.

5 Information security misperception Security misperception is based on security know-how and

know-why.

6 Information Security Investment IT security budgets are essential to ISP development.

As shown in Figure 3, the six coded key constructs and the central point are encapsulated in the control

integration and close gaps dynamic of the NFC as in the work of Stewart & Jürjens (2017).
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Figure 3. Framework for analysing the functioning of an ISP Development based on the NFC approach

The internal constructs that are retained at the "central point" are the six constructs of an ISP

development in this paper, i.e. the structural constructs on which its foundation is based. The

constructs have been defined based on the data analysis of the organisation. Besides the “central

point” as shown in Figure 3 are other latent variables and elements considered as the choices that can

be made based on the decisions of the organisation to implement the ISP.

At this stage, the six major constructs are involved in the dynamics of control integration and gap

closure, as shown in Figure 3. Security intelligence, which includes (individual awareness of the ISP and

its practices), is placed at 9 o'clock; cyber threat intelligence, which includes (the severity of an

information security threat, knowledge, and expertise), is placed at 12 o'clock; external partners, which

includes (external, regulatory, competitive, and social pressures), is placed at 3 o'clock;. organisational

commitment, which includes (motivation and perceived punishment for noncompliance with ISP or
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reward), is placed at 5 o'clock; information security misperception, which includes (information security

knowledge management, perception of self-efficacy to comply, and controllability), is placed at 6

o'clock; and investment in information security projects is placed at 7 o'clock. Although there was no

certainty that their current positions would remain or change during the process. The constructs are

shown in table 5.

4.3. Background and Participants

The proposed study is applied to describe the main features of a multinational organisation ’s ISP

implementation program and how it can contribute to explain success constructs and critical points.

The ISP system was implemented with the specific objective of shortening the project life cycle and

improving the performance of the organisation. Due to the nature of the business, a better use of the

experience and implicit knowledge of the employees was considered essential. Therefore, we designed

the ISP system so that this experience could be used to prevent the repetition of mistakes or, more

importantly, to realize the full potential of each employee. Communication and cooperation between

humans was of great importance for the ISP system.

First the two "external elements" are defined. Both represent the overall constraints and opportunities

in which the program has been designed, constructed and implemented (the business environment and

the company's information security knowledge strategy). Then the six constructs that characterize the

"internal" features of the ISP system are analyzed.

The company in this work is a multinational company with activities in the three main service and utility

sectors traditionally managed by public authorities - water management, waste management and

energy services, with more than 419,922 employees in 72 countries of different nationalities. It is the

fastest growing innovative company in Germany in the last decade: current production is 2.1 million

sales per day; in 2019 net profit was over 9.8 billion euros. The research was conducted with all the

employees, and took place over a 12-month period from September 2018 to August 2019. The

company’s business is very complex and requires a great variety of activities and professional skills.

Technical skills include several specializations (construction, geology, electronics, mechanics, chemistry,

etc.). The organisation brings together experts from different disciplines and with mutual skills on an

exceptionally global scale. Economic leadership skills are also vital, not to mention the judicial and

political skills needed for international negotiations and contract signing. A consequent challenge is to

integrate the different insular of information security knowledge specialisation around the department
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and to ensure a balance between the efficiency required for routine activities and the innovation

required in new projects. All this highlights a first important issue relevant to ISP development and

implementation.

The entity has pursued a centralised ISP strategy for all units in all its branches, but the development

and implementation of ISPs requires different skills and different steps of the project - from ISP strategy

to implementation on site.

4.4. Problem Identification

As a rule of thumb, we conservatively rotated the NFC 8 times (8x5=40) to identify the most important

constructs to prioritize, as in the work of Stewart & Jürjens (2017). During this rotation phase, it

became clear that the ISP strategy pursued by the organisation is mainly designed to establish an ISP

strategy that facilitates the exchange of knowledge between all branches of the company by eliminating

the spatial constraints due to the global spread of the employees. According to the organisation, this

strategy reduces the cost of implementing different ISPs at different locations. Their current ISP was

also focused on professionals of the organisation, operational departments and the more experienced

employees, and neglected both the leaders and the entire staff members.

The leaders showed less commitment to ISP strategy. A resulting challenge was their misperception of

what an ISP is. This misperception connects the various critical constructs, such as cyber threat

intelligence, security intelligence, the budget for information security programs for the entire

department, and ensuring a balance between the efficiency required for day-to-day operations and the

innovation required in the development and implementation of an ISP.

The professionals were considered the key success factor of their strategy, and the ISP system was built

around these humans and their behaviors. However, it was clear that the implementation of such a

strategy would have required some kind of supporting structure to facilitate the development of the ISP

system, help the professionals to carry out the practical activities and maintain a link with top

management. Furthermore, the ISP program should have involved the line operators and staff

members, without forcing them to make unjustified efforts. The IT leaders recognized the issues faced

by the organisation and saw the need to improve current security measures to better manage and

secure valuable assets. Table 6 shows a table of the issues recognized.

Table 6: Current ISP issues at the entity
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Overall ISP support in percentage (%)

2016 2017 2018 2019

ISP construction 35% 28% 19% 18%

ISP compliance and enforcement 5% 4% 15% 12%

Management support 13% 7.5% 1% 3.2%

Risk assessment 3% 2% 5% 10%

Employee support 5% 6% 2% 1%

Stakeholder support 1% 0.5% 3% 3.1%

ISP policy implementation 1% 1% 0.5% 0.1%

ISP monitoring 0% 0% 0% 0%

International security standards 26% 31% 20% 31%

Law and regulation requirements 40% 39% 31% 22.5%

To further analyse the six coded constructs and find out what should be tackled first in ISP

development, the six constructs were iteratively sampled by the means at each iteration of 8 iterations.

This enabled the re-order of the constructs as shown in Table 7. Prior to mapping and re-mapping, the

six constructs were analysed in general terms by using keywords and phrases to find the repetitive

latent variables found in each construct, grouping the constructs into hierarchical concepts, and

categorising the constructs by identifying relationships.

Table 7: Constructs mapping to the NFC clock

NFC Constructs Constructs initial

positions

Constructs positions after 8 times

repetition

External partners or Stakeholders 3 o’clock 9 o’clock

Information security misperception 6 o’clock 12 o’clock

Information Security Investment 7 o’clock 3 o’clock

Organisational commitment 5 o’clock 5 o’clock

Security Intelligence 9 o’clock 6 o’clock

Cyber Threat Intelligence 12 o’clock 7 o’clock
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Finally, the categories formed in this way and the relationships found between the latent variables of

the six constructs are used as the basis for repositioning the clock as shown in Figure 4.

Figure. 4 Constructs Prioritization

This approach allowed the researcher to reform the six constructs rather than simplistically placing

them without rigid structure or prescribed rules. The absence of repositioning could lead to uncertainty

about how to initiate the NFC process. This phase of problem analysis allowed the researcher to

prioritize the constructs shown in Figure 4, which were used chronologically to develop this study. This

is also listed in table 7.

5.0. Developing the Information Security Program
The 12-month research consisted of two research cycles. The first phase of the research began in the

period from September 2018 to June 2019 and consisted of the implementation of the ISP. This

implementation was based on the six constructs derived during the data analysis in Table 5 and

mapped to the NFC framework in Figure 2. The second phase, also known as the evaluation phase,

began in July 2019 and was completed in August 2019.

5.1. Phase One
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The six constructs are discussed in more detail in this Phase.

(i) External Partners (Stakeholders & Regulators)

Stakeholders or external partners play a major role in this work. During the interview, the researcher

was informed about the pressure stemmed from stakeholders to comply with certain information

security rules. The organisation is forced to adopt certain institutionalized rules and practices in the

development and management of the ISP (Hu et al., 2007). This pressure can hinder the progress of

ISPs, as the organisation must adopt various information security practices that are not directly

addressed to the organisation needs, but can provide the basis for establishing a resilient response to

regulatory demands.

To solve this issue, the research team including the top managers met up with the stakeholders to clear

any misperception. This meeting enabled the research team to develop a strategic ISP approach that

benefits both the organisation and external partners. According to Khansa & Liginlal (2007), the

strategic approach to developing a strategic ISP is to integrate regulatory requirements into its

information security practices in order to meet legal obligations and obtain a strategic ISP that is

aligned with its business.

(ii) Information Security Misperception

Information security misperceptions are based on several factors that prevent an organisation from

developing a well-defined ISP. Several research studies have attempted to identify the various reasons

for the varying degrees of challenges in ISP development. The academic literature and reports from

information security institutions on ISP development have been examined, and the factors influencing

this development have been classified into three categories: organisational, human and technological.

In Kraemer et al. (2009), the authors emphasise that organisational and human factors are directly

related to information security vulnerabilities, and Stewart (2020) also highlights how the relationship

between humans and technology can improve information security. ISP development would be a

difficult task without user interaction, so controlling user behaviour in relation to these policies is key to

success.

Misperception of security leads to several vulnerabilities in the security chain, such as shadow IT (see

Figure 4). Shadow IT hinders the adoption of ISPs (Stewart & Jürjens, 2017; Kirlappos et al., 2015).

Shadow IT can be defined as the use of IT systems without adherence to the organisation's IT

system usage policies. In addition, with the adoption of cloud computing, shadow IT can be redefined
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as the misuse of the organisation's IT systems and the storage of critical information in an unapproved

location.

These employees implement their own security solutions when they feel that the ISP exceeds their

capacity or affects their productivity.

The relationship between humans and technology plays an important role. ISP development and

implementation would be a difficult task without user interaction, so controlling user behavior in

relation to ISP is key to success. Most misperceptions of information security are (i) perception (Huang

et al., 2011), (ii) personality (Mcbride et al., 2012), (iii) technology democracy (Colwill, 2009), (iv)

cultural constructs (Greene & D'Arcy, 2010), (v) gender (Hanley et al., 2011), (vi) satisfaction (Xue et al.,

2011), and (vii) habits (Herath & Rao, 2009).

Despite the positive impact of technology on society, workers with limited computer skills are

vulnerable to phishing attacks. Lack of information security can leave humans exposed to cyberattacks.

Older humans in a company are more likely to be targeted by fraudsters. A recent survey found that

humans over the age of 65 are 35% more likely to lose money to financial fraud than humans under the

age of 30. Employees need to be educated about cyber threats and security awareness training should

be offered regularly to dispel misconceptions about IS. Vroom & Von Solms (2004) suggest continuous

training and communication.

After the perception improvement phase, employees as well as management and stakeholders were

identified and they were more than willing to participate in this project.

(iii) Investment in ISP projects

The next step was to increase the budget for the project. This went smoothly as both the management

team and the stakeholders were committed to the project and more than willing to ensure its success.

This success can be attributed to the perception enhancement phase, which was the first step in the

development process (see 4.5.1). Organisations should consider a cyber security risk assessment when

planning their budget. This should weigh the cost to the organisation against the likelihood of a threat

occurring. Decisions to purchase cyber security tools must be effectively analyzed to support the

development of the ISP. Organisations must invest in security projects such as, providing

security-awareness and training staff members on security matters. Here, both the cost of

implementing a particular defence and the impact that defence has on the business must be addressed.
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Most organisations' IT security budget is within the IT budget which forces the security management to

implement defences that are within their limited budget.

Once the appropriate budget was established, the next step was to increase the commitment of all

employees, executives, management, departments, and selected team leaders toward ISP

development.

(iv) Organisational commitment (ISP project team identification)

At this stage, the construct of organisational commitment became a key construct in this work (Stewart

& Jürjens, 2017; Leach 2003). The establishment of the ISP team by management demonstrates to

employees the commitment of management. During the commitment phase, the board of directors

identifies key stakeholders and defines roles and responsibilities. The involvement of relevant

stakeholders throughout the organisation at all levels assigned in the ISP development process is a

successful construct for the ISP development.

After the key stakeholders have been identified, the next phase was to define roles and responsibilities

as part of the planning strategy. A clear definition of the roles and responsibilities of development team

members is important to avoid delays in the development cycle due to human challenges and political

interference (Whitman and Mattord 2010). Maynard et al. (2011) observes that while many researchers

stress the importance of involving different stakeholders in the development process, the respective

roles of these stakeholders remain vague. He also notes that the authors mention only the name of the

stakeholder who needs to be involved in the development process, without clarifying what this group

of humans is supposed to do in the event. Therefore, Maynard et al. (2011) and Stewart & Jürjens

(2017) discuss the roles of individual stakeholders in the ISP development process. In this work, those

given roles and responsibility are addressed as “Facilitators” as shown in Figure 5.
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Figure 5. Empowerment Team: Composition and roles of facilitators

The work of the ISPs is supported by a special group, the so-called Empowerment Team, which consists

of facilitators from the different divisions who share their experiences for the benefit of the entire ISP

program, as well as representatives of other functions such as HR, IT, management, communication,

etc., as shown in Figure 5. The main objective of the Empowerment Team was to promote the

dissemination culture and good practices between the different departments. In this work, facilitators

stand in the middle between top management and the business units. The Empowerment Team acts as

a mediator between top management and all other departments. A Group Chief Information Security

Officer (CISO), who leads the Empowerment Team, is specifically designated for this role. The Group

CISO, the Empowerment Team and all departments are supported by the ISP Team, which consists of

communication and ICT specialists.

The main idea for transparency in this project was to create a structured and systematic system to

support each department. Although each department is free to make specific internal regulations, a

common set of practices and rules was established. The approach currently pursued (Figure 4) can be

seen as an attempt to achieve the difficult trade-off between efficiency and flexibility of the ISP system,
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with the aim of ensuring participation on the one hand and avoiding conflicts with the formal structure

and "daily" routines on the other.

After stakeholders and facilitators had been defined, the next step was to raise awareness of

information security among employees and improve the perception of ISP.

The first step was to identify those involved in decision making and assign roles and responsibilities.

These roles and responsibilities also included an ISP development unit, an audit unit, and an external

tester unit. The roles and responsibilities are then implemented into the NFC model as in the work of

(Stewart & Jürjens, 2017) as shown in Figure 6.

Figure 6. ISP system Development

(v) Security Intelligence

Security intelligence is essential for the development of a successful ISP. Once the strategy

development team is in place, the organisation should identify its security needs (Whitman and
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Mattord 2010). A sound knowledge of the organisation's current situation and a sufficient

understanding of the organisation's security objectives are required (Ølnes 1994; Palmer et al. 2001;

Stahl et al. 2012). This can be achieved by a detailed analysis of the organisation's problem (Whitman

2008). The identification of the organisation's security requirements consists of two activities: (a)

Identification of the security needs and (b) Assessment of the organisation's current policies and

procedures.

a. Identification of the security needs

The fact that organisations have different security requirements and objectives means that

organisations have different security needs (Karyda et al. 2005; Ølnes 1994; Wood 2004).

Baskerville and Siponen (2002) point out that when developing security policies it is essential to

understand the security requirements of the organisation. Therefore, the organisation should

identify its security objectives, including the level of security that the organisation intends to

achieve. The security requirements should detail the organisation's needs to address security

risks identified through a risk assessment in order to meet its security needs and achieve its

business objectives. The result of the risk assessment is a contribution to the definition of

security requirements, and should be considered during the initial phase of ISP development

lifecycle (Stewart & Jürjens, 2017), but not for policy development (Rees et al., 2003).

b. Assessment of the organisation's current policies and procedures

The previous evaluation of the organisation's ISP and existing procedures had several

advantages. In the first place, it enabled the ISP design team to gain an understanding of the

state of the art of existing policies and practices (Doherty & Fulford 2006; Palmer et al., 2001;

Rees et al., 2003; Whitman 2008). Secondly, it also enabled the organisation to identify gaps in

the current policy and determine whether the existing policy helped the organisation manage

risk by meeting its security requirements, thereby identifying areas that the new policy must

address. Thirdly, the evaluation of existing policies and procedures ensured that the new policy

met existing policy standards (SANS Institute 2001). This raised the probability of successful

implementation of the revised policies throughout the organisation (Peltier, 2013). Lastly, the

evaluation process helped to collect key materials such as existing policy and procedure.

documents that served as an important reference for the development team (Patrick 2002;

Whitman et al. 2001). Inadequate organisational security intelligence may result in a deficiency

of skills, know-how and capabilities in handling security demands (Greitzer et al., 2014). A study

conducted by Siponen et al. (2014) found that information quality has a significant impact on
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actual compliance with ISPs. In addition, Bulgurcu et al. (2010) investigated the influence of the

three quality dimensions of clarity, adaptability and consistency on the compliance of

employees with security rules and regulations and emphasized their importance.

(vi) Cyber Threat Intelligence

Threat Intelligence has been neglected in the development of ISPs. According to Stewart (2020), threat

intelligence should be considered an important construct in the development of ISPs. The inclusion of

Threat Intelligence topics in the ISP can help employees detect phishing emails and malware

attachments. When employees know what a compromised site looks like, they become aware and can

identify at the point where the hacker makes the request (either through phishing emails, vishing, or

another source). Improving threat intelligence can alert employees to malicious attempts. These alerts

can also enable them to take the right action, report incidents to the security department, which can

then block traffic or quarantine the system. Thomson et al. (2006) propose the information security

shared tacit espoused values (MISSTEV) model to enhance the cultivation of an information security

culture.

The value of threat intelligence derived from within an organisation sits between the direct usefulness

of specific knowledge about threats to the organisation (Padayachee, 2012). Threat information must

be distributed to all employees and documented. This exchange of threat information can be a benefit

to enhance the organisation's security defenses. Herath and Rao (2009) identify four key factors that

influence ISP, namely threat perceptions about the severity of breaches, organisational commitment,

social influences, and resource availability. Siponen et al. (2014) argue that employees’ understanding

of threat, vulnerability, and their severity, have a positive and significant impact on their intention to

comply with ISPs. A strategic threat intelligence system was then set up to direct all departments of the

organisation.

According to Stewart (2020), there is a shortage of security analysts and existing security teams are

under constant pressure to deliver more with less. In the 2021 NFC model studied by Stewart, data

security and consumer trust were critical during the study (Stewart, 2021; Stewart & Jürjens, 2018).

As a result, there is a constant need to train employees to improve their cyber security skills and ensure

that all employees are involved in cyber defence. In short, security is everyone's responsibility. At this

point, all employees were eager to learn more. They recognized the need for information security and
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its benefits. All employees were given IS training. IT staff and the DevOPs team were trained in IT

security best practices by an external organisation.

5.2. Evaluation of the Field Notes and Writing up of the Results

The method of this observation is based on a systematic approach. In doing so, the researcher focused

on different types of activities to highlight the distinctions in this study (Angrosino & dePerez, 2000).

Due to the considerable amount of time involved, the researcher had the opportunity to observe and

participate in a variety of activities over time. Through these activities, the researcher was able to

engage with the 30 members of the Company who were able to outline what the study meant to them

as individuals and how they could use the findings to improve their current ISP development process.

Trust was an essential component in building relationships to get participants to open up. Other best

practices, including ethics, were considered to minimise researcher bias and maximise the efficiency of

the field experience.

Since the study aims to test the proposed guidelines for understanding the six constructs for the

success or failure of ISPs, a fundamental question must first be answered: How and when is it possible

to confirm that an ISP program is a success or failure?

To find the answer to the question, the evaluation process was done systematically as in the work of

Bishop et al. (1998). All participants were interviewed on two occasions. This took the form of both a

personal interview and a group interview. In addition, participant observation was used to obtain

further information. Overall, the results were positive. The CIO was positive about the awareness

raising program.

“Two important elements can be mentioned in particular. During the first four months of

implementation, we have estimated the value generated by the NFC framework in terms of cost savings

and other economic indicators. These results are sufficient to cover approximately 31 times the total

cost of our former ISP projects.”

The CTO saw the improvement of employees behavior and attitudes towards the ISP.

“The level of knowledge in the field of information security has grown over time, which can be seen as a

change in the attitude and behavior of employees towards security awareness, which is also a key

construct for the strategic goals of the company.”
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Eleven employees also shared how the awareness program made them reflect on the implications of a

data breach. According to these users, this increased their commitment to reading the ISP thoroughly.

“All indicators observed by the organisation seem promising. The interaction among employees on

cyber security topics has increased, and we can now see an average of 21.2 interactions (e-mail

exchanges as part of security awareness) per working day in 29 business domains, with a new element

of security knowledge being produced every day.”

Furthermore, the senior executive who was interviewed in the beginning realized how the analysis of

critical success constructs conducted with the help of the framework has helped to determine the

reasons for these good results and pinpoint the constructs that can be regarded as shortcomings.

“The proposed framework has been able to enable the organisation to define a strategic ISP strategy

that is strictly aligned with the business strategy as compared to our complex strategy. The proposed

framework has enabled us to achieve a more effective and efficient use of the knowledge and skills of

the more qualified and experienced employees.”

In summary, the constructs underlying the results obtained by the organisation can be identified and

understood within the proposed framework and can be summarized by the following constructs:

● a well defined and focused ISP strategy;

● a strict alignment between the ISP strategy and the entire organisation;

● a balanced focus on all the different dimensions of ISPs; and

● a thorough consideration of the business and organisational context.

Table 8. Summary of the Results Achieved During the first phase

Issue Method Source of Evidence

Improved the costs associated with ISP programs. Interview IDR_SE_2

Improved the level of knowledge in the area of information

security.

Interview IDR_SE_3

Improved awareness and eliminated any misperceptions. Interview IDR_FD_2, IDR_DO_2,

IDR_SE_1, IDR_MD_3,

IDR_IT_4, IDR_JM_1

IDR_SD_1



350

Improved ISP strategy aligned with the organisation. Interview Senior Executive

Observed staff's understanding and commitment to ISP to dispel

misconceptions.

Participatory

observation

Researchers

Improved management willingness to invest in IS projects. Participatory

observation

Researchers

Observe the behavior of stakeholders and employees. Direct

Observation

External Auditors

In spite of the positive results summarized in Table 8, there were still additional issues to be addressed,

as this research also provides an opportunity to identify specific weaknesses that the company may be

able to work on.

1. The issue of measuring ISP-compliant activities is a controversial and problematic issue that still

needs to be addressed. This is essential for the long-term sustainability of the ISP project and

for the implementation of the budgeting process, which is also crucial for a full

acknowledgement of the role of the ISP in the organisation.

2. In addition, the ISP program should continue to include the entire organisational line. In terms

of ICT design, the system was kept simple: From the organisation's point of view, ISP success is

about humans adhering to established policies, not about computing power.

3. As previously stated, the simplicity and ease of use of the framework is an essential construct

that can contribute to the evolution of the ISP program throughout the organisation and for

other organisations alike. However, it is likely that specific and more complex technologies

might become indispensable.

To solve the three issues above, the first and second were addressed by continuing enhancing ISP

strategies, communication, training and monitoring user activity based on ISP development, while the

third was addressed by repeating the process whenever there was a change that impacted the current

established ISP strategy.
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6.0. ISP Success Factors
To achieve successful ISP development and implementation, six constructs for effective policy were

considered, namely: (i) external partners or stakeholders, (ii) information security misperceptions, (iii)

information security investment, (iv) organisational commitment, (v) security intelligence, and (vi) cyber

threat intelligence.

This study found that an effective ISP is made up of various components, the most essential of which is

that an ISP must be acceptable and usable by all employees including external partners and

stakeholders. Thus the support of these individuals are essential for the success of ISP development. As

a consequence, a high level of management engagement in ISP development, such as dedicating

enough resources for the risk assessment process, would elevate the chance of success in the ISP

design process.

The ISP is useless if an organisation or its workers are unable to apply the policies or regulations

mentioned in the policy. As a result, removing misperceptions about information security and

increasing employees' perceptions of the relevance of information security is a key success element in

the development and implementation of ISPs.

Investing in employee ISP awareness and training also helps to preserve the security of sensitive data

while reducing human mistake and negligence. Despite employees' willingness to embrace any

changes, a continuous training endeavor is required rather than a one-time training session, which is a

big investment for any organisation. Investing in ISP ensures continuing compliance, and with

reputation and financial security at stake, the financial benefits of information security far outweigh the

costs.

Organisational commitment contributes positively to the success of ISPs development and

implementation, leading towards data security improvement. While the misconduct of an individual

employee can have profound consequences for a company, the misconduct of top management can

have catastrophic consequences. It is therefore crucial to convince leaders to fully embrace the

information security measures that have been put in place, which means not only inspiring them to

adhere to the security principles, but also to take on the obligations that come with the top positions.

Security Intelligence strives to promote the development of the ISP as it elevates the perceived

significance of information security for employees, thus helping to build a security culture, an approach
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that takes into account the best interests of all stakeholders and the characteristics of information

systems (IS) and information technology (IT). Developing a culture of security requires both leadership

and extensive collaboration, both of which promote ISP success. Designing and managing cybersecurity

should be a key component of corporate governance, and all stakeholders must recognise the

importance of security. Security culture should be the responsibility of each individual to help embrace

and promote security culture as a way of thinking about the assessment and implementation of

information systems and networks.

Humans play an important role in the security chain and their cyber threat intelligence contributes to

the success of the ISP development and implementation. With the rise of everything from phishing

emails to vishing, it is important that employees who access corporate computer systems and networks

receive in-depth training on how to detect, report, ascertain, escalate and mitigate cyber threats. This

can be achieved by describing in the ISP document how to behave in each situation and by training and

testing employees. Due diligence must be conducted on external partners and suppliers to ensure they

have appropriate cybersecurity protections in place to prevent attacks on the organisation information

system. In short, a successful ISP requires all six constructs in this paper.

7.0. Discussion
The ISP developed for the organisation in this study was concise, clear and as comprehensive as

possible to provide the information needed to implement the rule. It was given a version number and a

date so that the most current version could be quickly identified, and it was internally organized such

that relevant or necessary information could be quickly identified and located within the document.

Other factors, such as the usage of established or implied regulations, were also taken into account

(Flowerday & Tuyikeze, 2016; Tuyikeze & Flowerday, 2014; Lucila, 2016; Stewart, 2020).

The ISP designed in this work aimed to improve the confidentiality of ongoing processes and not to

hinder or disrupt business operations (Stewart & Jürjens, 2017; 2018). Where necessary, appropriate

technical means were used to enforce the policy, and where this was not possible, sanctions were

imposed. As not all formulated policies could be enforced through automation, manual processes were

specified in the policy document (Stewart, 2020).

Local and national laws were taken into account as the organisation in this study follows many

ordinances and laws that regulate the protection of certain records, dealing with outsiders and
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violation of access. Therefore, the policy was endorsed by the legal department, which is familiar with

the laws in its industry and environment (Wiander, 2009).

Other topics covered in the ISP policy include: an acceptable use policy, an anti-malware policy to

protect computer systems, an email policy that covers the use of company email accounts and

addresses, a clean desk policy, an internet security policy that covers internet usage, a password policy

that ensures strong passwords, a removable media policy, and a security response plan policy that

covers the use of company email accounts and addresses.

Being aware that a useless and non-compliant policy is useless, an audit procedure has been put in

place to verify compliance and to determine the punitive measures that can be taken in case of

non-compliance with any of the prescribed provisions. The interests of employees, customers, partners

and the company's business objectives were considered in the ISP document.

Before the ISP document was finalised, a draft was sent to various departments for review. In this way,

a representative document was created that addressed the concerns of all interests within the

company. The document also included purchasing decisions, persons to be notified in certain

situations, detailed remedial actions to be taken after a breach, and any legal or criminal sanctions.

Other areas addressed in the document were data protection, legal issues, human resources and

management.

As the ISP is an ongoing process and not a product, the organisation was advised to regularly and

periodically review and update the ISP document to ensure that it is up to date and covers all applicable

situations, environments and systems within the organisation (Lucila, 2016; Stewart & Jürjens, 2017).

Other features considered was the purpose of the policy, to uphold the organisation's reputation and

fulfil its ethical and legal obligations. Next, the humans within and outside the scope to whom the ISP

applies were considered. With management approval, the policy was clearly defined and its objectives

focused on the confidentiality, integrity and availability of its critical assets. To ensure that data could

be shared and with whom, both authority and access control policies were considered. The data was

categorised as public, private and confidential. Other features considered in this work were data

protection regulations such as industry standards, organisational standards, relevant regulations and

best practices in handling personal data. To ensure that the policy is conveyed to the target audience,

security awareness training that covers data protection measures is provided. These security awareness
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training improve the knowledge of trainees about cyber threats and highlight their responsibility to

detect, avoid and report such incidents (Stewart & Jürjens, 2017; Vroom & Von Solms, 2004).

8.0. Implications
This study uses the NFC framework to explain influences on ISP development and outcomes (e.g.,

company X). The study took place in a multinational, complex organisation with diverse staff, cultural

backgrounds, and perspectives. Based on this work and the data collection, it has been propose that

the six construct that can influence ISP development and outcomes can be grouped into six categories:

external partners or stakeholders, (ii) information security misperceptions, (iii) information security

investment, (iv) organisational commitment, (v) security intelligence, and (vi) cyber threat intelligence.

This study has significant implications for practice. First of all this is the first academic study to

investigate ISP development in organisations based on the NFC framework. In addition, it is the first

study to use the NFC framework to explicate influences on ISP development and outcomes in

information security research. The framework provides a new perspective to examine organisational ISP

development strategy and some success factors. This work has justified the applicability of the NFC

framework to explain the actions required in ISP projects by systematically testing the interrelationship

among all six constructs which also answers the research question.

This study has presented a new perspective to explain why ISP development and implementation is not

a one-man responsibility, but various factors that must work together to develop an ISP. In practice, this

study can serve as a reference for managers to set up a strategic ISP highlighting the context of IS to

improve staff perceptions, e.g. through training to better inform staff.

Although latent variables such as awareness raising and training play an important role in staff

behaviour, they are not the main key to developing a strategic ISP. Therefore, strategic ISP can be

achieved by combining the six constructs in this study by arranging them in a structured manner

towards effective ISP development and implementation.

Consequently, a high level of management commitment to ISP development, such as allocating

sufficient resources to the risk assessment process, would increase the chances of success in ISP design.
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In addition, the significant relationship between employee support and the six constructs may impact

the expected outcome of ISP. Therefore, a high level of ISP support from employees can increase the

possibility of a successful ISP implementation.

9.0. Limitations
First, the study took place in Germany and most of the data was collected virtually due to the different

locations of the organisation. As this is the first attempt to test the framework in a large enterprise,

further empirical research is needed. In particular, it would be particularly useful to apply the

framework to cases of failure. Therefore, this study cannot be generalized to all organisations, and thus

future research is needed to examine other business environments.

10.0. Conclusion
The research question raised in this thesis is what procedures organisations should follow to develop

and implement an effective information policy. The list of six constructs that emerged from this work

has been analysed and interpreted so that a model for the development of an ISP could be derived.

The outcomes of our proposed framework shows its usefulness as a tool for analysing the vital

elements of an ISP development program. The framework seems suitable for a solid and structured

analysis of the functioning of current ISPs and for figuring out the reasons behind their success or

failure. Consequently, it may also be useful to test the framework in cases of failure. In Spite of this, the

availability of a systematic approach, as the one proposed here, appears to be an important

contribution to the development of this field.

It is obvious that further empirical studies are needed to validate or adapt the framework more

effectively. It would be particularly useful to extend it to other situations in the same industry

comparisons and cross-analyses. Alternatively, it could be applied to other sectors which may

emphasise completely different elements. Furthermore, it could be useful to test the framework for

cases of failure.

Nevertheless, the existence of a systematic framework such as the one proposed here appears to be an

essential contribution to the development of this sector.
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This study emphasizes the value of awareness-raising initiatives in relation to ISP and serves as a

motivation to give priority to an appropriate ISP and its communication to employees. This will serve as

motivation to bridge the gap between the proportion of organisations that have no initiatives to raise

awareness of their ISP and the percentage of organisations that have such initiatives.

This paper also provides a comprehensive guide for practitioners on the activities that security

managers need to undertake in developing security policies, and allows practitioners to compare their

current practice with the proposed models for good practice. The main contribution of the paper is the

application of a comprehensive and coherent model that can be the first step in defining a "checklist"

for creating and managing ISPs. The suggested model encompasses all dimensions that a company

should take into account when developing and implementing ISPs. It ensures comprehensive and

sustainable ISP strategies.
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Chapter 10. Conclusion

The final chapter summarises the thesis. Stemming from the six research papers that were the subject

of this thesis, this chapter provides an overall conclusion to this body of research and theoretical and

managerial implications. In addition, limitations are explored, and suggestions for future research are

made.

10.1. Overview
Over the years, the significance of cybersecurity in IS and DT has grown tremendously. However, studies

have yet to be conducted to address the significant security challenges associated with these

innovations. Existing literature on IS and DT mainly focuses on their strategies, innovation, and value

creation (Tashtoush, 2021; Stewart & Jürjens, 2018; Agyaben et al., 2019; Aydiner et al., 2019), while

neglecting the crucial security perspective (Agyaben et al., 2019; Aydiner et al., 2019). Therefore, it is

imperative to develop a cybersecurity model that enhances IS and DT from a security perspective

(Medlin, 2006).

This research has provided insights into managing cybersecurity challenges in DT and their

corresponding control measures. The literature on IS and DT was carefully reviewed in Chapters 4, 5, 6,

and 7 to identify significant constructs supporting the proposed NFC model (Stewart, 2022; Medlin,

2006; Cooper & Schindler, 2006; Ghauri & Gronhaug, 2005; Yin, 2014, p. 19; Umbach, 2004). Qualitative

research was then conducted to determine the relevance of these constructs, while the quantitative

research design and pilot study were discussed in detail. (Cooper & Schindler, 2006; Ghauri &

Gronhaug, 2005; Yin, 2014, p. 19; Umbach, 2004).

The hypotheses in this study have been thoroughly tested, and the concepts have been validated by

esteemed researchers such as Gefen et al. (2000) and Kline (1998). Both qualitative and quantitative

methods were used to operationalize and validate the concepts, as discussed in Creswell (2010),

Walsham (2006), and Carson & Coviello (1996). The results are presented in detail in Chapters 5, 6, 7,

and 8 of the NFC model, along with the theoretical and methodological contributions of the study.

Additionally, this chapter explores the management implications and offers suggestions for future

research directions.
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10.2. Theoretical Contribution
This research focused on the development of a cybersecurity enhancement model called the NFC

model, which contributed to the IS literature and, specifically, the DT stream (Ifinedo, 2014; Carlson et

al., 2008; Stewart, 2022). Although previous studies have highlighted different aspects that contribute

to a successful IS and DT, the attention given to security has been limited (Tashtoush, 2021; Agyaben et

al., 2019; Aydiner et al., 2019). The existing literature on IS frequently emphasises the benefits of DT

(Tashtoush, 2021; Agyaben et al., 2019; Ayinder et al., 2019), implying that research on IS security is

sparse and there are insufficient security models to address the current cyber threats challenges of DT

and IS. While corporate security culture has had huge attention (Safa et al., 2015; Pavlov & Karakaneva,

2011; Safa et al., 2016; Ifinedo, 2014; Stewart, 2021; Hoffmann, 2016; Safa et al., 2016; Ifinedo, 2014;

Carlson et al., 2008; Pavlov & Karakaneva, 2011; Ali et al., 2013; Pavlov & Karakaneva, 2011; ISO/IEC,

2013), the significance of security initiatives towards the IS and DT is not yet widely recognised.

Companies tend to include enterprise security strategies in IS and DT strategies, believing that this

should improve the security of digital products and services, leading to complexity and shortcomings

(Safa et al., 2015; Pavlov & Karakaneva, 2011). Thus, conventional IS researchers view security as a

burden (Carlson, 2015).

This research contributed to a more holistic cybersecurity model for improving IS and DT strategy by

addressing the perspectives of technology, humans, processes, consumers, cybersecurity maturity,

digital products/services, and expanding the organisational and relational view to a holistic view of

security by incorporating pertinent management-level elements such as commitment, investment,

communication, and the efficacy of security awareness training. As a result, this research contributed to

the theoretical development of a cybersecurity model for IS and DT (Ande et al., 2020; Jonathan, 2019).

This study also considered that different qualities are required to improve DT and IS cybersecurity

(Terglav et al., 2016; Singh & Hess, 2017; Stewart, 2022). These qualities led to a holistic view of an

organisation's overall security posture by considering technology, human factors and processes and

prioritising application security initiatives, including how, what, when, what, and why. Hence, this study

concentrated on analysing the holistic security posture rather than value creation (Soomro, 2016;

Terglav et al., 2016; Singh & Hess, 2017; Hassan et al., 2015).

While the traditional security models and standards of information security management systems in

the literature are informative to improve the security culture in organisations, this research relied on a

holistic approach to analyse the security challenges of organisations during DT. It provided a holistic
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cybersecurity model called NFC to efficiently, effectively and consistently address these challenges and

provide managers with an implementation strategy to strengthen cybersecurity in this transition due to

the evolving cyber threat to IS, which has gained prominence in science and government policy and is a

priority for all organisations (Hu, et al., 2011; Karjalainen et al., 2019; Flowerday, 2016).

As mentioned in section 2.7.1, humans are still the weakest link in cyber security. This research has

shown that organisations that rely on technical solutions without considering human factors create a

gap in the human-technology relationship (Safa et al., 2015; Pavlov & Karakaneva, 2011; Safa et al.,

2016; Ifinedo, 2014; Stewart, 2021; Hoffmann, 2016; Safa et al., 2016; Ifinedo, 2014; Carlson et al,

2008; Pavlov & Karakaneva, 2011; Ali et al, 2013; Pavlov & Karakaneva, 2011; ISO/IEC, 2013). As

humans and technology interact, they form a system that increases the complexity of cybersecurity

challenges (Holgate et al., 2012; Mujinga et al., 2017; Paja et al., 2015; Davis et al., 2014), and this is

where the NFC model facilitates cybersecurity initiatives by reducing the risk of overlooking complexity

or taking a system level for granted.

In the IS field, there is extensive research on how companies within industries can improve their digital

security through various management strategies. However, empirical evidence on how key

management factors can impact digital security at the cybersecurity level is lacking (Dhillon, 2021;

Mahfuth et al., 2017; Moeini et al., 2017). Many studies focus on the organisational perspective of

innovation and pay little attention to the maturity of cyber threat intelligence (Stewart, 2022; Provan &

Milward, 1995). Furthermore, previous measures and definitions of digital security have focused on

organisational antecedents and outcomes rather than appropriate metrics for security.

To address these gaps, a recent study aimed to improve cybersecurity in the context of IS, DT, and the

entire organisation. Rather than incentivising innovation, this study aimed to secure digital products

and services. The researchers reviewed prior literature to identify relevant constructs, conducted

qualitative research to confirm their applicability, and developed metrics that were validated both

qualitatively and quantitatively. The study focused on key constructs such (i) security misperception, (ii)

threat vulnerability and risk assessment, (iii) cybersecurity strategy, (iv) secure IS engineering, (v)

security audit and assessment, (vi) protection monitoring, (vii) strategic advanced threat intelligence,

(viii) incident response and remediation, (ix) managers and stakeholders, (x) information security

investment, (xi) cyber security investment, (xii) information security policy, (xiii) application security

policy, (xiv) information security facilitators, (xv) security training, (xvi) commitment, and (xvii) external
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partners (Stewart, 2022). The tested model also contributed to the theoretical improvement of the IS

and DT cybersecurity analysis layer.

10.3. Methodological Contribution
The lack of empirical studies on an appropriate cybersecurity model to improve security measures for IS

and DT is partly due to the methodological challenges posed by the problems of defining the key

components that need to work together effectively.

Quantitative Research at the Cybersecurity Level of Analysis

Empirical studies of cyber threats in IS and DT can be problematic. Previous empirical studies have paid

little attention to security in these two areas (Ong et al., 2018; Ferreira et al., 2020; Soto-Acosta, 2018).

Confidentiality, integrity, and availability are the three core components of the CIA triad, an information

security model that guides an organisation's security procedures and policies (Ifinedo, 2014; ISO/IEC,

2013). The few studies that have explored cybersecurity in this CIA context have focused exclusively on

confidentiality, integrity, or availability and have not addressed all three areas simultaneously. Those

that have addressed the three areas simultaneously have also ignored non-repudiation and

authenticity, and those that have addressed non-repudiation and authenticity have also ignored the

CIA. This inadequacy of the literature and proposed models creates problems and requires more

resources, time, and costs to implement and maintain. In addition, the security of the applications and

software that enable this transition is often neglected (Stewart, 2022). Some have primarily taken a

focal organisational viewpoint and defined the perimeters of security approaches on an ego-centric

basis, confined to the relationships of a focused organisation (Provan & Milward, 1995).

Nonetheless, few existing studies incorporate the perspectives of different types of industry

participants. However, their proposed remedies could be more adaptable, scalable, and holistic to

address DT enablers' cybersecurity challenges and improve the security landscape of all industries

(Leseure et al., 2001). This study thus contributed to a novel methodology that enabled empirical

testing at the level of cybersecurity analysis by combining qualitative and quantitative research.

The qualitative research used key informant interviews, snowballing and triangulation to gain initial

knowledge of security constraints (Cooper & Schindler, 2006; Ghauri & Gronhaug, 2005; Yin, 2014, p.

19; Umbach, 2004). Focusing on a particular sector was crucial to ensure that the interviewees and the

researcher had a mutual frame of reference (Marsden, 1990b). The sector organisations' profile was

identified by interviewing key informants from the industry until a common understanding of the key



366

participants was established (Perry & Rao, 2007). These findings were also triangulated using data on

collaboration acquired from other governmental and industrial reports. As a result, the snowballing

strategy was used in this study to identify specific informants from partner organisations (Blaxter et al.,

2001). Given the interconnectivity of the sectors, this was deemed an effective way for more precisely

defining population borders (Sarantakos, 1998). Since interconnectedness is a key feature of sectors,

approaches based on random sampling and unit independence may be deemed inadequate (Brito,

1999).

Extensive quantitative fieldwork was conducted with the organisations in the above industries. Multiple

informants were interviewed to increase the reliability of each organisation's responses (Marsden,

1990b; Cooper & Schindler, 2006; Ghauri & Gronhaug, 2005; Yin, 2014 p. 19; Umbach, 2004).

Respondents were asked to indicate the organisations they worked with to give them more flexibility.

This helped us identify new participants to include in the study (Marsden, 1990b; Wasserman & Faust,

1995).

In defining the security concerns and identifying respondents, the mix of qualitative and quantitative

methods, snowballing and triangulation with secondary reports proved beneficial. The large number of

respondents from each organisation contributed to the increased trustworthiness of the research.

10.4. Managerial Implications
This research provides recommendations to diverse stakeholders, including individuals from various

industries. Table 5 highlights the essential elements necessary to enhance cybersecurity in DT and IS,

which may interest organisations.

Table. 5. Key constructs & variables to strengthen cybersecurity

Key Factors Implications

Managers’ security support and

commitment (Whitman & Mattord,

20014; Ifinedo, 2014; Stewart,

2021; Stewart & Jürjens, 2017;

ISO/IEC, 2013)

1. Top management should promote, commit to, and

acknowledge the significance of information security.

2. Top management must have clear instructions for protecting

information security assets from incidents such as information

security breaches by unauthorised persons.
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3. Top management security awareness is crucial for an effective

information security system.

4. Top management involvement and accountability and setting

parameters for the information security programme can help

protect the company's assets.

Invest in security programs

(Stewart & Jürjens, 2017; Stewart,

2022; 2022)

1. Managers must invest in Cybersecurity Threat Intelligence to

equip their businesses with robust defences that protect their

employees and customers from ransomware and phishing

attacks and keep their confidential data safe.

2. In the worst case, cyber-attacks or security breaches can

devastate a company. Therefore, cyber security should be high

on the agenda of the company's management and board of

directors.

Implement in-depth security

measures (Whitman & Mattord,

2009; Ifinedo, 2014; Stewart, 2021;

Stewart & Jürjens, 2017; ISO/IEC,

2013)

1. Implementing information security measures will only succeed

with the commitment and support of top management.

2. Top management must effectively sensitise all employees to

end-user security.

Foster security culture and trust

(Stewart, 2018; Stewart, 2017)

1. Trust is a decisive factor for the success of a DT. An essential

component of trust is confidence in an institution, i.e., the

individual's conviction that the platform they are trading is

safe.

2. Trust is a multi-dimensional, complex mechanism vital to

business relationships.

3. In addition, Information Security components such as

confidentiality, integrity, availability, authentication,

accountability, security, privacy, and authorisation have the

potential to influence trust convictions and intentions in a

significant way.

4. Top management must reward employees for their

contribution to a positive security culture.
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Foster security culture during

application development

(Whitman & Mattord, 2009;

Ifinedo, 2014; Stewart, 2021;

Stewart & Jürjens, 2017; ISO/IEC,

2013)

1. Top management must create simple, transparent application

security policies.

2. They should invest in training software engineers and system

administrators.

3. Top management must provide software engineers and

system administrators with security training.

4. Top management must make information security a corporate

priority.

5. Managers are responsible for ensuring that a security team is

involved in project change management and software

development life cycle (SDLC).

Improve security awareness

training (Whitman & Mattord,

2009; Ifinedo, 2014; Stewart, 2021;

Stewart & Jürjens, 2017; ISO/IEC,

2013)

1. Training and awareness-raising of managers, department

heads and employees are crucial for effective IS and DT

security management.

2. The effectiveness of the information security policy and

compliance, responsibility for information security, and

information security guidelines are crucial for effective IS and

DT security management.

Implement and foster ISP (infosec)

(Whitman & Mattord, 2009;

Ifinedo, 2014; Stewart, 2021;

Stewart, 2022; Stewart, 2022;

Stewart & Jürjens, 2017; ISO/IEC,

2013; Maynard & Ruighaver, 2006;

Ølnes, 1994; Siponen, 2014; Stahl

et al., 2012)

1. A strategic ISP and compliance must be implemented and

promoted by managers.

2. Managers must influence staff in designing and promoting

compliance with the ISP.

3. Regular and direct communication between managers and

staff is crucial for educating them about the ISP.

4. Integrating various security components and initiatives offered

by a security architecture, which includes humans,

procedures, and technology, can be complex. Therefore,

management must support a framework to manage this

complexity.

To improve their cybersecurity maturity level, industry players should distribute cyber threat

intelligence (CTI) more balanced while respecting privacy (Ferreira et al., 2014; Yee, 2004; Brewer &
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Nash, 1989; Clark & Wilson, 1987; Phelps et al.,2000). Sharing CTI between security operations centres,

management, other industrial lines, and employees can enhance security culture—this sharing and

collaboration foster CTI maturity (Stewart, 2022). Organisations must collaborate with external partners

within the CTI maturity framework to ensure that information is shared across borders (Böhm et al.,

2018; Mavroeidis et al., 2017; Zhao et al., 2017; Howard et al., 1998). Proactive managers who

recognise the significance of security and the detrimental effects of a data breach on their organisation

must enhance the attitudes of humans - the weakest link in the security chain. In addition, managers

should be willing to invest in security initiatives and refrain from negligence and mobbing tactics when

their laxity in security is pointed out to them, potentially affecting the underlying relationships.

Coordinating security programs effectively without being too inflexible or limiting is essential.

Formalisation is necessary to achieve this. The achievement of cybersecurity objectives within the

contexts of information systems and digital technology requires a unified organisation. Security is a

shared obligation between all of us.

To create a security culture and secure IS and DT, leaders should actively recognize the need to

participate in security initiatives from the outset. By implementing these initiatives, managers can

approve and support security projects, proactively approach DT agendas, and swiftly adapt to the

results. Proper management training on security can be useful or even fundamental for all stakeholders

in the industry to ensure that prudent security practices are well articulated toward promising

outcomes.

For DT to be successful, data security, trust, and privacy are key components. Hence, companies should

demonstrate trustworthy behaviours, such as keeping their word, being honest and transparent, and

behaving reasonably towards their partners and customers. Ensuring confidentiality, integrity,

availability, non-repudiation, and authenticity of data, without compromising credibility, through a

well-designed security strategy, as recommended in this research, using appropriate measures to

improve the security efficiency of IT, IS and DT. To increase efficiency, employees should receive security

training based on their value proposition rather than affiliation.

These constructs and variables may help develop methods to deal with problematic situations,

including misperception of security by management, inadequate funding for security, inadequate levels

of coordination, inconsistent security practices or lack of diligence in information security. These

conceptions and conclusions may interest stakeholders in higher education, including ICT and DT
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agencies, in undertaking similar efforts. Furthermore, companies in the field of innovation can utilise

the research to comprehend better the key components necessary for a successful cybersecurity plan.

10.5 Discussion
This thesis is based on six published papers. The first paper focused on answering three research

questions: What are the barriers to adopting FinTech innovations? Do customers value the benefits of

FinTech more than data security? How important is data security and trust in FinTech? The study used

the NFC model to create a "FinTech adoption" model and identify specific challenges and impacts

hindering FinTech adoption. The model was validated through an online survey of 209 mobile phone

users. The study found that while the number of mobile users is increasing, the adoption of FinTech is

sluggish. Interestingly, almost all respondents (99%) have mobile devices, but only a small % (10%)

know FinTech. Additionally, only 10 out of 209 respondents have ever used FinTech services, which is

less than 1% of the respondents. This paper concluded that, there is a significant discrepancy between

mobile device ownership and the awareness and acceptance of FinTech services. This presents a clear

opportunity for FinTech incubators and banks to improve security measures and promote digital trust

among potential customers. The study emphasises the need to understand the key factors influencing

FinTech adoption, which is essential for players in the financial technology sector who want to expand

their presence in the global market. The study provides a valuable basis for future research and projects

to improve the status of FinTech and reduce the adoption gap.

The second paper focused on answering three research questions: What is the connection between the

factors that cause the challenges in the IaaS implementation model in financial sectors? Can data

security and consumer trust help improve the performance of IaaS strategies and enable banks to

achieve economies of scale for global intensity? To what extent are data security and consumer trust

important in the context of IaaS? The study used the NFC model to create a model of "IaaS adoption"

and identify specific challenges and impacts hindering IaaS adoption. The model was validated through

an online survey of 208 bank employees. The study found that the financial sector faces numerous

obstacles and challenges in adopting cloud computing technology. This is due to the industry's high

level of regulation and sensitivity to security concerns. Regulatory compliance is a significant barrier to

adopting cloud computing in the financial sector. Strict national and European regulations, such as the

General Data Protection Regulation (GDPR) and Federal Financial Supervisory Authority (BaFin)

guidelines, place obligations on financial institutions regarding handling customer data and financial

transactions. Using cloud services becomes a challenge, especially when the data is stored in another



371

country, as these regulations impose strict guidelines that must be followed. Due to the sensitive

nature of the financial industry, security and privacy are paramount. As a result, many financial

institutions are hesitant to adopt cloud computing due to concerns about confidentiality, integrity,

invasion of privacy, availability of data, and data breaches. To advance the usage of cloud computing in

the financial sector, cloud service providers need to work closely with financial institutions to provide

solutions that meet their regulatory requirements, data security needs, and operational preferences.

Financial institutions need to invest in robust cybersecurity measures to ensure that cloud services are

secure and compliant, which can help address the challenges and promote the benefits of cloud

computing in the financial industry.

Achieving security and compliance is crucial in information security, particularly when adhering to

industry standards. The third paper exploring the link between industry standards compliance and

application security provides insight into how these factors affect each other. The study focuses on the

impact of industry standards compliance on application security. The study found that application

security is a significant concern in the digital era, as cyberattacks frequently target applications. Security

breaches and other incidents can occur as a result of vulnerabilities in applications. Application security

must be ensured to protect sensitive data and maintain the trust of customers and stakeholders. The

study suggests that compliance with industry standards is insufficient to ensure adequate application

security. In short, while industry standards are an essential starting point, additional measures are

needed to ensure a high level of application security, as compliance with standards can only address

specific security concerns, including privacy and access control.

The study may highlight the need for organisations to implement application-specific security measures

beyond what is mandated by compliance standards. This could include secure coding practices, regular

security assessments, and the use of security tools and technologies designed to identify and mitigate

application vulnerabilities. The dynamic nature of the threat landscape is a significant factor.

Compliance standards are typically static and may not adapt quickly to emerging threats and

vulnerabilities. Application security must remain flexible and responsive to changing attack vectors and

techniques. Application security is an ongoing process that requires continuous monitoring and

improvement. Compliance is often a point-in-time assessment, and organisations may mistakenly

assume they are secure after achieving compliance. The study may encourage a culture of continuous

security improvement.
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The findings of the study may underscore the importance of striking a balance between compliance and

security. Compliance should serve as a foundation, but organisations should go beyond compliance

requirements to build a robust security posture. They can use compliance as a baseline and implement

additional security controls that are specific to their applications and potential threats. The study

might also highlight the value of collaboration and information sharing within industries. Organisations

can benefit from sharing best practices and insights related to application security to collectively

enhance security measures.

In conclusion, an empirical study on the impact of industry standards compliance on application

security should provide valuable insights into the relationship between compliance and security. It likely

underscores the need for a holistic approach, where compliance serves as a foundation, but

organisations must proactively address application-specific security challenges to effectively protect

their assets in an ever-evolving threat landscape.

The fourth paper focused on answering two research questions: What are the current gaps in past

literature on IS/IT strategy that contribute to the biggest challenges for companies in DT when it comes

to security? What are the elements that are most effective and successful in contributing to the

security of a company's DT? This research delves into the questions that can help organisations develop

and implement a secure digital strategy. The study analysed and evaluated eight constructs using the

NFC model to ensure digital strategy security. It included a comprehensive examination of the current

state of digital strategy security and the reasons behind its success or failure. By reviewing the

literature, the study identified the most critical factors for IS security, which can assist organisations in

making informed decisions. The primary obstacle to embedding security in strategic DT is the

misconception of security among leaders in an organisation, which leads to ignorance of security

among employees and affects the culture of security.

The fifth paper focused on answering the following research questions: Do the organisations’

management boards lack the skills to plan, train, and direct human activities toward security

awareness? What are the beliefs of employees regarding the outcomes of information security

violations and how such violations affect information security management? What kind of compliance

guidance for information security do organisations need to adopt, and on what essential points should

this guidance focus? Is there any interrelation between technology and human factors that work

together for the successful deployment and implementation of information security management in an

organisation? After conducting three surveys and research, NFC was used to improve information
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security management in the organisations in this study. This model identified human behaviours and

security-related IT issues, which led to better information security management in organisations. In

addition, the study found that the factors involved in this model work together, rather than

independently, to bridge the gap between technology and humans.

The research question on paper six revolved around creating and executing a successful ISP based on

the NFC model. The NFC framework combined six constructs, latent variables, and factors from

previous research models to enhance ISP development and compliance within a multinational

organisation. The research approach to validate the NFC model yielded positive results and confirmed

its practicality. The proposed framework helps to analyse the crucial elements of an ISP development

program and can be used to understand the reasons behind the success or failure of current ISPs. As

suggested, having a systematic approach is a significant contribution to the development of this field.

The NFC model proposed in this study is a tool for managing cybersecurity in information systems. It

covers three stages: situational awareness, control integration, and gap closure. By classifying data into

constants and latent variables and subjecting it to a process, the proposed model can significantly

enhance its performance within a reasonable timeframe. It can be incorporated into an organisation's

security governance, IS security strategy, or DT initiatives.

The proposed model combines cross-functional departments to identify challenges in a mixed

environment, including technology, humans, and processes. Before adopting the NFC model,

organisations must assess their situational awareness to obtain holistic data for good process

performance. This data can then be used to determine the model's appropriate constructs or latency

variables. The ultimate goal is to create an accurate model that aligns with organisational objectives.

The study provides key theoretical implications for the broader IS research field by highlighting the

evolving role of cybersecurity in modern organisational scopes (Aydiner et al., 2019; Ferreira et al.,

2014). It also contributes to a more in-depth knowledge of the DT-security relationship. It creates a

theoretical model for researchers to explore the dynamic relationship between cybersecurity

behaviours and technological acquisition (Wang et al., 2008)..

In summary, DT presents both security challenges and opportunities for greater efficiency, innovation

and competitiveness. Organisations must take a proactive, all-encompassing approach to cybersecurity

that includes implementing sound policies, conducting regular risk assessments, and incorporating

security into every facet of their digital projects. For secure and effective digital transformation, these
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issues must be addressed through a holistic approach to overcome these security challenges. This

includes employee training, proactive risk management, regular security assessments, and adherence

to industry best practices and compliance standards. To maximise security risks and leverage the

benefits of DT, security must be placed at the centre of these initiatives.

10.6 Limitations and future research
To properly analyse the research findings, we need to consider some limitations. The sample sizes of

papers one through six were small, ranging from 200 to 733 participants. It would be advantageous to

increase the sample sizes used in the study for more precise results. While this study provides a

practical and innovative method for collecting industrial data, future research should focus on assessing

the consistency and accuracy of responses across various types of organisations, such as academic

institutions, corporations, and government entities. Subgroup analysis based on linkage size would also

be advantageous, but the small sample size in this study made it impractical. However, additional

related studies with larger samples will be beneficial to this investigation because they will enable

fascinating cross-group correlations (Morgan & Krueger, 1998; Bertolino et al., 2014; Appelt and others.

Maynard et al., 2014).

To gain further insights, exploring the proposed construct hypotheses and NFC model in industries

beyond those examined in this study would be useful. Additionally, since the samples were collected

only in Germany, the international validity of the results depends on whether researchers in other

countries adopt them (Myers & Newman, 2007). Given that innovation ecosystems and growth levels

vary by country, country-specific research is necessary to determine the generalizability of these

findings to other cultural contexts (Cohen, 2004). Finally, the ability to analyse multiple levels, including

organisational, relational, and industry levels, is a significant benefit of industry research.

This research contributes to the maturity of cybersecurity in IS and DT, which has yet to receive

sufficient attention to date. However, following previous multi-level studies, future research could

combine different levels of analysis and their interrelationships to provide empirical insights into

success factors that ensure that a deep security strategy is holistically integrated into such innovations.

Nevertheless, this study is a first step towards validating key constructs and using NFC to explore the

relationships between them from the perspective of different participants to provide an effective,

acceptable, and consistent solution. The results thus contribute to a better understanding of

cybersecurity improvement in the light of the IS and DT.
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10.7 Chapter Summary
This study is unique in its contribution to Information Systems and Digital Technology. It takes a

multidisciplinary approach to enhance cybersecurity from an industry perspective. The study uses

relevant literature to build a conceptual model and operational metrics. Qualitative research helped to

develop the model, while quantitative research provides empirical support to understand IS strategy

and DT security. The study identifies key success factors for enhancing cybersecurity, such as

misconceptions among managers, cybersecurity investment, and trust and commitment.

By introducing a new cybersecurity model called NFC and using the appropriate technique to conduct

reliable quantitative research in the industries covered by this thesis, the research offers

methodological advances in addition to its theoretical contribution. It addresses the borderline

challenge, a hypothetical industry concept, and recent debates. To create and confirm scales, a

comprehensive review of the existing literature is conducted. The analysis focuses on three key sectors

- finance, automobile, and fintech - to identify common patterns that validate the hypothesis and

provide insight into industry-specific factors.

Many players in the innovation sector urged businesses to think about the implications. Numerous

companies, governmental agencies, academic institutions, and research centres can improve their DT

and IS strategies using the study's findings.

As DT becomes widespread and cyber-attacks become sophisticated, there is a need for further

research at the industrial level of analysis. This research should include appropriate scales and

methodologies to gain deeper insights into this previously under-researched perspective.
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Chapter 11.
Appendix

11.1 PAPER 1

11.1.1 Value Added Justification

DT brings undeniable value to businesses and organisations. It involves automating manual processes,

streamlining workflows, and implementing advanced technologies to increase efficiency and

productivity. By reducing the need for manual labour, digital transformation can lead to cost savings.

This, in turn, allows businesses to cut operational costs, reduce overhead, and allocate resources to

more strategic areas. Digital systems can be easily scaled to accommodate business growth, making it

easier to seize new opportunities and adapt to changes in demand (Grazioli & Jarvenpaa, 2000).

Cloud-based systems and remote work capabilities can ensure business continuity. Enhancing the

customer experience by providing personalisation, faster response times, and better accessibility is a

primary focus of many digital transformation initiatives. Satisfied customers are likely to remain loyal

and recommend a business to others (Datta, 2011).

DT enables organisations to collect and analyse vast amounts of data, which they can use to make

informed decisions, identify trends, and respond to changing market conditions effectively.

Furthermore, it encourages organisations to adopt a culture of innovation and adaptability, allowing

them to react quickly to market changes and stay competitive (Pikkarainen et al., 2004).

Successful implementation of DT gives companies a competitive edge, and they can offer new services,

products, or business models that others may struggle to replicate. Global expansion is another value of

DT by breaking down geographical barriers. Companies can reach and serve customers worldwide,

opening up new revenue opportunities (Howcroft et al., 2002).

Modernising tools and processes can improve employee satisfaction and engagement by allowing them

to focus on more strategic and creative tasks rather than repetitive, mundane work. Furthermore, DT

can reduce the environmental impact of a business by minimising the use of paper, optimising energy

consumption, and supporting remote work, which reduces commuting and office space requirements.
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Adhering to regulatory requirements is critical for many industries. DT can help businesses maintain

compliance and streamline reporting. With digital systems, organisations can track actions and

transactions more efficiently, enhancing transparency and accountability within the company. Digital

tools provide valuable insights into customer behaviour and market trends, which helps companies

tailor their products and services to meet customer demands effectively (Howcroft et al., 2002).

In summary, DT brings significant value to businesses by improving operational efficiency, customer

experience, innovation, and overall competitiveness. By allowing organisations to adapt to the changing

business landscape, stay relevant, and thrive in the digital age.

11.1.2 Customer’s Trust Justification

Maintaining customer trust is crucial for the success of any organisation's digital initiatives.

Organisations often invest in robust cybersecurity solutions and practices to achieve this,

demonstrating their commitment to protecting customer data. With regulations like GDPR (General

Data Protection Regulation), organisations are compelled to respect and protect customer privacy.

Transparency in business operations is essential for building trust and showing a commitment to

accountability. Digital transformation initiatives often focus on increasing transparency and contributing

to customer satisfaction by openly communicating intentions, processes, and data usage policies (Yao

et al., 2003).

DT also enables businesses to provide better and more efficient customer support. Features like

chatbots, self-service portals, and omnichannel communication make it easier for customers to get

assistance when needed, leading to higher satisfaction and trust in the company. Personalization is a

crucial aspect of digital transformation that allows businesses to offer customised experiences to their

customers. This demonstrates an understanding of their customers' needs and preferences, which can

enhance trust and customer loyalty (Luarn and Lin, 2005).

Furthermore, cloud-based solutions are often utilised in digital transformation, which can lead to

improved reliability and availability of services. This consistency in delivering products or services

without downtime or disruptions fosters trust in the brand and its commitment to meeting customers'

needs (Modi et al.,2012; Coppolino et al., 2016; Ramachandran, 2015).

DT also makes it easier for customers to access and interact with businesses. Collecting customer

feedback and using it for continuous improvement is crucial for any business. When customers see that

their feedback is taken seriously, it builds trust and shows a commitment to meeting their needs. The
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convenience of online shopping, digital banking, and other digital services fosters trust in the brand and

its commitment to meeting customers where they are. Businesses that embrace DT are better

positioned to adapt to changing customer preferences and market trends. This adaptability and

willingness to innovate demonstrate a long-term commitment to customers, which builds trust (Sari,

2015).

In summary, by prioritising security, privacy, transparency, and customer-centric practices, organisations

can maintain customer trust, which is essential for long-term success in the digital era.

11.1.3 Data Security Justification

A crucial element of digital transformation is ensuring data security, which is essential for the success

and sustainability of any digital initiative.

Data security is paramount in digital transformation as it helps protect sensitive customer, employee,

and proprietary data. This includes personal information, financial data, intellectual property, and trade

secrets. Organisations need to ensure they safeguard this data, not only to demonstrate their

commitment to protecting the privacy and interests of stakeholders but also to comply with strict data

protection regulations such as GDPR and HIPAA. Compliance with these regulations is mandatory, and

non-compliance can result in severe legal and financial consequences. By implementing robust data

security measures, organisations can justify their adherence to these regulations (Armbrust et al., 2010;

Suthaharan & Panchagnula, 2012; Sari, 2015).

Data breaches and security incidents can severely damage an organisation's reputation and erode trust

among customers and partners. Prioritising data security is a way for organisations to demonstrate

their dedication to maintaining trust and protecting the integrity of their brand. Data breaches can be

costly, with expenses related to detection, response, notification, legal action, and potential fines.

Managers who invest in data security measures can help mitigate these financial risks and justify the

associated costs (Al-shqeerat et al., 2017; Djemame, 2016; Nada et al., 2017; Rot, 2017; Wang, 2017).

Organisations with a solid commitment to data security often have a competitive edge since they can

assure customers and partners that their data is safe, making them more attractive in the market.

Additionally, many businesses rely on intellectual property as a critical asset. Data security measures

protect proprietary information, trade secrets, and innovations, ensuring they remain confidential and

valuable (Kozlov et al., 2018; Esposito & Castiglione, 2017).
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Data security is crucial in digital transformation because data is a valuable resource for making

informed decisions and gaining insights into customer behaviour and market trends. Ensuring the

security of this data is crucial to justify investments in analytics and data-driven decision-making. In a

digital ecosystem, where organisations often share data with vendors, partners, and third-party service

providers, strong data security practices help build trust among these entities and justify collaboration

(Mostajeran et al., 2017; Belbergui, 2017; Lee, 2012; Al-shqeerat et al., 2017).

In summary, data security is essential in digital transformation to protect sensitive information, comply

with regulations, maintain trust, mitigate financial risks, and gain a competitive advantage. It is a crucial

aspect of a successful and sustainable digital transformation strategy, ensuring that organisations can

thrive in the digital age while protecting their stakeholders' interests.

11.1.4 User Interface Design (UI) Justification

The significance of user interface (UI) design in digital transformation is underscored by several factors.

These include improving the user experience, optimising efficiency, and achieving the goals of digital

initiatives (Clark, 2002).

Digital transformation aims to improve the user experience. A well-designed user interface (UI) places

the user at the centre of the transformation process, ensuring that digital tools and systems are

intuitive, user-friendly, and responsive to user needs. A visually appealing and intuitive UI design

creates a positive and engaging experience for users, enhances satisfaction, reduces friction in

interactions, and can lead to increased customer loyalty and retention (Clark, 2002; Al-Matari et al.,

2020).

A well-designed UI streamlines processes, reduces the learning curve for new digital tools, and

simplifies complex tasks. This efficiency not only benefits users but also leads to time and cost savings

for the organisation. A consistent and well-designed UI maintains a sense of familiarity for users across

different digital channels, applications, and devices. This consistency helps users feel more comfortable

and confident while interacting with the organisation's digital assets (Duc & Chirumamilla, 2019; Ande

et al., 2020).

A thoughtfully designed UI considers the diverse needs of users, including those with disabilities. By

ensuring accessibility and inclusivity, organisations can reach a broader audience and demonstrate a

commitment to social responsibility. Other factors, such as brand identity and trust, competitive

advantage in the digital age, and user experience, are key differentiators. A well-designed UI can
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provide a competitive advantage by attracting and retaining customers who value superior digital

interaction. A visually appealing and user-friendly UI can encourage users to engage more with digital

products or services, increasing their time on the platform and leading to higher conversion rates and

user engagement (Duc & Chirumamilla, 2019).

UI can also enhance managers' data-driven decision-making since UI design can incorporate analytics

and user behaviour data to inform iterative improvements. Furthermore, scalability and ease of

integration simplify adding or updating features as part of the digital transformation (Duc &

Chirumamilla, 2019).

In summary, UI design is a critical component of digital transformation because it directly impacts user

satisfaction, efficiency, and achieving transformation goals. A well-designed UI not only enhances the

user experience but also provides tangible business benefits, such as increased customer loyalty, cost

savings, and a competitive edge in the digital landscape.

11.1.5 FinTech Promotion Justification

DT has numerous benefits for individuals, businesses, and the economy. With FinTech, underserved or

unbanked populations gain access to financial services. By using mobile and digital technologies, people

with limited access to banking services can manage their finances, save money, and participate in the

formal economy. This reduces the costs of traditional financial services, resulting in lower fees, better

interest rates, and more affordable financial products (Ahluwalia et al., 2020).

FinTech services are usually available 24/7, providing users convenient access to their financial

accounts, transactions, and services through web and mobile applications. This accessibility is essential

in today's fast-paced world, as it promotes faster payment processing and fund transfers. Businesses

can streamline their operations, and consumers can expect quick and convenient financial transactions

(Ahluwalia et al., 2020).

FinTech companies invest in user interface and user experience design, making their platforms easy to

navigate and user-friendly. This enhances the customer experience, leading to increased adoption and

customer loyalty. This innovation fosters further innovation in the financial industry, promoting new

technologies such as blockchain and artificial intelligence that are being used to create novel financial

products and services, from cryptocurrency to robo-advisors. These innovations provide users with

more choices and better financial solutions (Nakashima, 2018).
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FinTech solutions cater to small and medium-sized enterprises (SMEs), offering tools for managing

finances, accessing capital, and streamlining payment processes. This can fuel economic growth by

empowering small businesses. FinTech companies leverage data analytics to make more informed

financial decisions, benefiting individuals and businesses by helping them manage their finances more

effectively. FinTech systems are designed to be resilient, providing financial services even in adverse

conditions, such as natural disasters or disruptions. This ensures business continuity and access to

financial assistance when needed (Zavolokina, et al., 2016; Anagnostopoulos, 2018).

In summary, promoting FinTech is justified due to its potential to enhance financial inclusion, reduce

costs, improve convenience, drive innovation, increase transparency, and foster economic growth. By

embracing FinTech, individuals and businesses can access various benefits contributing to improved

financial well-being and overall economic development.

11.2 Basis of Assumption

DT introduces several security challenges that can lead to unpredictable outcomes. It is challenging to

make specific predictions about these uncertainties (Collett, 2020; Karpunina et al., 2019).

The cybersecurity landscape constantly evolves, and new threats and vulnerabilities emerge regularly.

Even if organisations invest in security measures, they may still be vulnerable to unknown or zero-day

attacks. Therefore, it is uncertain whether all security challenges can be entirely addressed (Andriotis et

al., 2015; DeWitt et al. (2015).

Human behaviour and awareness within organisations can unintentionally or intentionally compromise

security. The efficacy of security solutions in mitigating these challenges can be uncertain because it

depends on human factors (Mlitz, 2021; Duc & Chirumamilla, 2019).

Furthermore, DT often involves complicated IT systems and interconnected networks. The interaction

of different technologies and the possibility of unforeseen interactions make it difficult to predict all

possible security challenges and their consequences. This is particularly true for enterprises that rely on

third-party vendors and service providers as part of their DT efforts. These third-party providers may

introduce new risks, and the ability to control and predict their security outcomes may be limited (Li et

al., 2020; Karpunina et al., 2019).
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In addition, external factors such as privacy and security regulations may change over time. Companies

may need to adapt their security measures to comply with new rules, which can create uncertainty in

their security posture (Eamon et al., 2013). Other factors, such as limited resources, emerging

technologies, economic change, economic conditions, cultural factors, and geopolitical considerations,

can be uncertain and challenging (O'Reilly, 2013).

In summary, addressing security challenges during digital transformation can be uncertain due to the

dynamic and ever-changing nature of the cybersecurity landscape, the complexity of digital systems,

and the impact of various external and internal factors. While organisations may implement security

measures and strategies, outcomes are not always predictable, and constant vigilance and adaptability

are essential to address new threats and challenges.

11.3 PAPER 2

11.3.1 Banks in Germany's intention to adopt IaaS are not always influenced by the

organisational factor (Justification)

The decision to adopt Infrastructure as a Service (IaaS) in an organisation is not solely influenced by

organisational factors. Technical, economic, and cultural aspects can also be important in the

decision-making process.

Technical requirements can vary significantly between organisations. Some organisations may find IaaS

the best fit based on their technical needs, while others may find alternative solutions more suitable.

For example, an organisation heavily relying on internal data centres may choose a different approach,

even if the corporate culture or structure suggests otherwise. Additionally, the cost of IaaS adoption

can be a significant factor. For some enterprises, IaaS may be cost-effective. In contrast, for others it

may not be based on budget constraints, existing infrastructure investments, and the cost of migrating

to cloud-based solutions (Ahluwalia et al., 2020).

Economic factors also often play a central role in the decision-making process. Other factors, such as

significant investment in local Infrastructure, risk tolerance, corporate culture, and regulatory and

compliance factors, sometimes outweigh other organisational factors. In addition, the size and scope of

an organisation, corporate strategies and long-term goals, and existing relationships with technology

vendors and service providers can also influence the adoption of IaaS (Nakashima, 2018).
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11.3.2 Consumer trust does not always influence organisations' intention to adopt cloud

platforms (IaaS) (Justification)

Consumer trust is a crucial factor for many organisations, but it may not always be the sole determinant

of their intention to adopt Infrastructure as a Service (IaaS) cloud platforms. There are various reasons

why consumer trust may not have a direct influence on IaaS adoption. For instance, many cloud

platforms primarily target business-to-business (B2B) markets, where cost savings, scalability, and

technical capabilities are prioritised over consumer trust (Duc & Chirumamilla, 2019).

Additionally, the decision-making process for IaaS adoption is complex and involves various

stakeholders, such as IT departments, procurement teams, and top management. These stakeholders

consider technical, financial, and operational aspects alongside consumer trust. Organisations may

prioritise their data security and compliance requirements over consumer trust and the need to ensure

that IaaS providers can meet industry-specific security standards and regulatory compliance (Ande et

al., 2020).

Furthermore, economic considerations such as cost-effectiveness and return on investment (ROI) are

significant drivers for IaaS adoption. Even if consumer trust is high, organisations may choose IaaS

based on economic and technical performance factors rather than trust alone. Technical performance,

including uptime, reliability, and network speed, is crucial in IaaS adoption. Organisations may also

prioritise these factors when evaluating cloud providers (Duc & Chirumamilla, 2019).

While consumer trust in cloud providers is essential, organisations may also assess the reputation and

track record of cloud vendors from a business perspective, focusing on reliability, support, and service

level agreements. Depending on the organisational goals, such as digital transformation initiatives,

these strategic objectives may take precedence over consumer trust (Carlson, 2015).

Adopting IaaS cloud platforms is influenced by a broad spectrum of factors, which may sometimes

outweigh or override consumer trust considerations. Decisions related to IaaS adoption are complex

and multifaceted and may vary from organisation to organisation. Although consumer trust is essential

for specific organisations, it may not always be the determining factor in IaaS adoption conditions

offered by providers (Straub et al., 1997).
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11.3.3 The willingness of banks in Germany to trust IaaS is not influenced by data security

(Justification)

It is not possible to support this hypothesis because data security is a significant factor that affects

whether banks in Germany are willing to trust Infrastructure as a Service (IaaS). The financial sectors

must comply with strict regulatory standards related to data protection and privacy, such as the

General Data Protection Regulation (GDPR). Data security is a crucial aspect of compliance, and banks

must ensure that their data is secure, whether stored on-premises or in the cloud (Carlson, 2015).

Banks rely on their customers' trust, and any data security breach can have severe consequences,

including damage to the bank's reputation and loss of customer trust. Therefore, banks must ensure

that sensitive data is protected and confidentiality is maintained when using IaaS platforms. The

financial sector is vulnerable to various cyber threats, including hacking, data breaches, and fraud. As a

result, confidentiality is of utmost importance for banks (Straub et al., 1997).

Data encryption is a critical factor that IaaS providers typically offer both in transit and at rest.

Encryption is a fundamental component of data security, and banks must protect their data against

unauthorised access. In addition to encryption, Identity and Access Management (IAM), Security Audits

and Compliance, Incident Response and Disaster Recovery, Data Residency and Sovereignty are

necessary concerns that IaaS providers must offer at all their data centres in all geographic regions

(Sharma & Trivedi, 2014).

In conclusion, data security plays a central role in determining the trust of banks in Germany towards

IaaS. While IaaS can provide many benefits, banks must ensure that their data is secure and compliant

with regulatory standards and that customer trust is maintained. Reputable IaaS providers invest

heavily in security measures, making them a reliable choice for banks looking to benefit from cloud

services while maintaining data security (Al-Khater, et al.,2020).

11.3.4 Data security does not influence banks in Germany’s intention to adopt IaaS

(Justification)

The hypothesis that banks in Germany are open to the introduction of Infrastructure as a Service (IaaS)

without considering data security is not tenable. Banks worldwide, including in Germany, place great
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emphasis on data security when introducing any technology, including IaaS. Therefore, it would be

dubious for banks to disregard data security concerns when introducing IaaS (Al-Khater et al.,2020).

The banking sector is subject to strict data protection and privacy regulations in many countries due to

various factors, such as strict regulatory and legal requirements. Banks must ensure adequate

protection for customer data, financial information, and other sensitive data to avoid legal

consequences, fines, and reputational damage (Belbergui, 2017).

Trust and customer confidence are paramount since data breaches or security lapses can erode trust,

leading to customer attrition and reputational damage. The Cyber Threat Landscape has become

sophisticated, and the banking industry is a prime target for cyberattacks, including ransomware,

phishing, and data breaches, which are on the rise. In addition, banks must ensure that they treat

customer data with the utmost confidentiality and care, as data privacy is a significant concern.

To maintain operational resilience, banks must implement data encryption, incident response and

recovery, vendor due diligence, audit, and well-established risk management practices as part of their

cybersecurity framework. The adoption of IaaS is subject to rigorous risk assessments (Babak et al.,

2015).

Ensuring data security is an essential and non-negotiable requirement for banks in Germany when it

comes to adopting IaaS. IaaS providers must meet the strict data security standards and requirements

to be considered feasible. In summary, data security is a crucial aspect that cannot be compromised.

11.3.5 Banks in Germany’ intention to adopt IaaS is not influenced by the technological

factor (Justification)

Several factors influence the adoption of Infrastructure as a Service (IaaS) in the banking industry

beyond technological considerations. Although technology is crucial to adopting IaaS, other factors are

equally important, such as the heavily regulated nature of the banking industry. Banks must adhere to

strict requirements for data security, privacy, and compliance. Therefore, any IaaS solution they adopt

must comply with these regulations. The ability of IaaS providers to meet regulatory and compliance

requirements is critical. Banks must also evaluate the security measures of IaaS providers, including

data encryption, access controls, and incident response capabilities, since they are the custodians of

sensitive customer and financial data (Babak et al., 2015).
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There are other factors to consider, such as data residency and sovereignty, where banks must ensure

that customer data is stored within a specific geographic location or under the jurisdiction of a

particular country. Operational resilience service level agreements (SLAs) also play a significant role in

IaaS adoption. Banks rely on SLAs to define the expected service quality, including uptime guarantees,

response times, and support. Additionally, SLAs include contractual commitments related to

performance, availability, and support. Other critical factors, such as IaaS provider reputation,

Economic Factors, organisation Strategic Objectives, and Competitive Landscape, must be considered

since banks have complex IT infrastructures and unique technology stacks. The ability to customise and

integrate IaaS solutions with existing systems and applications is a significant consideration (Coppolino

et al., 2016).

In summary, the decision to adopt IaaS by banks is influenced by many factors, including regulatory

compliance, data security, operational resilience, contractual commitments, economic factors, strategic

objectives, and organisational dynamics. It is essential to assess IaaS solutions holistically, given the

highly regulated and complex nature of the banking industry.

11.3.6 Technological factors do not influence the willingness of banks in Germany to adopt

IaaS (Justification)

It is improbable that banks in Germany would not be influenced by technological factors when

considering the adoption of Infrastructure as a Service (IaaS). Technological factors are a critical

consideration for any organisation, particularly in cloud adoption (Straub et al., 1997).

Banks have unique technological requirements that need to be met by IaaS solutions. One of the most

critical factors is scalability, which allows banks to adjust their IT infrastructure according to their

changing needs, workloads, and customer demands (Ahluwalia et al., 2020). The performance of IaaS

solutions, such as processing power, speed, and network capabilities, is critical to ensure that banking

operations run smoothly and efficiently. Additionally, high levels of system reliability and availability are

essential to gain customers' trust (Stewart & Jürjens, 2018). Other important factors include the ability

to store and manage large amounts of data securely and efficiently, with features such as encryption,

access controls, and threat detection (Duc & Chirumamilla, 2019; Ande et al., 2020). The compatibility

of IaaS solutions with the bank's existing IT infrastructure is also a significant consideration.
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Furthermore, IaaS solutions that can transfer large volumes of data quickly and securely offer

technological capabilities for disaster recovery and data backup for business continuity, virtualization,

orchestration, optimising resource utilisation, reducing infrastructure costs, and providing innovative

technologies such as artificial intelligence, machine learning, and advanced analytics can give banks a

competitive edge. These factors significantly impact their decision to adopt IaaS solutions (Duc &

Chirumamilla, 2019; Ande et al., 2020).

In summary, the adoption of IaaS by banks in Germany hinges on several crucial technological factors.

The technical capabilities, performance, and compatibility of IaaS solutions play a critical role in

supporting their operations, ensuring security and compliance, and driving innovation. It is not easy to

imagine that technological factors do not have a significant impact on banks' willingness to adopt IaaS.

11.3. 7 Environmental factors are not a vital determinant of consumer trust in banks’

intention to adopt IaaS (Justification)

Environmental factors may not directly determine consumer trust in banks' intention to adopt

Infrastructure as a Service (IaaS) in the context of ecological or environmental sustainability. Although

environmental factors are essential for banks and other organisations regarding corporate responsibility

and sustainability, they may not hold the same weightage in consumer trust or IaaS adoption (Straub et

al., 1997).

Various factors influence consumer trust in banks. Among them, data security, privacy, financial

stability, and the bank's ability to protect and manage their money are the most important. These

factors have a direct and immediate impact on consumer trust. Regulatory bodies and authorities

govern the banking industry, setting standards and requirements for financial services, data security,

and consumer protection. While some regulations may touch on sustainability and environmental

responsibility, they are usually not the primary focus (Duc & Chirumamilla, 2019; Ande et al., 2020).

Although banks may have sustainability and environmental responsibility efforts in place, they are not

the primary factors that drive consumer trust. Consumers are more concerned about the security and

privacy of their personal and financial information, the financial stability of banks and their ability to

protect and grow their investments. These factors are more closely tied to the core banking functions

and are thus more important than sustainability efforts. Investment decisions, marketing, brand image,

and cultural and regional variations are all complementary efforts to the core business, but they are not

the primary drivers of consumer trust (Duc & Chirumamilla, 2019; Ande et al., 2020).
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In conclusion, environmental factors, while playing a critical role in corporate responsibility and

sustainability, are not the primary factors determining consumer trust in banks' intentions to adopt IaaS

or in the banking sector as a whole. Consumer trust in banking is more directly influenced by data

security, privacy, financial stability and the overall quality of banking services at the centre of the

banking sector.

11.4 PAPER 4

Table 4. Factors affecting the security of the information system or digital transformation

DSS Constructs Definition References

Security

Misperception

SM IS/IT Strategy and Digital Strategy

Misconception

(Collett, 2020)

Karpunina et al. (2019)

(Andriotis et al. (2015)

DeWitt et al. (2015)

(Dhillon et al. (2016).

Mlitz (2021)

Duc & Chirumamilla (2019)

Li et al. (2020)

Karpunina et al. (2019)

Eamon et al. (2013)

O'Reilly (2013)

Evaluation of threat

Vulnerability and Risk

ETVR Threats, vulnerabilities, and

mitigation techniques that are linked

to the digital strategy and assist to

reduce the overall risk.

Collett (2020)

Yan et al. (2013)

Yu et al. (2006)

Cuchta (2019)

Chooi & Ahmad (2017)

Hussain (2018)

Lucila (2016)

Flowerday & Tuyikeze (2016)

Sohrabi et al. (2016)

Joshi et al. (2017)
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Karumbaiah et al. (2016)

Cybersecurity

Strategy

CSS Action plan to improve the security

and resilience of electronic products

and services. It is an overarching,

top-down strategy for cybersecurity

that sets out a series of goals and

priorities to be achieved within a

specific timeframe.

Collett (2020)

Stewart (2021)

Chooi & Ahmad (2017).

Lucila (2016)

Flowerday & Tuyikeze (2016)

Sohrabi et al. (2016)

Joshi et al. (2017)

Karumbaiah et al. (2016)

Secure System

Engineering

SSE Integration of secure software

engineering tools, methodologies,

and processes into the software life

cycle.

Mlitz (2021)

Collett (2020)

Duc & Chirumamilla (2019)

Doukidis et al. (2020)

Security Testing and

Evaluation

ST&E Analyse and assess the security

measures required to secure digital

services and goods. Reduces threats

and risks in systems and lowers the

likelihood of losses due to a

cybersecurity breach.

Bertolino et al. (2014)

Ayewah et al. (2008)

Acker et al. (2012)

Appelt et al. (2014)

Protective MonitoringPM Automatic security checks based on

logs created by systems or

applications.

Moeini et al. (2019)

Da Veiga & Martins (2015)

Luo et al. (2019)

Terglav et al. (2016)

Collett (2020)

Strategic Advanced

Threat Intelligence

SATI Strategic threat intelligence provides

a comprehensive Overview of an

organisation's threat landscape.

Padayachee (2012)

Stewart (2022)

Piplai et al. (2020)

Puyt et al. (2020)

Sahrom et al. (2018).

Tounsi & Rais (2018)

Verizon (2020)
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Incident Response

and Remediation

IRR Respond to incidents quickly and

efficiently to maximise effectiveness.

WEF (2019)

Morgeson et al. (1997)

Ahmad et al. (2012)

Helsloot & Groenendaal (2011)

Ahmad et al. (2021)
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