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Abstract

Cloud computing is an innovative technology that has revolutionized various areas
such as education, healthcare, government, and commerce. The technology provides
different solutions to organizations on demand in order to improve their performance
and to lower hardware and software procurement and maintenance cost. There is a
rich body of literature on its benefits for higher education institutions, however,
studies that investigate the factors affecting cloud computing applications adoption
by university students in developing countries especially Saudi Arabia are lacking.
To fillthis gap, this study examines the factors that affect the adoption of cloud
applications by Saudi Arabian university students. The researchadoptsTechnology
Acceptance Model 3 (TAMB3) as the basis for developing the study model. This study
employs amixed method approach, which involves collecting and analyzing
quantitative and qualitative data simultaneously. The proposed model is examined
and validated using a questionnaire survey amongst university students at King
Abdulaziz University and Taibah University in Saudi Arabia. Among 527 collected
responses, 451 are valid for data analysis. In addition, 3 focus groups consisting of
14 students areconducted to validate the quantitative findings. Statistical Package for
the Social Sciences (SPSS ver.22) and the Analysis of Moment Structures (AMOS
ver. 19) software areutilized for questionnaire analysis. The findings show that both
measurement and structural models demonstrate good fit to the data, and all
constructs meet the criteria to achieve construct reliability and validity. In addition,
the path estimates show that 9 out of the 17 proposed relationships aresignificant.
The empirical results show that perceived ease of use hasa significant positive
influence on perceived usefulness; perceived ease of use and perceived usefulness
havea direct significant impact on behavioural intention; subjective norm has a direct
positive influence on image; trust and job relevance have a significance positive
impact on perceived usefulness; perceptions of external control, perceived
enjoyment, and playfulness significantly predict perceived ease of use. On the other
hand, subjective norm hasa non-significant effect on perceived usefulness, and
behavioural intention; image has a non-significant effect on perceived usefulness;
self-efficacy and anxiety have no influence on perceived ease of use; and trust has a

non-significant influence on behavioural intention. The results further reveal that the



moderating factors in this study which are output quality and Internet experience
have a non-significant effect on the hypothesized relationships in the proposed
research model. Furthermore, these findings are supported by the findings of the
focus groups. The results of this study will help decision makers in Saudi Arabian
academic institutions to ensure successful adoption of cloud services among students.
Likewise, the findings will help cloud applications providers better understandthe
factors that influence the adoption of cloud applications by students, in order to
develop cloud computing applications that would be easily adopted and used by

students.
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Chapter 1: Introduction

1.1 Introduction

Internet is evolving rapidly, from a traditional medium of merely providing
information to users, to an indispensable requirement for the users who want to store
data, perform computing and even run software applications at any time from any
part of the world. This is possible with the advent of technologies such as “Cloud
Computing” which considered to be the fifth generation of computing after client-
server computing, mainframe computing, personal computing and the web (Alzaid &
Albazzaz, 2013; Khmelevsky & Voytenko, 2010; Rajan & Jairath, 2011). Cloud
computing can be viewed as a technology that enables users to gain computing
facilities such as data storage and software services via the Internet (AlCattan, 2014,
Benton & Negm, 2010). Hence, cloud computing technology allows students to
learn, collaborate, and share information online (Rao & Challa, 2013; Razak, 2009).
The term, “Cloud Computing” is defined according to Mell and Grance (2011, p. 2)
as a “model for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction”. They explained that it possess
five fundamental characteristics (broad network access, on demand self-service,
measured service, rapid elasticity, and resource pooling), three service models
(Infrastructure as a Service (laaS), Platform as a Service (PaaS) and Software as a
Service (SaaS)), and four types of deployment models, which are public cloud,

private cloud, community cloud, and hybrid cloud (Mell & Grance, 2011).

Contrary to traditional Information Technology (IT) where users can only use
specific software on limited available devices, cloud computing allows users to
efficiently, portably and securely use cloud applications without need of installing
the software on their devices, and to access cloud applications anytime/anywhere and
from any device. This will certainly reduce hardware and software procurement and
maintenance cost (Chandra & Borah, 2012; Sen, 2013; Shawish & Salama, 2014).

Currently, cloud computing services are progressively being offered by well-

established IT service providers such as Google, Amazon, Microsoft, Apple, Yahoo,

and Salesforce.com (Hofer & Karagiannis, 2011; Velte, Velte, & Elsenpeter, 2010;
1



Writer, 2015). Cloud computing promises to deliver all IT services on-demand
whereby enabling clients to only pay for the specific amount of resources they really
use, or in other words, follow the pay-as-you-go pricing model (Benton & Negm,
2010; Sachdeva, Rana, Kapoor, & Shahid, 2011).

Cloud computing is considered as a promising technology to organizations that will
improve their performance and overcome the excessive cost related to the IT
resources. Many organizations around the world, including thosein the education
field, have realized the advantages of cloud computing and consequently aspire to
move all their services to cloud due to its numerous characteristics such as
availability, scalability, agility, elasticity, and reliability for on demand services in
order to make teaching, learning, and research easier. The fast growing interest and
application of cloud computing specifically in education present an opportunity for
both students and teachers to enhance their productivity (Badie, Hussin, & Dahlan,
2014; Gital & Zambuk, 2011; Tejal & Mathur, 2014). This is supported by various
studies that present benefits associated with cloud services (N. Gupta & Thakur,
2014; Truong, Pham, Thoai, & Dustdar, 2012). The benefits include low barriers to
entry, low costs, increased mobility and scalability, improving security, strong
compliance, collaboration among users of cloud-based services, anywhere/anytime
access to software, and cloud enabled processing power and storage on demand (S.
C. Park & Ryoo, 2013; A. Verma & Kaushal, 2011). On the other hand, it was
projected that the cloud computing market will accelerate from $40 billion (bn) in
2011 to $240 bn by 2020 (Mokhtar, Ali, Al-Sharafi, & Aborujilah, 2013). In United
States of America (USA), the percentage of financial spending on cloud computing
by higher education institutions is reported to increase from 15% in 2013 to 24% by
2016 (CDW, 2011).

Recently, organizations in the Middle East have started using cloud computing
services as a means to achieve a high level of operational efficiency while providing
cost effective outcomes. Saudi Arabia is among the first Arab countries that focus on
using cloud computing due to its benefits and their extensive use of Information and
Communication Technology (ICT) in various organizations (Alsanea & Wainwright,
2014; Ministry of Communications and Information Technology, 2014). The
Government of Saudi Arabia jointly with United Arab Emirates are set to lead the

adoption of cloud services in Middle East with an initial total expenditure of $280-



$324 million (Ministry of Communications and Information Technology, 2015). It
was revealed that, in Saudi Arabia cloud services usage by organizations will rise
with an increase in spending by 35% in 2016 as a result of benefits such as
“operational efficiency” and “cost savings” (Ministry of Communications and
Information Technology, 2014). However, many of these organizations are still at the
beginning stage of using cloud computing particularly in education context (A. N.
Tashkandi & 1. M. Al-Jabri, 2015).

While the implementation of the cloud computing services in the education settings
remains at the initial stage of development, existing research recognizes several
advantages that can be gained by using cloud computing services in the education
institutions. Gonzalez-Martinez, Bote-Lorenzo, Gomez-Sanchez, and Cano-Parra
(2015) further documented the benefits of cloud computing for educational
institutions in terms of the flexible creation of learning environments; the availability
of online applications to support education; computing-intensive support for
learning, teaching, as well as evaluation; support for mobile learning; the scalability
of learning systems and applications; and cost savings. Similarly, X. Tan and Kim
(2011) demonstrated how cloud computing services such as Google Docs was used
by a group of students pursuing Master of Business Administration (MBA) at a
University in North Eastern of USAto carry out their projects. They reported that
theywerehelpful to the students, who expressed they would be willing to adopt and

use these technologies in the future.

In spite of all the realized and anticipated advantages of cloud computing, it is only
recently that educational institutions started adopting the technology (lsaila, 2014).
In addition, the adoption is usually partial and considered low when compared with
other organizations (Okai, Uddin, Arshad, Alsagour, & Shah, 2014). According to a
survey of post-secondary institutions in USA, the institutions that implemented cloud
computing do not go beyond 28% and additional 29% of the institutions only
arranged for adopting the technology (CDW, 2011). Also, cloud computing usage in
educational institutions accounted for only 4% of the total usage while other
organizations accounted for the remaining 96% (Mokhtar et al., 2013). In order to
deliver the maximum benefit of cloud computing services when implemented in
educational settings, more research should be conducted to assess the factors that
influence technology adoption by students.



Therefore, adopting cloud computing services represents an opportunity for higher
education institutions in Saudi Arabia to transform their learning and teaching
activities by using cloud computing services that provide a more competitive and
robust environment (AlCattan, 2014; A. N. Tashkandi & I. M. Al-Jabri, 2015). Yet,
studies in this area are inadequately presented in existing literature of cloud
computing. Almost all current studies on the adoption and use of cloud computing in
education have mainly focused on cloud computing security, pricing mechanisms, as
well as implementation frameworks and not much has been done to address the
adoption and use of the cloud computing by students (Alotaibi, 2014; A. N.
Tashkandi & 1. M. Al-Jabri, 2015). This argument is supported by Ibrahim, Salleh,
and Misra (2015) who conducted a systematic literature review on the empirical
studies of cloud computing in education and found that several universities were
interested in using cloud computing in their education systems, but empirical studies
focusing on identifying factors that affect the adoption of cloud computing by higher

education institutions were lacking.

In addition, the current studies in higher education context mostly did not focus on
examining the factors that affect students’ adoption of cloud computing services but
rather consider academic staff, IT personnel and other decision makers within the
institution (H. S. Hashim, Hassan, & Hashim, 2015; Irshad & Johar, 2015; Sabi,
Uzoka, Langmia, & Njeh, 2016; A. Tashkandi & I. M. Al-Jabri, 2015). Considering
the limitations in the previous studies in examining the factors that affect cloud
computing applications adoption by students, the aim of this research is to determine
and investigate the factors that affect cloud computing applications adoption in the
higher education institutions by students. It is expected that the perception and
willingness of the students will determine the successful implementation and use of
the technology (Behrend, Wiebe, London, & Johnson, 2011).

The adoption level of cloud computing in universities of developed countries is very
high, and there are studies conducted in developed countries such as Australia and
USA (Behrend et al., 2011; Ramachandran, Sivaprakasam, Thangamani, & Anand,
2014; Ratten, 2015a, 2015b), but in contrast the adoption level of cloud computing in
universities of developing countries is very low and there is lack of studies conducted
in developing countries such as Saudi Arabia (Sabi et al., 2016). Therefore, this study

conducted in Saudi Arabia to fill this gap found in the literature. This research



extends Technology Acceptance Model 3 (TAMB3) to determine factors affecting the
adoption of cloud computing applications by students in Saudi Arabian universities.
This model will help university decision makers and cloud application providers
better understand the factors that affect students’ adoption of cloud computing
applications in higher education institutions.

1.2 Problem Statement

The significance of cloud computing to organizations has been widely reported in
today’s competitive market place (Grossman, 2009). The realization of benefits that
can be derived from implementing cloud services by organizations lead to their
eagerness to adopt the technology. Higher education institutions are among the
sectors that are in need of innovative technologies in order to advance the quality of
teaching, learning, and research (Al-Zoube, Abou EI-Seoud, & Wyne, 2010; Hazari
& Schnorr, 1999; Laisheng & Zhengxia, 2011; Thomas, 2011). In this respect,
educational institutions always look for novel technologies that will ease the teaching
and learning process thereby enhancing student performance. Cloud computing is
one of the latest trends in computing which is reported to have great impact on the
quality of teaching and learning in educational settings (A. S. Hashim & Othman,
2014; Okai et al., 2014). The technology provides the students with flexibility,
accessibility, and portability of educational materials anytime and anywhere (Guoli
& Wanjun, 2010; Kalagiakos & Karampelas, 2011). Additionally, the technology
offers the students an opportunity to use various Internet-based applications in an
efficient, portable, and secured manner (Alshwaier, Youssef, & Emam, 2012;
Kalagiakos & Karampelas, 2011).

However, the lack of cloud computing adoption in the Saudi higher education
institutions has been emphasized by researchers (A. N. Tashkandi & 1. M. Al-Jabri,
2015). Despite the fact that the academic institutions in Saudi Arabia appear to be
well aware of the need for cloud computing services, students’ readiness to adopt and
use those cloud computing services remains a challenging task. It is acknowledged
that most of the new technologies when introduced suffered from lack of adoption
initially from the prospective users (Butler & Sellbom, 2002). Therefore, the success

of such initiatives is dependent not only on the support of universities and cloud



service providers, but also on students’ willingness to adopt and use those cloud
computing services (Ashtari & Eydgahi, 2015). Otherwise, a technology becomes
worthless when it is developed and implemented, and users do not use it.
Furthermore, to the best knowledge of the researcher, there is lack of studies that
identify and investigate the determinants of cloud computing applications adoption
by students of Saudi Arabian universities. Hence, an empirical study that focuses on
identifying the factors influencing cloud computing applications adoption by students
is required to help university decision makers and cloud service providers to
comprehend the factors that influence students adoption of cloud applications, so that

the level of cloud applications adoption can be increased.

Thus, this research aims to fill in the gap found in the literature by conducting an
empirical assessment of factors that determine cloud computing applications
adoption by university students in Saudi Arabia through a quantitative approach. In
addition to that, the researcher employs a qualitative approach using focus group and
open-ended question techniques to validate the quantitative results on one hand, and
to discover factors that are not considered in the proposed model on other hand. This
study extends TAM3 model to determine and explain the impacts of factors that
influence the adoption of cloud computing applications by university students. The
TAM3 model is selected as the base theoretical model for this research due to its
comprehensiveness in comparison to other technology acceptance models. Basically,
this study is among the few ones that extend TAM3 to develop a model for
investigating cloud computing applications adoption by students in academic
settings. This study will certainly add to the body of knowledge on cloud computing
applications adoption by university students in developing countries especially in
Saudi Arabia. To the best knowledge of the researcher, the present study is
considered the first research that investigates the factors affecting cloud computing
applications adoption by university students in Saudi Arabia, and the first research
that extends TAM3 to explore the factors that determine the adoption of cloud
computing applications by university students in developing countries. The outcome
of this study will provide recommendations that will assist decision makers in Saudi
universities, as well as cloud service providers to promote the adoption and use of

cloud computing applications among university students.



1.3 Objectives of the Study

This research aims to discover and examine the factors that influence cloud
computing applications adoption by university students in Saudi Arabia specifically

with the following research objectives:

1. To review literature in order to identify the factors that influence university
students’ intention to adopt cloud computing applications.

2. To develop a cloud computing applications adoption model by extending
TAMS3, which will be used to study the factors affecting the adoption of cloud
computing applications by Saudi university students.

3. To validate the proposed research model by empirically testing it on Saudi
Arabia university students using a survey guestionnaire.

4. To assess the impact of trust on the adoption of cloud computing
applicationsby Saudi Arabian university students.

5. To assess the influence of moderating factors (Internet experience and output
quality) on the hypothesized relationships in the proposed model.

6. To conduct focus groups with Saudi Arabian university students to validate
the quantitative findings.

7. To identify and discover factors that are not covered in the proposed research
model using an open-ended question method in both the questionnaire and
focus groups from Saudi university students’ perspective.

8. To provide essential recommendations for decision makers in universities and
cloud applications providers to make the adoption of cloud applications more

successful by students in Saudi Arabian universities.

1.4 Research Questions
The researcher attempts to answer the following research questions:

RQ1: What is the influence of the TAM3 based factors on the adoption of cloud

computing applications by Saudi Arabian university students?

RQ2: What is the influence of trust on the adoption of cloud computing applications

by Saudi Arabian university students?



RQ3: What is the influence of the moderating factors (Internet experience and output

quality) on the hypothesized relationships in the proposed model?

RQ4: What new factors that are not covered in the proposed research model can be

identified using open-ended questions?

1.5 Overview of Methodology

Numerous methodologies have been used in different studies in the Information
Systems (IS) field and each illuminates different aspects of the whole situation under
study. Therefore, an appropriate methodology needs to be chosen to provide a
systematic procedure and to guide the researcher to fully achieve the research
objectives (Creswell, 2009). In this research, a mixed-method approach has been
adopted and applied in two continuous phases to investigate factors that influence
cloud computing applications adoption by university students in Saudi Arabia. In the
first phase, guantitative research is conducted to test the proposed model through
using a survey questionnaire. In the second phase, qualitative research is conducted
to validate the findings from the quantitative phase using focus groups technique. In
addition, an open-ended question technique is employed in the questionnaire survey
and focus groups to identify additional factors that are not covered in the proposed
model. Hence, the study brings together both exploratory and empirical methods in

order to achieve the study objectives.

The idea of combining quantitative and qualitative approaches in IS research is a
promising method for combining their strengths and overcoming their single
weaknesses (Creswell, 2009; Creswell & Clark, 2007; Johnson & Christensen,
2008). According to Venkatesh, Brown, and Bala (2013), the mixed methods
approach provides three strengths for IS research. First, it provides the opportunity to
address exploratory and confirmatory research questions concurrently. Second, it
gives more powerful inferences than a single method research approach. Last, it

helps attain a greater variety of different and/or complementary views.

1.6 Significance of the Study

This research is a pioneer study in the field of cloud computing applications adoption
by university students in Saudi Arabia. It is also one of the few studies that attempt to
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present an understanding of factors that influence cloud computing applications
adoption by students in the higher education settings in the developing countries. The
direct beneficiaries of this research results will be the decision-makers in Saudi
Arabia universities and those who are faced with the challenges related to making
decisions on innovations adoption in general and cloud computing applications in
particular. They could use findings from this study to design an effective strategic

plan to encourage a successful and faster adoption of cloud services by students.

In addition, the findings of this study will significantly contribute to the development
of cloud computing services. The identified factors when taking into consideration
during development and implementation of cloud computing services by the cloud
applications providers, will significantly influence the attitude and adoption rate of
the technology by students. This will help promote the adoption of cloud computing
applications in Saudi Arabian higher education institutions by students. In fact,
researchers stress the importance of understanding the factors that affect the adoption
of cloud computing applications by university students. Although there are many
studies that investigated the factors affecting the adoption of cloud computing
applications by students in developed countries, there is lack of studies that were
conducted in the developing countries particularly in Saudi Arabia during the time of
the present research. Therefore, the findings of this research can help fill this gap
found in the literature, and act as a valuable resource for researchers who wish to use
the findings of the study as a foundation for ongoing research. In addition, this study
will increase the awareness of policy makers in Saudi Arabia universities by
highlighting the significance of cloud computing and its benefits to students. The
result of this study will also guide cloud services providers, and decision makers in
the Saudi universities on how to tackle the factors that hinder students’ adoption of
cloud computing applications on one hand, and to increase its adoption by students,
as well as facilitate the successful implementation of cloud computing applications in

academic institutions on other hand.

1.7 Scope of the Study

The focal point of this research is investigating and examining the factors that can
affect the adoption of cloud computing applications by higher education students in

Saudi Arabia. The factors will first be identified and subsequently their effects and
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relationships will be investigated. The study extends TAM3 model to understand the
important factors that influence students’ intention to adopt cloud computing

applications.

The validity and feasibility of the adapted TAM3 model will be evaluated in order to
understand how well the proposed research model can predict the factors influencing
university students in Saudi Arabia to adopt cloud computing applications. The
factors that affect students’ adoption of cloud applications will be assessed by
collecting quantitative data using a questionnaire, and then the quantitative results
will be validated using qualitative data collected through focus groups. Furthermore,
an open-ended question technique will be employed in the questionnaire survey and
focus groups to explore factors that are not covered in the proposed model.

1.8 Thesis Organization

This thesis is categorized into nine chapters described as follows. Chapter 1
introduces the study by presenting the problem statement and research objectives.
Chapter 2 presents a comprehensive review of cloud computing. Chapter 3 discusses
technology adoption theories and models. Chapter 4 presents the research model of
this research. Chapter 5 discusses the research methodology applied in this study.
Chapter 6 presents the quantitative data analysis and results. Chapter 7 presents the
qualitative data analysis and results. Chapter 8 discusses the research findings.

Chapter 9 presents the conclusions and contributions of the study.

10



Chapter 2: Overview of Cloud Computing

2.1 Introduction

This chapter presents a comprehensive review of cloud computing technology. It
comprises history of cloud computingas well ascloud computing definition. The
chapter also discusses the components of cloud computing, characteristics of cloud
computing, the popular service models of cloud computing including Infrastructure
as a Service (laaS), Platform as a Service (PaaS), and Software as a Service (SaaS),
and the four deployment models including private cloud, community cloud, public
cloud, as well as hybrid cloud. The chapter also highlights the benefits and
challenges related to cloud computing adoption.In addition, the chapter presents the
state of cloud computing in Saudi Arabia and discusses cloud computing in
education environment. Finally, the chapter presents previous studies on cloud

computing adoption.

2.2 History of Cloud Computing

Fundamentally, the notion of cloud computing has been in existence since 1950s,
during mainframe computing age (Bhatiasevi & Naglis, 2015). In mainframe
computing, multiple users access a central computer using terminals (Neto, 2014). At
that time, the cost of purchasing and maintaining mainframe computers was very
high, making it impractical for each user to own one. The storage and processing
capacity of the mainframes was also too large for a typical user. As a result, the idea
of shared access to the mainframe computers evolved (Almishal & Youssef, 2014;
Neto, 2014). In 1960s, a computer scientist John McCarthy who is recognized as the
founder of time-sharing concept proposed that, computing power and applications
might in the future be delivered as a public utility like electricity and water. This idea
plays a significant role in the formation of today’s cloud computing (Foster, Zhao,
Raicu, & Lu, 2008; Mohamed, 2009).

Another idea that contributed to the development of cloud computing is
“Intergalactic Computer Network™ proposed by Joseph Carl Robnett Licklider in
early 1960’s (Hauben & Hauben, 1998; Roberts, 1986). Intergalactic Computer
Network is a networking concept whereby people will be globally interconnected in

11



order to access programs and data from anywhere. This idea later transformed into
ARPANET in the late 1960s, and finally in the 1970s it changed into today’s Internet
(Hauben & Hauben, 1998; Judy, 1995; Mohamed, 2009; Roberts, 1986). Similarly,
in 1970s the concept of virtual machines was developed in which a virtualization
software was used to run serveraloperating systems on a computer. The virtualization
is an advancement of time-sharing in mainframe era, because it allows “multiple
distinct computing environments to reside on one physical environment” (Neto,
2014). It was in the late 1970s that people started using the term “client-server”
(Writer, 2015). Client-server represents a model where clients access applications
and data from a computer called a server over a network. In client-server model, the
client initiates the connection while the server replies by providing the requested data
or access to the requested application (Dye, McDonald, & Rufi, 2008). Personal
computers were also introduced in this era (Mowery & Simcoe, 2002). Furthermore,
telecommunication companies were generally known to provide data connection
service as a single dedicated point-to-point data connections, but in the 1990s they
began to offer the service as Virtual Private Network (VPN) with similar quality of
service cheaply (Neto, 2014). The design of VPN was to enable multiple users to

share the same physical infrastructure (Alshaer, 2015; Neto, 2014).

The year 1999 marked the beginning of cloud services provisioningby companies
such as Salesforce.com, Google, and Netflix. Salesforce.com was the first company
that provided enterprise applications from its website (Marston, Li, Bandyopadhyay,
Zhang, & Ghalsasi, 2011; Writer, 2015). Google launched a fledgling search
services, while Netflix started its service of mailing Digital Video Disks(Writer,
2015). Later, Amazon developed Amazon Web Services (AWS) in 2002 and
officially launched its commercial web service called Elastic Compute (EC2) in 2006
(Pallis, 2010; Writer, 2015). AWS provide customers with the ability to store their
data and information, and also human intelligence services that enables users to
perform tasks using Amazon Mechanical Turk (Mohamed, 2009; Writer, 2015). EC2
allows individual customers and companies to run their computer applications on
rented computers (Mohamed, 2009). Subsequently, Amazon launched Amazon
Simple Storage Service (S3) (Mohamed, 2009). S3 is one of the popular and pioneer
online storage services that can be accessed through web services interfaces such as
Simple Object Access Protocol (SOAP) and Representational State Transfer (REST)
(Buyya, Yeo, Venugopal, Broberg, & Brandic, 2009). According to Mohamed
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(2009), EC2/S3 is the first broadly accessible cloud infrastructure service. S3 is
believed to provide high computing capacity faster and cheaper than a local server

deployed in a company (Sommer, 2014).

The evolution of cloud computing can be viewed from the history of computing
perspective, which is divided into 6 stages (Girdhar, 2010; Prasad, Naik, & Bapuiji,
2013; Voas & Zhang, 2009). The revolution that started from mainframe computing

until cloud computing is presented in Figure 2.1.
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Figure 2-1 Six stages of computing paradigms (Prasad et al., 2013)

During phase 1, multiple users were allowed to access a powerful mainframe using
“dummy” terminals thatwere slightly more than keyboards and monitors (Voas &
Zhang, 2009). During phase 2, Personal Computers (PCs) became powerful enough
to satisfy majority of a user’s need (Furht, 2010; R. P. Verma, Dutta, Chaulya, Singh,
& Prasad, 2013). In phase 3, computers (PCs, servers, and laptops) were locally
networked for improved performance by sharing resources (Girdhar, 2010; R. P.
Verma et al., 2013; Voas & Zhang, 2009). Resources sharing were further improved
in phase 4 by connecting multiple local networks to form a global network (Internet).
This enabled running of various applications and accessing resources remotely
(Furht, 2010). The concept of grid computing was introduced during phase 5 which
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utilized the idea of distributed computing to share computing power and storage
(Girdhar, 2010; A. Singh & Hemalatha, 2012). Grid computing led to the emergence
of cloud computing in phase 6, where computing resources are provided on demand
to the users as a service over Internet (A. Singh & Hemalatha, 2012; R. P. Verma et
al., 2013; Voas & Zhang, 2009).

2.3 Definition of Cloud Computing

Cloud computing is gaining more attention from individuals and researchers. This
perhaps is one of the reasons why it is defined in many ways (L. Wang et al., 2008).
Vaquero, Rodero-Merino, Caceres, and Lindner (2009, p. 51) reviewed more than 20
cloud definitions from various researchers and came up with a proposed definition as
“a large pool of easily usable and accessible virtualized resources (such as hardware,
development platforms and/or services). These resources can be dynamically
reconfigured to adjust to a variable load (scale), allowing also for an optimum
resource utilization. This pool of resources is typically exploited by a pay-per-use
model in which guarantees are offered by the Infrastructure Provider by means of
customized Service-Level Agreements (SLASs)”. Cloud computing is also defined as
“a type of parallel and distributed system consisting of a collection of inter-
connected and virtualized computers that are dynamically provisioned and presented
as one or more unified computing resource(s) based on service-level agreements
established through negotiation between the service provider and consumers” (Buyya
etal., 2009, p. 601).

Furthermore, National Institute of Standards and Technology (NIST) described cloud
computing in a comprehensive, formal and standard way. It is defined as “a model
for enabling ubiquitous, convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction” (Mell & Grance, 2011, p. 2). Thus, cloud
computing can be defined as a model that provide computing resources as a service.
The resources include applications, storage, networks, and other services (Mell &
Grance, 2011; Zhu, 2010). As shown in Figure 2.2, the cloud computing model
described by Mell and Grance (2011) comprises five fundamental characteristics,
three service models, as well as four deployment models.
14
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Figure 2-2 Pictorial representation of cloud computing model (Markey, 2013)

Moreover, there is misconception about the distinction between cloud computing and
terms like cluster computing and grid computing. Cluster computing refers to “a type
of parallel and distributed system, which consists of a collection of inter-connected
stand-alone computers working together as a single integrated computing resource”
(Buyya et al., 2009, p. 601). It is pertinent to note that cluster computing is generally
a centralized setup with a focus on utilizing parallel processing power and load
balancing in order to improve fault tolerance, performance, and availability of
service (M. Baker, 2000; Buyya et al., 2009; Kaur & Rai, 2014).

Similarly, grid computing technology is a model that shares the resources of multiple
computers in order to perform a task (S. M. Hashemi & Bardsiri, 2012). Buyya et al.
(2009, p. 601) defined grid computing as “a type of parallel and distributed system
that enables the sharing, selection, and aggregation of geographically distributed
‘autonomous’ resources dynamically at runtime depending on their availability,
capability, performance, cost, and users’ quality-of-service requirements”. Table 2.1
comparescluster, grid and cloud systems based on their distinguishing features
(Buyya et al., 2009).
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Table 2-1Comparison of cluster, grid, and cloud systems based on their characteristics

- Systems
Characteristics :
Clusters Grids Clouds
. . Commodity computers and
. Commodit High-end computers | "
Population computersy (segrvers clusteprs) high-end servers and
’ network attached storage
Size/scalability 100s 1000s 100s to 1000s
. One of the standard Any standard OS .
Node Operating 0Ss (Linux (do>r/ninated by A hypervisor (VM) on
System (OS) Windows) ’ Unix) which multiple OSs run
Ownership Single Multiple Single

Interconnection

Dedicated, high-end

with low latency and

Mostly Internet with

high latency and

Dedicated, high-end with
low latency and high

network/speed high bandwidith low bandwidith bandwidth
L Each user/application is
Traditional Pu_bllc/prlvate key provided with a virtual
: pair based - .
login/password- L machine. High
. . - authentication and : : :
Security/privacy based. Medium level - security/privacy is
- mapping a user to
of privacy — depends S guaranteed. Support for
. an account. Limited - ;
on user privileges. - setting per-file access
support for privacy. control list (ACL).
Centralised
Discovery Membership services indexing and Membership services

decentralised info
services

Service negotiation Limited Yes, SLA based Yes, SLA based
Decentralised and
User management Centralised also virtual Centralised or can be
g organization delegated to third party
(VO)-based
Resource management | Centralized Distributed Centralized/Distributed
. . . . Both
Allocation/scheduling | Centralised Decentralised centralised/decentralised
Standards/inter- V|rtu_al Interface Some Open Grid Web Services (SOAP and
operability Architecture Forum standards REST)
(VIA)-based
Single system image Yes No Yes, but optional
Capacity Stable and Varies, but high Provisioned on demand
guaranteed

Failure management
(Self-healing)

Limited (often failed
tasks/applications are

restarted).

Limited (often
failed
tasks/applications
are restarted).

Strong support for failover
and content replication.
VMs can be easily migrated
from one node to other.

Pricing of services

Limited, not open
market

Dominated by
public good or
privately assigned

Utility pricing, discounted
for larger customers

Internet working

Multi-clustering
within an
Organization

Limited adoption,
but being explored
through research
efforts such as
Gridbus InterGrid

High potential, third party
solution providers can
loosely tie together services
of different Clouds

Application drivers

Science, business,
enterprise
computing, data
centers

Collaborative
scientific and high
throughput
computing
applications

Dynamically provisioned
legacy and web applications,
Content delivery

16




Systems

Characteristics
Clusters

Grids

Clouds

Potential for building
3" party or value-
added solutions

Limited due to rigid
architecture

Limited due to
strong orientation
for scientific
computing

High potential — can create
new services by
dynamically provisioning of
compute, storage, and
application services and
offer as their own isolated or
composite Cloud services to
users

Source: Buyya et al. (2009, p. 603)

2.4 Components of Cloud Computing

Cloud computing technology consists of various components that play significant

roles in delivering functional cloud computing services. These components are:

clients, datacenters, and distributed servers as shown in Figure 2.3.

&

Q Internet

S

Client computers

W=

Distributed servers

(AN

Datacenter

Figure 2-3 Components of cloud computing (Velte et al., 2010)

Clients are computers and mobile devices that are used by end users to access cloud

computing services. Clients are further categorized into three, namely mobile, thin,
and thick clients (Hung, Bui, Morales, Van Nguyen, & Huh, 2014; Velte et al.,
2010). Mobile clients are mobile devices such as Personal Digital Assistants (PDAS)

and smart phones. Thin clients represent computers that are used to display
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information only as they do not have hard drives and as such are not processing any
information. Thin clients are being used nowadays because of their benefits which
include low hardware and IT cost, increased security, and less noise and power
consumption. Thick clients are ordinary computers like PC that use interfaces such as
browser to connect to cloud services (Velte et al., 2010).

Datacenter is generally a facility or a room with group of servers that host the cloud
service applications. The servers are either physical or virtual depending on the
setup. Multiple virtual servers can be created on a single physical server using
virtualization software (Tsai, Sun, & Balasooriya, 2010; Velte et al., 2010; Zhang,
Cheng, & Boutaba, 2010).

Distributed servers are multiple servers dispersed over a wide geographic location
(Velte et al., 2010; Vidyarthi, Sarker, Tripathi, & Yang, 2009). Although the servers
are not in the same location but they appear to the consumers as if they are together.
The function of these servers is to increase the reliability, efficiency, flexibility and

scalability of the cloud services (Velte et al., 2010).

2.5 Characteristics of Cloud Computing

Understanding fundamental characteristics of the cloud computing technology is
imperative because of its growing need by various organizations. Practically, there
are five fundamental characteristics of cloud computing as suggested and defined by
NIST which are: on-demand self-service, rapid elasticity, resource pooling, broad
network access, as well as measured service (Mell & Grance, 2011). These

characteristics are discussed in more details as follows.

On-demand self-service: computing resources such as applications and storage can
be easily requested and acquired by a consumer alone without human interaction
with the service provider. A consumer usually requests for a service when needed
and as such the billing is on pay-for-what-you-use basis (Mell & Grance, 2011; A.
Verma & Kaushal, 2011).

Broad network access: resources can be accessed at anytime from anywhere
through Internet. A consumer can use any network enabled device like tablet, mobile

phone, laptop, or PC to access the service (Mell & Grance, 2011; Pramod, Muppalla,
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& Srinivasa, 2013; Sajid & Raza, 2013). This capability enables consumers to use

the resources and services anywhere they go and at any time.

Resource pooling: the resources provided by cloud service providers are pooled so
that it can be used by multiple consumers at the same time from anywhere using a
multi-tenant model (A. Verma & Kaushal, 2011). Generally, consumers do not know
the exact physical location of the resources and they have no control over the
location, although they may know the address of the provider (Mell & Grance, 2011,
Sajid & Raza, 2013).

Rapid elasticity: the cloud services are flexible and scalable. That is to say, the
capacity of the delivered resources can be easily and quickly (mostly automatically)
scaled up or down. In addition, aconsumer can simply add or remove resources in
order to meet his/her need (Mell & Grance, 2011; Pramod et al., 2013; Sajid & Raza,
2013; A. Verma & Kaushal, 2011).

Measured service: the resources are monitored, controlled, and reported for proper
optimization using metering, load balancing, and automated resource allocation
(Mell & Grance, 2011; A. Verma & Kaushal, 2011). This capability ensures
transparency and allows the consumers to pay for only the resources required. In this
situation, the resources will not be wasted as in the case when the resources are

provided and managed by a in-house server.

2.6 Service Models of Cloud Computing

Cloud computing has different service models that describe the type of services and
capabilities that can be delivered by cloud service providers. The three popular
models of cloud service are: Software as a Service (SaaS), Platform as a Service
(PaaS), as well as Infrastructure as a Service (laaS) (Dillon, Wu, & Chang, 2010; S.
Hashemi, 2013; Mell & Grance, 2011; Sajid & Raza, 2013; A. Verma & Kaushal,
2011). Table 2.2 comparesthe models of SaaS, PaaS, and laaS.
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Table 2-2 Cloud service models

L . Flexibility/ Difficulty Scale and
Classification Service Type Generality Level Example
Basic computing,
laaS storage, network High Difficult Iézérge, Amazon
resources
Paas Appllcatlon hosting Middle Middle Middle, Qoogle
environment App Engine
— . Small,
SaaS Appl_l(_:atlon V\."th Low Easy Salesforce
specific function CRM

Source: Tian and Zhao (2015, p. 11)

Infrastructure as a Service (1aaS): in this model computing resources or hardware
such as networks, servers for processing and storage are provided to the consumers
to deploy and run software such asapplications and operating systems (A. Verma &
Kaushal, 2011; Wiedemann & Strebel, 2011). This type of service is similar to
having a server in form of virtual machine in a cloud (Mili¢, Simi¢, & Milutinovi¢,
2014; Pramod et al., 2013). The consumers have no control over the cloud
infrastructure but they can manage the deployed applications and other delivered
resources (Mell & Grance, 2011). The function of laaS is similar to data centers
where the providers manage and control the data centers and consumers deploy and
manage their applications (R. P. Verma et al., 2013). This capability allows
individuals as well as organizations to hire these resources instead of spending
money to buy and manage servers that deliver the resources (Sukumaran, 2011). laaS
is usually compared with hosting, but in laaS users do not enter into long term deal
with the providers and the resources are provisioned on demand (Bhardwaj, Jain, &
Jain, 2010). Popular examples of 1aaS are Amazon’s S3 storage service, Rackspace
Cloud Servers, OpenNebula, Joyent and Terremark (Dillon et al., 2010; Marston et
al., 2011; A. Verma & Kaushal, 2011).

Platform as a Service (PaaS): is a model whereby Application Program
Interfaces(APIs) or development environments are provided where consumers can
build and deploy their applications on the cloud (Pramod et al., 2013; X. Tan & Kim,
2011; A. Verma & Kaushal, 2011). The consumers can manage their implemented
applications and can change some of the hosting settings, but they have no control
over the cloud infrastructure (Mell & Grance, 2011). Examples of PaaS include
Google App Engine, Microsoft’s Azure Services Platform, Amazon’s Relational
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Database Services, Amazon Web Services (AWS), Salesforce’s Force.com,
Rackspace Cloud Sites, and International Business Machines (IBM) Cloudburst
(Dillon et al., 2010; P. Gupta, Seetharaman, & Raj, 2013). Different providers may
use different programming languages to build the environment where consumers can
deploy their applications (Androcec, 2013). For instance, Google AppEngine used
Java and Python, and Windows Azure used .Net (Vecchiola, Chu, & Buyya, 2009).
This is perhaps one of the challenges that consumers may face when switching from

one provider to another (Androcec, 2013; Islam, Morshed, & Goswami, 2013).

Software as a Service (SaaS): this is the most commonly known cloud service
model that allows consumers to use providers’ software applications over the Internet
(Pramod et al., 2013; R. P. Verma et al., 2013). SaaS applications can be accessed
anytime from anywhere using thin client interfaces like a web browser or a
programming interface (Mutiara, Refianti, & Witono, 2014). SaaS enables
consumers to use various software when they require them without the need to buy
and maintain such software or procure and maintain server (Ambrose & Chiravuri,
2010). Consumers in this case have no control over the cloud infrastructure and the
application, but they may be allowed to configure and change basic user-specific
settings (Mell & Grance, 2011). SaaS is similar to renting software for limited time
rather than buying it, because the software will be provided on demand and the
consumers will only pay for what they use (Ojala, 2013). Examples of this service
are Google Docs, Salesforce CRM, and Trend Micro (V. Chang, Wills, & De Roure,
2010).

Furthermore, there are other service models that are considered as special kinds of
the presented three well known models (Sabahi, 2011a). They are: Data storage as a
Service (DaaS) for delivery of storage, Hardware as a Service (HaaS) for delivery of
hardware, Identity and Policy Management as a Service (IPMaaS) for managing the
identity and control policy of the consumer, Network as a Service (NaaS) for
delivery of virtualized network, Business Process as a Service (BPaaS) for delivery
of business process outsourcing, Database as a Service (DBaaS) for database
outsourcing, Sensing as a Service (S%aaS) for delivery of sensing applications,
Middleware as a Service (MWaaS) for outsourcing middleware solutions like
application server, databases, and messaging. It can be noticed that, HaaS, DaaS, and
NaaS are special type of l1aaS (Dillon et al., 2010; IBM Global Technology Services,
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2012; Lehner & Sattler, 2010; Moscato, Aversa, Di Martino, Fortis, & Munteanu,
2011; Sheng, Tang, Xiao, & Xue, 2013; R. P. Verma et al., 2013).

The cloud service models are provided by cloud service providers, which are vendors
who lease cloud services to customers on demand (Almishal & Youssef, 2014).

Table 2.3 compares different cloud service providers.
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Table 2-3 Comparison among different cloud providers

Cloud Service Providers

Criteria -
Amazon Google Microsoft HP AT&T Salesforce Rackspace
laas,Paas, Storge, laas, paas, mobile, laas, Paas, Storage, laas,Paas, Storage,

gﬁf Crl(;)\?ige d ::?Ztsébiis’ Storge, mobile, database, Big |Media, Database, Big |Database, :\?:ts\;vz?lils, Storage, Ssgisﬁga: Sﬁ%;i?gﬁ Database, big Data,

P Data Data DNS PP Network

. Including big data . . Including storage and |Proving a private . Provide about 11
Key features ?enggsus cloud and mobile mgg::je":jge\r/g?g'?n?g cloud load balancer, |network for E:(;;:Itj/lsg]g ?igast?(l;s and different CC products,
development platform P " |Openstack software |enterprise PP Openstack software.

Qr‘i’fgage Monthly gee 4228 65.7% 87,608 121$ 195% 116$
Payment Plan Pay per use, monthly |Pay per use F@gnpt)ﬁlryuse, yearly, Pay per use Pay per use Pay per use,Monthly |Pay per use
Number of OS 9 2 6 4 5 3 4
Supported
Service Age 5+ years 1-2 years 1-2 years 1-2 years 4-5 years 4-5 years 5+ years
Easy to use Good Good Good Medium Medium Good Good
Security level High High High medium High High High
Security es es es no es es es
Certification Y Y y Y Y Y
Integration Standard |Proprietary Proprietary hyperV openstack VMware VMware openstack
Availability as SLA [99.95% 99.95% 99.95% 99.95% 99.9% 99.9% 100.00%
API support yes yes yes yes no yes yes
Number of Data 8 1 8 3 2 6 9
Centers

Source: Almishal and Youssef (2014, pp. 50-51)
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2.7 Deployment Models of Cloud Computing

Cloud computing presents four different types of environments where consumers can
choose to deploy their applications (Brohi & Bamiah, 2011; F. Liu et al., 2011). The
four cloud deployment models are: private cloud, public cloud, community cloud, as
well as hybrid cloud (S. Hashemi, 2013; F. Liu et al., 2011; Mell & Grance, 2011,
Sajid & Raza, 2013; A. Verma & Kaushal, 2011). Organizations may decide to use

one or a combination of these models based on their needs (Skiba, 2011).

Private cloud: in this model the cloud services are provisioned exclusively for only
one organization (Sajid & Raza, 2013). The organization can possess, manage,
operate, and host the cloud infrastructure; or it can be managed and hosted by a third
party (Dillon et al., 2010). The consumers of the services provided in this model
comprises various individuals and departments of the organizations (Mell & Grance,
2011). Organizations generally prefer this model when they want to for example
utilize their available resources, reduce the cost of data transfer, have total control,
and improve the confidentiality and security of their data (Dillon et al., 2010; A.
Verma & Kaushal, 2011). Private clouds include Eucalyptus and OpenNebula (Peng
et al., 2009; Srirama, Batrashev, & Vainikko, 2010). Figure 2.4 illustrates the private
cloud.
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(a) On-site (b) Out-sourced

Figure 2.4 Private cloud (F. Liu et al., 2011)
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Community cloud: the cloud services provided in this model are offered to a group
of organizations or consumers known as a community as shown in Figure 2.5 (Mell
& Grance, 2011). Various organizations that form the community cloud share
common concerns like mission, policy, compliance considerations, and security
requirements (Dillon et al., 2010; Mell & Grance, 2011; Sajid & Raza, 2013; A.
Verma & Kaushal, 2011). The management and hosting of the cloud infrastructure
can be handled by one or more members of the community, a third-party, orboth of
them (Mell & Grance, 2011). Various community clouds exist, for
instanceHealthcare Community Cloud Service™ and the Media Cloud (Carpathia,
2015; Henneberger & Luhn, 2010).

Organization C

Organization B

Organizations consuming cloud resources. . o

Organizations providing and consuming cloud resources.

(@) On-site (b) Out-sourced

Figure 2-5 Community cloud (F. Liu et al., 2011)

Public cloud: this is a deployed model whereby the services are offered to general
public (Sajid & Raza, 2013). The cloud infrastructure is managed and hosted by the
cloud service providers who are business, academic or government organizations, or
combination of them (Mell & Grance, 2011). The cloud services may be free to the
general public or leased and charged based on pay-as-you-go system (Sabahi,
2011b). The consumers share the cloud infrastructure, which makes the cost of the
cloud services low since it will be distributed among the consumers (Alsufyani,
Safdari, & Chang, 2015; Marston et al., 2011). On the other hand, sharing of the
infrastructure poses a security and privacy threat (F. Liu et al., 2011). Amazon EC2,
S3 and Google AppEngine are among the popular public cloud services (Dillon et al.,
2010; Ren, Wang, & Wang, 2012). The public cloud is shown in Figure 2.6.
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Figure 2-6 Public cloud (F. Liu et al., 2011)

Hybrid cloud: a model is called hybrid when it provides cloud services by
combining two or more separate cloud models (private, community, or public) (Sajid
& Raza, 2013). The models are bound together using standardized technologies that
allow application and data portability, such as “cloud bursting for load balancing
between clouds” (Mell & Grance, 2011, p. 3). Organizations can use the hybrid cloud
model when they want to gain the benefits of more than one model simultaneously
(Rani & Ranjan, 2014; Zhang et al., 2010). For instance, an organization may host an
application with their confidential data on private cloud and link the application with
other software in a public cloud. In this case the organization will benefit from the
security of the private cloud (A. Verma & Kaushal, 2011). The hybrid cloud is
illustrated in Figure 2.7.

T

Outsourced Community Cloud

On-site Community Cloud

Fublic Cloud

Figure 2-7 Hybrid cloud (F. Liu et al., 2011)
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The cloud deployment models are compared in Table 2.4 based on their scope,

ownership, management, security level, and location.

Table 2-4 Cloud deployment models

Deployment Scop_e of Owned by Managed by el Location
model services level
Public gﬁgelglgzubllc Clouq Service Clouq Service Low off premise
; Provider (CSP) | Provider (CSP)
industry groups
. single single single_ . . off or on
Private N - organization or | High .
organization organization CSp premise
organizations
that share the
. several
. same mission, several I~ . off or on
Community . L organizations High .
policy and organizations premise
; or CSP
security
requirements
. organizations organizations organizations . off and on
Hybrid and public and CSP and CSP Medium premise

Source: Almishal and Youssef (2014, pp. 46-47)

2.8 Benefits of Cloud Computing

Cloud computing offers tremendous benefits to individuals, organizations as well as
educational institutions. It provides efficient services and infrastructures without the
need to acquire the required IT infrastructure (Gonzalez-Martinez et al., 2015; Mili¢
et al., 2014). Although choice of deployment model determines the benefits that can
be realized, the technology is becoming increasingly popular because many
organizations and education institutions are moving to it due to the realized benefits.

Some of the widely reported benefits are presented as follows:

Cost saving: cloud computing is a cost-effective computing technology (El-Seoud,
El-Sofany, Taj-Eddin, Nosseir, & El-Khouly, 2013; Ghazizadeh, 2012). This is the
main advantage of cloud computing technology (Gens, 2009). It was reported that,
USA based higher education institutions saved 21% after migrating their applications
to cloud (Cisco, 2012). Cloud computing reduces and in most cases eliminates
hardware and software procurement, implementation, and maintenance costs; and
technical support provided by institutions (AlCattan, 2014; IBM Global Technology
Services, 2012). It reduces cost related to IT operation by centralizing software,

operating systems, hardware, and applications; and by sharing of equipment and
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solutions (Cisco, 2012; El-Seoud et al., 2013; IBM Global Technology Services,
2012; Karim & Goodwin, 2013). The pay-per-use billing system lowers service cost
since customers only pay for the services used (AlCattan, 2014; Ghazizadeh, 2012;
Mokhtar et al., 2013; Odeh, Warwick, & Cadenas Medina, 2014; Soni & Gupta,
2013). Academic institutions waste resources due to underutilization of infrastructure
during off-peak academic period, hence deploying cloud computing will improve
resource utilization since the resources will be consumed only on demand (Boss,
Malladi, Quan, Legregni, & Hall, 2007; Cisco, 2012; IBM Global Technology
Services, 2012). The capital expenditures (CapEx) are eliminated since capital assets
like storage and processing cycles are virtualized and converted into operating
expenses (OpEx). Thus, the number of IT staff required is reduced and coupled with
the pay-per-use capability, so the OpEx will be decreased (Cisco, n.d.; EI-Seoud et
al., 2013; IBM Global Technology Services, 2012; Powell, 2009; Sukumaran, 2011).

Efficiency: cloud computing guarantees instant software update to keep up with the
current technologies (AlCattan, 2014; Isaila, 2014; Karim & Goodwin, 2013; Soni &
Gupta, 2013), improves performance (Alshwaier et al., 2012; Ghazizadeh, 2012;
Isaila, 2014), and increases IT agility (Cisco, 2012; Mokhtar et al., 2013). Cloud
computing allows infrastructure, services, and applications to be obtained,
provisioned, and deployed rapidly (Cisco, 2012, 2013). Implementation becomes
easier since there is no need for hardware purchase, software licencing, and
implementation of services (Cisco, n.d.). In addition, cloud computing makes it
possible to launch Web 2.0 applications quickly and scale up applications when
needed, and increase responsiveness through real time workload balancing (Boss et
al., 2007). Moreover, it saves IT management time thereby increasing the
productivity of the IT personnel (Brohi & Bamiah, 2011; Ogunde & Mehnen, 2013).

Sharing: skills, practices, applications, infrastructure, and teaching content can be
shared to avoid duplication, thereby harmonizing resources and promoting new ways
of accessibility to education (AlCattan, 2014; IBM Global Technology Services,
2012). Likewise, sharing of cost between the cloud service users improves
infrastructure utilization (Jadeja & Modi, 2012). The cost is further reduced as a

result of sharing the infrastructure (Armbrust et al., 2009).

Reliability: this is the ability of the cloud to function as expected, involving

guaranteeing high quality of service, high transmission rate, minimum error rate, and

28



faster recovery from error (Alkhater, Walters, & Wills, 2014). Cloud infrastructureis

more reliable than on-premise infrastructure(El-Seoud et al., 2013).

Portability: cloud computing services can be accessed using any computing devices
like PC, laptop, tablet, smart phone, and any other internet-enabled mobile devices
(AlCattan, 2014; Ghazizadeh, 2012). It eliminates document format incompatibility
because documents are accessed from cloud (Ghazizadeh, 2012). Portability involves
moving data from one cloud application to another within different cloud

environments with little cost and disruption (F. Liu et al., 2011).

Flexibility (elasticity): cloud computing uses various technologies like virtualization
and modularity of component parts that promote flexibility (Alshwaier et al., 2012;
IBM Global Technology Services, 2012; A. Singh & Hemalatha, 2012), and
capability of responding to changes quickly (X. Tan & Kim, 2011). Cloud computing
enhances mobility by permitting access to services and resources from any location.
Flexibility of learning and teaching content gives easy access to courses and content
at any time, any place, allows students to learn outside school, outside school

calendar,and enables ongoing learning (IBM Global Technology Services, 2012).

Scalability: cloud computing enables hardware and software expansion as the needs
arise and when user load decreases, the resources shrink (Akin, Matthew, & Y.,
2014; Cisco, n.d.; Powell, 2009; A. Singh & Hemalatha, 2012). Therefore, when
clients, orders, and traffic grow, the cloud system will be ready to sustain the new
demand (Mansuri, Verma, & Laxkar, 2014). Administrators can utilize parallel
remote application server capability to add new servers and provide applications or
services to new users in a very short period of time (Aerohive Networks, 2015;
Bonuccelli, 2014). In educational settings, the demand for resources usually
increases during peak period like enrolment, assignment submission deadlines, and
publishing of results; therefore, at this period the resources will increase to
accommodate the large number of users at that particular time (Gonzélez-Martinez et
al., 2015).

Security: cloud computing providers implement appropriate security policies and
use latest threat intelligence to ensure that customers’ data is protected (Alshwaier et
al., 2012; Cisco, 2013). The data and other contents stored in the cloud are usually

accessed after authentication, so it is not easily accessible (Staines, 2013).
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Backup and recovery: cloud provides backup and recovery services so that
customers can easily backup and recover their data anytime in case of disaster or
failure (Okai et al., 2014). One of the major benefits of cloud backup and recovery is
improving data protection. Since customers’ data is managed by cloud service
provider and the data is available and reliable especially if proper measures are
taken; therefore, data can be easily and quickly recovered. Usually, contents are
automatically saved and remain in cloud, so they can be easily and quickly restored
(Mansuri et al., 2014; Sajid & Raza, 2013).

Green technology: in cloud computing, resources are virtualized which increases
energy and resource efficiencies (Alsanea & Barth, 2014; Ghazizadeh, 2012; Jose &
Kumar, 2015; S. Kumar & Murthy, 2013). Virtualizing the infrastructure protects the
environment since the number of physical equipment is reduced which in turn means
low cooling, space requirement, and energy consumption (Ghazizadeh, 2012; Odeh
et al., 2014; A. Singh & Hemalatha, 2012). Using cloud computing reduces
electronic waste and emission of hazardous substances as a result of widespread use

of computer systems (Almishal & Youssef, 2014).

Availability and accessibility: cloud computing allows infrastructure, services,
applications, tools and resources to be accessed anytime from anywhere using any
device (AlCattan, 2014; A. S. Hashim & Othman, 2014; Mansuri et al., 2014; Mircea
& Andreescu, 2011; Mokhtar et al., 2013). Generally, cloud-based resources and
services are accessed via Internet, so they can be accessed on-campus or off-campus
which increases their availability (Mansuri et al., 2014; Sukumaran, 2011; X. Tan &
Kim, 2011). Hence, students can easily access recourses such as files, assignments,
and lecture notes (Mansuri et al., 2014).

Reduce processing and tasks time: since content is online the teacher does not need
to spend time and resources while collecting, processing, sharing, printing or copying
large files or documents (A. S. Hashim & Othman, 2014; Mansuri et al., 2014). The
students can also access their courses, resources, assignments, and other stuffs online
(Mansuri et al., 2014).

Facilitate task and data management: cloud computing allows permission and
roles to be defined for each user to ensure that each department or employee in an

institution perform their duly assigned duty to avoid role conflict (A. S. Hashim &
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Othman, 2014). It allows the IT departments to focus on innovation rather than
implementation and maintenance (Erko¢ & Kert, 2011; A. Singh & Hemalatha,
2012). Cloud computing also allows easy scheduling, reservations, and management
of computing resources that can be used by students or teachers (Gonzalez-Martinez
et al., 2015).

Enhance distance and mobile learning: students can use their mobile devices to
access courses and resources online either in their campus or off-campus
(Ghazizadeh, 2012; Gonzalez-Martinez et al., 2015; Mokhtar et al., 2013). This
increases the productivity of organizational staff, educators, and students, and
improve quality of education; since users can work or learn anytime from anywhere
(Aerohive Networks, 2015; Bonuccelli, 2014). Some of the learning services
supported by the cloud include receiving context-based e-Learning content in real
time and live video streaming (Gonzélez-Martinez et al., 2015). Mobile learning by
using cloud services improves students engagement, resources availability, and

simplification of teaching and learning processes (Crucial Cloud Hosting, 2014).

Simplification and standardization: there is no need to carry devices like thumb
drives or Compact Discs (CDs)anymore, so there is no need to worry about losing or
damaging the device, or content getting corrupted (Staines, 2013). In cloud
computing data centres and facilities are consolidated and at the same time
standardized practices and security compliance are improved, making management
easier (Cisco, 2012; Soni & Gupta, 2013).

Innovation: cloud computing promotes and speeds up innovation by making
resources available and by providing services quickly to innovators so that they can
fully focus on the innovation (Boss et al., 2007; Sukumaran, 2011). Using cloud
computing enables institutions to explore research opportunities and get latest
technological innovations by sharing cloud resources with various universities
(Bonuccelli, 2014; Cisco, 2012). This can be achieved when educators, students, and
administrators are given the required applications and the freedom required to do
their work (Cisco, 2012).

Access to top-end IT capabilities: cloud computing enables access to sophisticated
hardware, software, and IT personnel that an institution cannot afford (Cisco, n.d.;
Powell, 2009).
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Effectiveness: cloud computing offers effective computation by centralizing storage,
memory processing and bandwidth (Soni & Gupta, 2013). Cloud computing leads to
productive and effective learning for students, and it also encourages pooling and
implementation of good management practices (IBM Global Technology Services,
2012).

Collaboration: cloud computing enhances learning by using cloud based
collaborative technologies such as Google Docs which allow multiple users to work
on one document and share ideas (Mansuri et al., 2014; Suwantarathip & Wichadee,
2014). In a collaborative setting, groups can be created to work on projects,
assignments, collaborative writing, and peer editing in the cloud (Firth & Mesureur,
2010; Staines, 2013). Collaborative learning is regarded as one of the factors that
significantly contribute to students’ learning since it promotes active learning by
allowing a group of students and teachers to socially interact for sharing of
information, knowledge, and experience (Ishtaiwa & Aburezeq, 2015; Suwantarathip
& Wichadee, 2014). Services like Cisco Tele Presence and Cisco WebEXx can be used
to extend rich interactive learning environments to anyone, and anywhere (Cisco,
2013).

2.9 Challenges of Cloud Computing Adoption

There are many challenges associated with cloud computing adoption. According to
a survey conducted by International Data Corporation (IDC), the top three most
reported challenges of cloud services are security, availability, and performance
(Gens, 2009). Researchers also have highlighted other challenges that may affect an
organization’s decision makers to adopt cloud computing. The widely reported
challenges are described in the subsections below.

2.9.1 Security and Confidentiality

This is one of the highly reported and fundamental issues that prevent customers

from adopting cloud technology (Alshamaila, Papagiannidis, & Li, 2013; Coursaris,

van Osch, & Sung, 2013; E. Park & Kim, 2014; A. Verma & Kaushal, 2011).

Customers’ data and applications are vulnerable to various security threats like data

loss, and unauthorized access as a result of lack of control over cloud data and
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infrastructure(Pramod et al., 2013). Even though cloud providers typically give an
assurance to customers that they use experts to manage their data centres, customers
are still worried about who will monitor and manage their data (Almabhouh, 2015;
Jlelaty & Monzer, 2012). Customers are anxious of the fact that their data is under
the control of the cloud providers which may not protect their confidential data.
Therefore, to ensure confidentiality of data the following techniques should be
applied in order to overcome the security and privacy challenges (Alshwaier et al.,
2012; Masud & Huang, 2012; Mircea & Andreescu, 2011; Okai et al., 2014).

e Encryption: it is the main method used to protect data during transfer and
storage in the cloud. It ensures authenticity and integrity of the data and prevents
improper disclosure of confidential data (Alharthi, Yahya, Walters, & Wills,
2015; Islam et al., 2013; R. Kumar, Kant, & Sharma, 2015; Laisheng &
Zhengxia, 2011; Okai et al., 2014). Organizations usually prefer handling the
encryption themselves in order to enhance the confidentiality of their data
(Pramod et al., 2013).

e Digital signature: by using an electronic signature, the identity of the user can
be authenticated, which requires appropriate login to get access to the data (Okai
etal., 2014).

e ldentification and authentication: access to the cloud services should be
controlled such that only validated user should be granted. Different accounts for
faculty members, students, and staff should be created and validated using
username and passwords (Alharthi et al., 2015). The verification process should
be implemented so that a customer’s data will not be compromised (A. Verma &
Kaushal, 2011).

e Authorisation: each user should access the content based on their privilege
using priorities, permissions, and ownerships. This ensures “referential integrity
is maintained” (Alshwaier et al., 2012; A. Verma & Kaushal, 2011, p. 450).

e Integrity and confidentiality: sensitive and confidential data like students’
results should be protected using techniques such as encryption (Alharthi et al.,
2015; Zissis & Lekkas, 2012). This will ensure the reliability of the data (Okai et
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al., 2014). This involves imposing Atomicity, Consistency, Isolation, and

Durability properties on the cloud delivery models (A. Verma & Kaushal, 2011).

Non-repudiation: this ensures that all the parts of electronic transactions are not
denied (Zissis & Lekkas, 2012). Timestamp and digital signature can be used for
this purpose (Alharthi et al., 2015). Digital receipt can be used to confirm the
sending and receiving of data (A. Verma & Kaushal, 2011).

Direct contact with the service provider: the institution should create a direct
contact with the cloud provider to reduce the chance of data compromise by a
third party (Okai et al., 2014).

Gradual sequence of migration: the process of moving to cloud should be in
stages starting with applications of insignificant risks (Okai et al., 2014). This
will ensure that the institution is satisfied with the provider before migrating
sensitive and confidential data (Okai et al., 2014).

Investigating the vendor: this involves checking the security measures to
ensure that they are in line with those defined by bodies like NIST and Cloud
Security Alliance (Okai et al., 2014).

Data splitting: this involves using more than one cloud provider to store data or
for different purposes. For instance, students’ grades can be stored in cloud A
and alumni information in cloud B. Email service is outsourced to Google and
file storage service is outsourced to Amazon. This will improve confidentiality,
availability, and integrity of the data; improve performance; avoid vendor lock-
in; and reduce risk of data loss and downtime (Okai et al., 2014).

2.9.2 Availability

Availability is regarded as the second most significant issue that affects cloud

computing adoption (Gens, 2009). It is determined by factors such as reliability,

latency, and performance. Although availability issueis common with cloud, most

cloud infrastructureis built to provide high availability (Ogunde & Mehnen, 2013).

Ensuring the availability of a cloud service or resource implies that customer’s

request is granted instantly and the requested service is delivered immediately.
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Steady and good quality Internet connection will eliminate service outage, which
increases availability and accessibility of the services (Karim & Goodwin, 2013).
The provider should guarantee high service availability to customers (Almabhouh,
2015). The availability of cloud services is guaranteed in SLA documents. Hence,
availability is among the most significant issues to be considered when choosing

between the cloud service types and delivery models (A. Verma & Kaushal, 2011).

2.9.3 Performance

Performance is considered as a third most significant issue that affects cloud
computing adoption (Gens, 2009). It is usually determined by capabilities of the
applications running on the cloud (Sajid & Raza, 2013). The performance of cloud
system may be affected by the distance between the cloud and the customer as a
result of delay (Kim, Kim, Lee, & Lee, 2009). Internet is the medium through which
cloud services are delivered, so the performance of the cloud services depends on the
Internet (Alsufyani et al., 2015; S. Kumar & Murthy, 2013). The cloud data has to
pass through different shared routes, hops and packets during the transmission
process, where the data may be lost or corrupted. Thus, the procedure could be
negatively affected by data transmission challenges like delay and jitter which will
consequently result in poor performance (Alsufyani et al., 2015). The reliability of
Internet itself may as well affect the performance (Alsufyani et al., 2015; Cisco, n.d.;
Kihara & Gichoya, 2014; S. Kumar & Murthy, 2013). Slow Internet connection can
significantly affect the cloud service performance. Hence, a fast Internet connection
is required for efficient service delivery (Jlelaty & Monzer, 2012). Organizations
experience poor performance when cloud applications become unresponsive which
may happen due to communication delay. The performance becomes worse if
multiple users are simultaneously using data-intensive services on a low bandwidth
network. The consequence of poor performance is loss of customers which may
result in reduction in revenues (Almabhouh, 2015; Sajid & Raza, 2013). Therefore,
the provider should guarantee performance especially for a task that requires
extensive computing power, and availability for timely delivery of resources and
research result (Gital & Zambuk, 2011; Sukumaran, 2011).
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2.9.4 Costing Model

Cloud computing can reduce the infrastructure cost, but when network resources
such as data usage and bandwidth are highly used it will increase the data
communication cost (Dillon et al., 2010). The cost of computing resources will be
higher if more resources are used for data exchange between providers and
organizations. For instance, a customer who is using hybrid cloud where the
organizational data is distributed across different clouds will consume more
computing resources than a private based or a public based customer. Therefore, the
saved infrastructure cost will now be spent on the communication and data transfer
(Harfoushi et al., 2014). The pricing models include pay-as-you-go and subscription
pricing. The costing model of a provider and the resulted trade-offs should be
analysed prior to deployment (Pramod et al., 2013). In this case the benefits should
be weighed against the cost in order to maximize the benefits over the cost by
considering the desired level of security (Harfoushi et al., 2014). For organizations of
a limited budget, pay-as-you-go plan should be used, while subscription pricing is
the best when there are long term and well defined requirements. On the other hand,
using hybrid cloud would result in better return on investment (Harfoushi et al.,
2014; Pramod et al., 2013).

2.9.5 Service Level Agreement

SLA is a contract between cloud service provider and customer, which specifies what
services the provider will offer (Garg & Stiller, 2015; Prabowo, Janssen, & Barjis,
2012). SLAs are used by providers to guarantee efficient delivery of cloud services
and resources. This involves: ensuring the quality, availability, reliability, and
performance of the services (Dillon et al., 2010; Harfoushi et al., 2014; Pramod et al.,
2013). SLA is regarded as one of the crucial considerations when choosing the right
deployment model. Customers usually negotiate SLAs with the providers to make
sure service delivery feature meets their expectations (Pramod et al., 2013). Some of
the concerns related to SLA are interpretation of the conditions, omission of some
customers’ requirements, and the criteria for assessing the terms in the agreement
(Harfoushi et al., 2014).
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2.9.6 Vendor Lock-in

Cloud service providers have distinct ways of interaction between customers and the
cloud (Pramod et al., 2013). They have no standard format for storing data which
hampers customer’s migration from one provider to another or in-house data centre
for resources optimization (Akin et al., 2014; Alshwaier et al., 2012). Lock-in
prevents customers from moving from one cloud provider to another or on-premise
data centre (Gonzalez-Martinez et al., 2015; Li & Chang, 2012). When institutions
are locked in to a particular provider, switching to another is difficult and attracts
high cost (Ogunde & Mehnen, 2013). Cloud service providers develop different
APIs, whichcomplicates integration of cloud services with organizations’ legacy
systems. This results in interoperability issues which can be resolved using
standardization (Armbrust et al., 2010; Ogunde & Mehnen, 2013). Vendor lock-in
can lead to risks such as price increase and non-reliability, because the customers are
locked-in to a particular provider. Therefore, the customers have to stay with the
provider, even though they are displeased with the service provided (Lewis, 2013).

2.9.7 Compliance and Physical Location

Compliance is one of the determinants of cloud computing adoption, because
customers may not know the location of their data or may not have control over the
location,creating legal issues with regulatory and privacy laws (Ogunde & Mehnen,
2013). For instance, many European Union countries and USA do not allow certain
type of data to be moved out of their countries. Likewise, customers who have their
cloud data stored in USA have to comply with rules concerning storage and
disclosure of data (Jlelaty & Monzer, 2012; Kim et al., 2009; Ogunde & Mehnen,
2013). Legal issues can bind institutions into unsatisfactory conditions which may
result in legal disputes due to laws of the location where data is situated. For
instance, Lakehead University in Canada is facing legal challenges with the faculty
union as a result of adopting Google public cloud. The union complains that Google
does not protect their privacy and academic freedom since Google is a United States
(US) company and they are required to give their data to US government when
required based on their law (Okai et al., 2014). In addition, organisations that are
required to comply with regulatory compliance measures like Health Insurance

Portability and Accountability Act, Payment Card Industry Data Security Standard,
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or Sarbanes-Oxley Act may be reluctant to adopt cloud computing (Aerohive
Networks, 2015).

2.9.8 IT Department’s Stand and Changes

The change from traditional ways of computing to cloud computing becomes an
issue because the IT personnel will be worried of losing their jobs since adopting
cloud computing will require them to change the way they operate. But cloud
computing will increase the performance of the IT personnel, since they will now
focus on new innovations rather than managing IT infrastructure (Jlelaty & Monzer,
2012). Qutsourcing IT operations from a cloud computing provider may result in
reduction or elimination of IT personnel’s routine support activities (Benlian & Hess,
2011).

2.10 State of Cloud Computing in Saudi Arabia

The growing number of companies that embrace cloud computing services in Saudi
Arabia provide an evidence of increasing interest and spending in ICT market,
particularly cloud computing in Saudi Arabia (Shetty, 2015). Saudi Arabia is one of
the Arab countries that utilize ICT to a great extent in their organizations, and now
Saudi Arabia is one of the leading cloud computing adopters in the Arab world
(Alsanea & Wainwright, 2014; Ministry of Communications and Information
Technology, 2014). However, cloud computing technology provides Saudi
organizations and institutions with opportunities to use state-of-the-art technologies
with minimal budget (A. Tashkandi & I. M. Al-Jabri, 2015). Although findings from
Alharbi (2012) revealed positive attitude of users toward accepting cloud computing
in Saudi Arabian organizations, the technology is still not widely used in Saudi
Arabia, perhaps as a result of issues such as security fears, and shortage of qualified
IT skills (Alkhater, Chang, Wills, & Walters, 2015; Alkhater, Wills, & Walters,
2014; IDC, 2014). The government of Saudi Arabia in partnership with United Arab
Emirates are set to lead the adoption of cloud services in Middle East with an initial
total expenditure of $280 - $324 million (Ministry of Communications and
Information Technology, 2015). According to IDC, the Saudi cloud market is
expected to increase in 2015 by 53.8% from 2014 and the market is anticipated to
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reach $77.5 million in the same year (Shetty, 2015). IDC also predicts that public,
private, and virtual private clouds market in Saudi Arabia will increase at a
Compound Annual Growth Rate (CAGR) of 40.37%, 40.7%, and 67.7% respectively
by 2018 (Shetty, 2015).

Meanwhile, the Saudi Arabian cloud market is improving significantly, as a result
local cloud providers and telecom operators are substantially investing in developing
various cloud solutions (IDC, 2014). The sales of IT services in Saudi Arabia rose
from Saudi Arabian Riyal (SAR) 5.6 bn in 2014 to SAR 6.1bn in 2015 (A. N.
Tashkandi & 1. M. Al-Jabri, 2015). Despite the issues associated with cloud
computing such as security, privacy, connectivity, and usability, Saudi Chief
Information Officers are developing cloud computing strategies due to cost-

reduction, risk management, and commercial expectations benefits (IDC, 2014).

However, the customers in Saudi Arabia prefer local providers who they will be
interacting with most of the time (IDC, 2014). One of the local cloud services
providers in Saudi Arabia is ElIm (AlBar & Hoque, 2015). EIm is a joint-stock
company owned by the Public Investment Fund. The company develops*“secure e-
Services and high-profile government support projects that fully meet client
expectations” (EIm, n.d.-a). The company’s cloud service called EIm Cloud provides
cloud-based project management services to both government and private sectors
(EIm, n.d.-b). Other cloud service providers in Saudi Arabia include Mobily which
provides VMware-based services (Arab Brains, 2013; Saudi Telecom Market,
2015a); AWAL which partners with IT companies such as HP, IBM, Cisco, Dell, and
Huawei to deliver cloud services (A. N. Tashkandi & 1. M. Al-Jabri, 2015); and
Saudi Telecom Company which partners with Oracle to provide PaaS and SaaS
(Saudi Telecom Market, 2015b). The cloud computing customers in Saudi Arabia
include Zamil Industrial Investment which uses Office 365 from Microsoft, Al-
Hammadi Hospitals which uses private health cloud from Cisco and Wipro; Saudi
Ministry of Health which uses public health solution from IBM, and Jubail Energy
Services Company which uses HANA Enterprise Cloud (A. N. Tashkandi & I. M.
Al-Jabri, 2015).

Meanwhile, the Saudi government is investing extensively on e-Government
solutions to improve services in public sectors. The Saudi national e-Government

action plan has different initiatives that include developing cloud computing delivery
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model for government agencies (A. N. Tashkandi & I. M. Al-Jabri, 2015). The e-
Government planis to have different products and services as part of the cloud
computing initiative. The following are some of the services available in the
initiative: Government Secure Network (GSN) which is part of 1aaS; Government
Service Bus (GSB), and National Contact Center (Amer) which are part of PaaS; and
E-Correspondence which is part of SaaS (e-Government Program, n.d.). In this
regard, a Saudi Arabian e-Government program (YESSER) organized the first G-
cloud computing forum which was attended by various international cloud
computing experts. The aim of the forum was to share ideas and opinions of IT
professional from various government agencies in order to identify best e-

Government practices (e-Government Program, 2012).

On the other hand, Saudi Arabian universities still lag behind other organizations in
terms of cloud computing adoption (A. Tashkandi & I. M. Al-Jabri, 2015). A study
of proposed plan to use cloud computing in Saudi Arabian higher education was
conducted in King Saud University (Alhazzani, 2014). Questionnaires were
administered to 200 members of the university in order to identify the advantages
and disadvantages of cloud computing in education and to assess the level of cloud
computing usage by teaching staff. The findings showed that nearly all the
respondents (96.7%) agreed that using cloud computing in education was an

important step towards improving Saudi Arabian higher education system.

Another study of cloud computing in Saudi Arabian higher education was conducted
by A. Tashkandi and I. M. Al-Jabri (2015) who considered institutional,
technological, and environmental factors. The study considered the adoption at
institutional level rather than individual level. Despite various Saudi government
initiatives on ICT, this study revealed that there was no pressure from government
towards adoption of cloud computing by higher education institutions. In addition,
Internet performance and trust were identified as some of the respondents’ major
concerns that affect the adoption of cloud computing in Saudi Arabian higher
education institutions (A. Tashkandi & I. M. Al-Jabri, 2015). However, Alhammadi,
Stanier, and Eardley (2015) recognized security, government and top management
support, organizational readiness, firm status, and compatibility as factors that
influence cloud computing adoption in technologically developing countries like
Saudi Arabia.
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2.11 Cloud Computing in Education Environment

While the implementation of the cloud computing in the education settings remains
at the initial stage of development, existing research recognizes several advantages
can be gained by using cloud computing in education. According to Britland (2013),
the future of technology in education would be about anywhere access to resources
for learning and collaboration. This suggested cloud computing as the future of
technology in education. He further projected that “in the future, teaching and
learning is going to be social” (Britland, 2013). The students can use cloud services
to aid independent learning, which enable them to study in their own way from
anywhere (Benson & Morgan, 2013; Britland, 2013). The collaboration can be
achieved using shared applications such as Google Apps and Office 365 which allow
students and teachers to work on same documents from anywhere in the world
(Aaron & Roche, 2011; Britland, 2013; Murray, 2011). With cloud computing,
teachers and students can be connected with each other within and outside their
campuses, and classrooms can be everywhere since educational resources will be

available around the clock.

Moreover, education institutions are facing challenges such as limited resources
(human/finance), growing IT/information demands, and lack of ICT facilities needed
to support teaching, learning, research, and developmental activities (Bonuccelli,
2014; Erko¢ & Kert, 2011; Mircea & Andreescu, 2011; Okai et al., 2014; Sultan,
2010). Cloud computing addresses the problems above by providing services,
resources, and IT infrastructures so that institutions can focus on teaching and
research rather than on IT configuration and management (Ercan, 2010; Mircea &
Andreescu, 2011). Cloud computing has the potential to reduce IT cost by
virtualizing resourcessuch asprocessing cycles and disk storage into an available and

inexpensive operating expense (Cisco, n.d.; Sultan, 2010).

Generally, there are various implementation of educational cloud services, for
example, North Carolina State University implemented Virtual Computing Lab
(VCL), which is a platform that pools together IT resources such as servers, storage,
and software of several sites that can be accessed from anywhere. The aim of this
project was to improve rate of use of IT resources, reduce the maintenance cost of
the infrastructure, and provide access to optimize resources to everyone. The VCL is
accessible to approximately 250,000 pupils and students, by pooling about 2,000
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physical servers, supporting nearly 5,000 virtual servers, and more than 800 software
images. The benefits are: up to 75% savings on license cost, 150% increase in the
ratio of number of students/license, enhanced flexibility, better rate of use of servers,
lowered investment in desktops, reduced IT support team to two people. All students
regardless of their distance to the school have access to the same learning resources
(videos, 3D animations) as their counterparts in more funded schools from anywhere
(IBM Global Technology Services, 2012).

Likewise, University of Rhode Island’s College of Pharmacy developed a
collaborative portal, which is linked to social networking tools. The portal was
created to make resources (human, financial) identification faster, interact with
researchers, and provide automatic recommendation services. The complete system
consists of a central database, a collaborative portal, and social networking and
content analysis tools. For each project, a profile and webpage will be created for
meeting and collaboration between researchers with matching profiles and skills. The
system systematically searches for relevant information related to researchers,
projects, theses, and available funds from the central database and suggests potential
contacts and collaboration. The analysis and social networking tools identify
resources and opportunities like skills and publications. Finally, an optimization
software tool suggests how the resources (students, professors, and grants) should be
allocated and creates an association between the resources (IBM Global Technology
Services, 2012).

2.12 Previous Studies on Cloud Computing Adoption

This section presents previous studies on cloud computing services adoption. There
are plenty of studies that identify and investigate factors affecting cloud computing
services adoption. Some of the studies focused on adoption by organizations (Al-
Jabri, 2014; Alshamaileh, 2013; Borgman, Bahli, Heier, & Schewski, 2013; Low,
Chen, & Wu, 2011; Opala & Rahman, 2013), while others examine the adoption by
individual users (Alotaibi, 2014; Burda & Teuteberg, 2014; Cao, Bi, & Wang, 2013;
Coursaris et al., 2013; Li & Chang, 2012). The growing interest of cloud computing
services adoption by organizations and individuals is due to the benefits that can be
realized (Behrend et al., 2011; S. Kumar & Murthy, 2013; Militaru, Niculescu, &

Teaha, 2013). However, studies that focused on identifying factors affecting adoption
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of cloud computing applications by university students are lacking (Arpaci, 2016; H.
S. Hashim et al., 2015; C.-S. Wang & Huang, 2015).

The adoption of cloud computing applications can be promoted if factors that affect
the adoption are identified and examined. There are many different theories and
models that researchers use or extend to study technology adoption by organizations
and end users. The popular ones include Technology Acceptance Model (TAM),
Unified Theory of Acceptance and Use of Technology (UTAUT), Theory of Planned
Behaviour (TPB), Diffusion of Innovations (DOI) Theory, and Technology-
Organization-Environment (TOE) Framework (Al-Jabri, 2014; Alharbi, 2012; Cao et
al., 2013; Coursaris et al., 2013; Li & Chang, 2012). Table 2.5 illustrates previous
studies on cloud computing services adoption conducted in the context of
organization, education and end users. There are many different factors which
influence the adoption of cloud computing technology. For instance, from the
organizational perspective, Opala and Rahman (2013) investigated the impact of
security, cost effectiveness, and IT compliance on managers’ decision to adopt cloud
computing services inUS companies. The study participants were 282 Chief
Information Officers, operational managers, and other IT directors and managers
responsible for technology acquisition. The results showed that management’s
perception of cost effectiveness is more significantly associated with their decision to
adopt cloud computing than security. The reason for this significant association is

due to the awareness of cost savings resulted from cloud adoption.

Similarly, P. Gupta et al. (2013) identified five factors that influenced cloud usage by
Small and Medium Enterprises (SMEs) or Small and Medium Businesses (SMBs).
The factors were ease of use and convenience, security and privacy, cost reduction,
reliability, and sharing and collaboration. A survey questionnaire was administered
to about 1100 SMES/SMBs in various countries within the Asia Pacific region. A
total of 211 valid responses were used for analysis. It was found that cost reduction
was a predictor of ease of use, sharing and collaboration, and usage and adoption of
cloud computing; ease of use was a predictor of sharing and collaboration, and usage
and adoption of cloud computing; reliability was a predictor of cost reduction and
ease of use; and security and privacy predict ease of use, reliability, sharing and

collaboration, and usage and adoption of cloud computing.
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Moreover, from the end users’ perspective, Coursaris et al. (2013) investigated the
effect of user characteristics on individual’s behavioural intention to adopt and use
cloud computing technology. They proposed a model which incorporated
technological, demographic, lifestyle, and contextual factors and validated it on non-
cloud application note-taking users in USA. Out of the 1721 recruited respondents,
only 402 met the selection criteria as such they were selected. It was found that
innovation attributes (relative advantage, compatibility, observability, and triability)
had significantly influence on individuals’ intention to use the innovation. Also, the
intention to adopt the cloud application was found to be influenced by risk, contrary
to complexity which had no influence on the intention. The contextual factors (social
influence, past experience, and knowledge) were found to have significant impact on
some of the innovation attributes. Specifically, social influence had significant
relationship with all the innovation attributes except perceived risk. Similarly, past
experience was found to have significant impact on three attributes of innovation
which were observability, triability and perceived risk. Finally, knowledge had
significant influence on compatibility, triability, perceived risk and complexity.
Furthermore, three lifestyle clusters were identified in this study, which are:
traditionalists, hedonic yuppies, and intelligent businessmen. The cluster analysis
showed that compatibility and relative advantage affected all the three clusters.
Perceived risk affected only traditionalist and hedonic yuppies. Finally, observability

and triability affected hedonic yuppies cluster alone.

In order to encourage the use of cloud services in educational institutions for
effective teaching and learning, Behrend et al. (2011) conducted a study using TAM3
to identify the factors that influence cloud computing adoption by higher education
students in some colleges in the South-eastern USA. The study used Virtual
Computing Lab (VCL 2007) as the cloud platform. From 760 responses collected in
the study,it was found that background features like the students’ capability to travel
to the campus had impacted the perception of usefulness of the technology, whereas
first-hand experiences with the system and instructor support specified the ease of
using cloud computing. Also the results showed that the influence of perceived ease
of use on the adoption was stronger than that of the perceived usefulness. This
implied that students may admit the usefulness of the technology, but if using the

technology was difficult they may lack the motivation to use it.
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Table 2-5 Summary of the previous studies on cloud computing services adoption

Author(s)

Country

Subject/
Sample Size

Context

Theory Used

Factors Examined

Ratten (2016)

Australia

Managers /142

Organization

Social
Cognitive
Theory (SCT)

Personal attitude,
perceived behavioural
control, risk,
innovativeness, and
creativity.

Arpaci
(2016)

Turkey

Students/262

Education

TAM

Perceived ease of use,
perceived ubiquity,
perceived security,
perceived privacy,
perceived usefulness,
trust, subjective norm,
attitude, and intention to
use.

Hew and
Kadir (2016)

Malaysia

Teachers/
1064

Education

Self
Determination
Theory, and
Channel
Expansion
Theory

Perceived relatedness,
perceived autonomy,
perceived competency,
school support, perceived
media richness,
interactivity, content
design, attitude toward
knowledge sharing, trust
in website, specialization,
teaching experience,
education level, and
behavioural intention.

Alhammadi
et al. (2015)

Saudi
Arabia

Computing
professionals/
81

Organization

DOl and TOE

Technology readiness,
security concerns,
technology barriers,
organizational readiness,
firm size, firm status,
industry sector, top
management support,
competitive pressure,
external support,
government support,
relative advantage,
compatibility, and
complexity.

S.-T. Park,
Park, Seo,
and Li (2015)

China and
Korea

College
students and
employees/ 337

End-user

Information leakage risk,
fault recovery risk,
compliance risk, service
interruption risk, and
trust.

Ratten
(2015a)

USA and
Turkey

Students/249

End-user

SCT and
TAM

Perceived usefulness,
perceived ease of use,
innovation self-efficacy,
ethical awareness,
performance expectancy,
privacy, and behavioural
intention.

A. Tashkandi
and I. M. Al-
Jabri (2015)

Saudi
Arabia

IT decision
makers/31

Education

TOE

Relative advantage,
compatibility, privacy
concerns, complexity,
vendor lock-in, top
management support,
regulatory policies,
government pressure, and
peer pressure.
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Subject/

Author(s) Country sample Size Context Theory Used Factors Examined
Information security,

i information privacy,
Abu-Shanab Individuals/ online experience, brand
and Qasem - End-user - . .

(2014) 120 reputation, trust in brand,
brand equity, and
intention to use.
Perceived usefulness,

Burda and Students and perceived ease of use,

Teuteberg German staff/229 End-user TAM risk, trust, satisfaction,

(2014) reputation, familiarity,
and intention to use.

IT managers, IT Relative .advantage,
complexity,
consultants, and compatibility. to

Al-Jabri Saudi T Organization TOE mang emen%/'su port

(2014) Arabia | professionals/ g gem pport,
organizational readiness,

106 o
competitive pressure, and
business partner pressure.
Perceived usefulness,
i . |IT professionals perceived ease of use,
él(;);i')b' :?;t;ji; and end users/ End-user TAM trust, anxiety, perceived
770 risk, attitude, behavioural
intention, and actual use.
Performance expectancy,
Users and Unified effort expectancy, social
Nguyen, - Theory of |influence, facilitating
potential users o .
Nguyen, . . Acceptance |conditions, price value,
Vietnam | of cloud based Education . Y
Pham, and e-Learnin and Use of | hedonic motivation,
Misra (2014) s stems/28gz Technology 2 | habit, innovativeness,
y (UTAUT2) |behavioural intention,
and technology usage.
Chief Cloud security, cost
information effectiveness, and IT

Opala and officers, compliance.

Rahman USA operational Organization -

(2013) managers, and

other IT
directors and
managers/282
Technological (relative
advantage, uncertainty,
compatibility,
complexity, and
SMEs adopters trialability),
and non- organizational (size, top
. adopters of management support,
élg;]g;]alleh England cloud Organization TOE innovativeness, and prior
computing IT experience), and
services environmental
/184 (competitive pressure,

industry, market scope,
supplier efforts and
external computing
support)
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Author(s)

Country

Subject/
Sample Size

Context

Theory Used

Factors Examined

Trenz,
Huntgeburth,
and Veit
(2013)

German

Students /143

End-user

Principal-
Agency
Theory

Trust, peer adoption,
switching costs,
information privacy
concerns, information
security concerns,
availability concerns,
perceived uncertainty,
and satisfaction.

P. Gupta et
al. (2013)

Various
countries
in Asia
Pacific
region

SMEs/211

Organization

Cost reduction, ease of
use and convenience,
reliability, sharing and
collaboration, and
security and privacy.

Borgman et
al. (2013)

IT executives
and decision
makers/669

Organization

TOE

Relative advantage,
technology compatibility,
technology complexity,
firm size, top
management support, IT
expertise of business
users, competition
intensity, and regulatory
environment.

Coursaris et
al. (2013)

USA

Non-cloud

application

note-taking
users
1402

End-user

DOl

Relative advantage,
complexity,
compatibility,
observability, triability,
risk, social influence,
past experience, and
knowledge.

Cao et al.
(2013)

China

College
students,
faculty
members, and
other
people/225

End-user

UTAUT

Perceived risk, perceived
cost, personal
innovativeness,
performance expectancy,
effort expectancy, social
influence, facilitating
conditions, adoption
intention, and adoption
behaviour.

Shin (2013)

Korea

Users/ 93

End-user

TAM

Perceived usefulness,
perceived ease of use,
perceived availability,
perceived security,
perceived reliability,
perceived access,
subjective norm,
behavioural intention,
and usage behaviour.

M. Tan and
Lin (2012)

Singapore

Chief Executive
Officers, Chief
Information
Officers, and IT
managers
/43

Organization

TOE and DOI

Complexity,
compatibility, relative
advantage, demonstrable
results, technology-
sensing sensing
capability, technology —
response capability, and
perceived industry
pressure.
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Author(s) Country

Subject/
Sample Size

Context

Theory Used

Factors Examined

Alharbi
(2012)

Saudi
Arabia

Employees of
an 1T
organizations/
171

Organization

TAM

Perceived usefulness,
perceived ease of use,
attitude, gender, age,
education level, job
domain, nationality, and
behavioural intention to
use.

Li and Chang

(2012) Taiwan

Students/222

End-user

TAM, TPB,
computer
learning
theories, and
social and
economic
exchange
theories

Security concerns,
privacy concerns, vendor
lock-in, skills transfer,
perceived risks, vendor
reputation, perceived
usefulness, subjective
norm, perceived ease of
use, attitude, perceived
behavioural control, and
behavioural intention.

Behrend et

al. (2011) USA

Student /760

Education

Technology
Acceptance
Model 3
(TAM3)

Access to software, ease
of travel to campus,
personal innovativeness,
technology anxiety,
instructor support,
reliability, usefulness,
ease of use, intentions for
future use, future
usefulness, and actual
usage.

Low et al.

(2011) Taiwan

IT staff and
managers/111

Organization

TOE

Relative advantage,
compatibility,
complexity, top
management support,
firm size, trading partner
pressure, competitive
pressure, and technology
readiness.

Cloud computing services adoption studies were extensively reviewed and a number
of gaps were observed from the review, as presented in Table 2.5. First, most of the
cloud computing services adoption studies conducted in both developed and
developing countries including Saudi Arabia focused on organizations and end users.
Second, there were few studies in the context of higher education. Last, studies
identifying the factors that affect cloud computing applications adoption by
university students in Saudi Arabia are generally lacking. In fact, this is supported by
Alsaeed and Saleh (2015) who identified around 40 exploratory studies on the
adoption of cloud computing from Google Scholar, Elsevier Science direct, Springer
Link and IEEE published between 2009 and 2014. Therefore, this study aims at
filling these gaps by identifying and assessing factors affecting cloud computing
applications adoption by higher education students in Saudi Arabia.
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2.13 Chapter Summary

This chapter presented a history of cloud computing, definition of cloud computing
from prominent scholars, and a comparison among cloud, cluster, and grid
computing technoligies. The three components of cloud computing which are clients,
datacenters, and distributed servers were also presented,followed by the fundamental
characteristics of the cloud computing which are: on-demand self-service, rapid
elasticity, resource pooling, broad network access, and measured service. The three
popular cloud service models (laaS, PaaS, and SaaS) were also discussed in detail,
followed by the cloud deployment models. Next, the benefits offered by cloud
computing to individuals, organizations and educational institutions were
highlighted. They include cost saving;sharing of resources and collaboration;
increased efficiency, reliability, portability, flexibility, scalability, availability and
accessibility; backup and recovery; task and data management; enhanced distance
and mobile learning; and promotion of innovation. Moreover, the challenges that
affect the adoption of cloud computing were also discussed. Then, the chapter
discussedthe state of cloud computing in Saudi Arabia, and cloud computing in the
education environment. Finally, the chapter presented previous studies on cloud

computing services adoption.
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Chapter 3: Technology Acceptance Theories and Models

3.1 Introduction

This chapter presents a comprehensive review of the most recognized technology
adoption theories and models that are used to study the human behaviour towards
acceptance of a new technology. The models are examined in order to identify their
strengths and weaknesses, which in turn helps us to select the best model that would
appropriately answer our research questions. Finally, the chapter presents

justification of the selected research model of this study which is TAM3.

3.2 Overview of Technology Adoption Models

IS researchers deal with different theories and models that can be used to study
human behaviour towards acceptance and use of technologies. The models identify
and explain factors that influence users to either accept or reject a technology. These
models, which emerged from different fields such as sociology, psychology, and IT
have been in existence for decades. Researchers from different disciplines continue
to validate and extend the models in order to fit into various situations and contexts.
The models are: Theory of Reasoned Action (TRA), Diffusion of Innovations (DOI)
Theory, Technology Acceptance Model (TAM), and Theory of Planned Behaviour
(TPB). These theories and models are explained in detail in the following

subsections.

3.2.1 Diffusion of Innovations (DOI) Theory

DOI theory is among the early acceptance theories that explain how innovations in
the form of new ideas or technologies spread through society. Everett M. Rogers
developed DOI theory in 1962. Rogers (1983, p.11) defined innovation as “an idea,
practice, or object that is perceived as new by an individual or other unit of
adoption”.The adoption of an innovation is seen by Rogers (1983) from the point of
view of diffusion. Rogers (1983, p. 5) viewed diffusion as “the process by which an
innovation is communicated through certain channels over time among the members

of a social system”.
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Based on the Rogers’s theory, the rate of adopting innovations is generally
influenced by five attributes which are: relative advantage, compatibility,
complexity, triability, and observability (Rogers, 1983). Relative advantage refers to
“the degree to which an innovation is perceived as better than the idea it supersedes”
(Rogers, 1983, p. 15). Complexity refers to “the degree to which an innovation is
perceived as difficult to understand and use” (Rogers, 1983, p. 15). Compatibility is
defined as “the degree to which an innovation is perceived as being consistent with
the existing values, past experiences, and needs of potential adopters” (Rogers, 1983,
p. 15). Triability is “the degree to which an innovation may be experimented with on
a limited basis” (Rogers, 1983, p. 15). Observability is “the degree to which the

results of an innovation are visible to others” (Rogers, 1983, p. 16).

Since its conception, the model has been verified and extended by several researchers
(Moore & Benbasat, 1991; Zmud, 1982). For instance, Moore and Benbasat (1991)
developed a questionnaire to assess perception of users on adopting IT innovation.
They adapted and extended DOI theory by adding image, voluntariness, ease of use,
as well they split observability into visibility and result demonstrability. Image was
considered as part of relative advantage by researchers including Rogers, but the
effect of image was realized to be different from relative advantage (Al Qirim, 2006;
Moore & Benbasat, 1991). Hence, it was separated from relative advantage.
Observability was found to be complex and measured two different dimensions when
it was critically examined. Therefore, it was divided into visibility and result
demonstrability (Moore & Benbasat, 1991). Voluntariness was added because
behaviour in organizations is to some extent affected by voluntariness based on
experience and common sense; also some studies assume the adopters of innovation
are voluntary adopters “because adoption is not strictly mandatory” (Moore &
Benbasat, 1991). Similarly, the inclusion of ease of use construct was to validate its

scale to ensure that is suitable to measure all perceived characteristics of innovating.

DOI has some limitations as suggested by Clarke (1999) which include: not strong
enough to predict outcomes and help improve rate of innovation adoption. It also
lacks good explanatory power. Most of its elements are specific to the culture of the
environment where it was formulated. Innovation characteristics and how they
change over time were not given adequate consideration (Nutley, Davies, & Walter,
2002).
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3.2.2 Theory of Reasoned Action (TRA)

TRA was developed by Fishbein and Ajzen (1975), and it was built from social
psychology field. The theory was created as a result of dissatisfaction with attitude-
behaviour relationship which mostly show “weak correlations between attitude
measures and performance of volitional behaviours” (Hale, Householder, & Greene,
2002, p. 259). The model considers general behaviour, so it can be widely applied to
explain individual’s behaviour in any discipline (Ajzen & Fishbein, 1980; Fishbein
& Ajzen, 1975). The model posits behavioural intention to perform a behaviour as
the main predictor of volitional or individual’s behaviour. Individual influence and

normative influence formed the behavioural intention as presented in Figure 3.1.

Behav.loural o Atitude
Beliefs
Behavioural Actual
Intention Behaviour
Normative Subjective
Beliefs Norm

Figure 3-1 Theory of Reasoned Action (TRA) (Fishbein & Ajzen, 1975)

The individual influence on intention is represented as the attitude towards
performing the behaviour. While the normative influence corresponds to subjective
norm. Therefore, the behaviour of an individual (B) is predicted by behavioural
intention (BI) that is determined by subjective norm (SN) and attitude (A) toward the
behaviour. TRA can be represented mathematically as follows:

Bl = (Ag)W; + (SN)W;

The behavioural intention is a function of attitudinal and normative factors with
weights. The weight is an importance, which a person attributes to a particular
opinion. Fishbein and Ajzen (1975, p. 288) viewed behavioural intention as “a
person’s subjective probability that he will perform some behaviour”.Attitude toward
the behaviour is referred to as “the degree to which a person has a favourable or
unfavourable evaluation of the behaviour in question” (Ajzen & Madden, 1986, p.

52



454). Davis, Bagozzi, and Warshaw (1989) described attitude as a product of salient
beliefs about outcomes of performing a behaviour and evaluation of the outcomes.
Belief is the “individual’s subjective probability that performing the target behaviour
will result in consequence” (Davis et al., 1989, p. 984), while the evaluation of the
outcome is “an implicit evaluative response” to the consequence (Fishbein & Ajzen,
1975, p. 29).

Subjective norm is referred to “person’s perception that most people who are
important to him think he should or should not perform the behaviour in question”
(Fishbein & Ajzen, 1975, p. 302). A subjective norm is a “function of a normative
belief and motivation to comply with the normative belief” (Hale et al., 2002, p.
261). Normative beliefs is the perceived expectations of a particular individual or
group that will accept or reject performing behaviour (Ajzen & Madden, 1986).
Thus, thinking of other people like family and friends will contribute to the

formation of individual’s behaviour.

Ajzen, Timko, and White (1982) studied the moderating effect of self-monitoring on
attitude-behaviour relation using TRA. The study was conducted during 1980
presidential election to investigate two behavioural areas (voting in the election and
smoking marijuana). Data were collected from 155 University of Massachusetts
undergraduate students taking psychology courses at three time periods.
Questionnaires containing several attitude scales and personality measures were
distributed to the students three weeks before the election. Beliefs and attitudes
related to the two behaviours were evaluated after two weeks. Finally, the
participants were asked to report their behaviours via telephone two weeks after the
election. The sample was divided at the median into high self-monitoring and low
self-monitoring subsamples. The analysis was carried out on the total sample as well
as the two subsamples. The findings suggest that the correlation between attitude and
behaviour was stronger for low self-monitors. Similarly, a stronger correlation was

observed between intentions and behaviour for low self-monitors.

However, Davis et al. (1989) expressed that TRA is a model that describe human
behaviour generally, so it does not specify beliefs that would be appropriate in
specific behaviour. Also, behaviour was determined by intention alone due to the
expectation that social behaviour of human is under volitional control, so the model
will not be suitable to situations with absence of absolute control over the behaviour
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(Ajzen, 1991, 2002). TRA is also criticized for explaining medium percentage of
variance in intention (40% to 50%) and behaviour (19% to 38%) (Holdershaw &
Gendall, 2008). TRA has been assessed and extended in various studies (Vallerand,
Deshaies, Cuerrier, Pelletier, & Mongeau, 1992), leading to two popular acceptance
theories which are Technology Acceptance Model (TAM) and Theory of Planned
Behaviour (TPB) (Ajzen, 1985; Davis et al., 1989).

3.2.3 Theory of Planned Behaviour (TPB)

The TPB was proposed to solve the limitations of TRA, particularly to address the
issue of dealing with human behaviour under incomplete volition control (Ajzen,
1991). Ajzen (1985) proposed TPB as an extension of TRA with one additional
antecedent of behavioural intention and behaviour called Perceived Behavioural
Control (PBC). As postulated in TRA, the main predictor of behaviour in TPB is
intention (Ajzen, 1991).

The general assumption about intention is that, it will capture the motivational
factors that determine the behaviour. In this case, the behavioural intention can only
lead to behavioural expression if an individual is free to decide on performing the
behaviour under volitional control. In some situations, the behaviours may depend on
non-motivational factors such as time, money, and skills. These factors “represent
people’s actual control over the behaviour” which leads to the suggestion that
behaviour is predicted by “motivation (intention) and ability (behavioural control)”
(Ajzen, 1991).

TPB theorized that attitude toward a behaviour, perceived behavioural control, and
subjective norm jointly influence individual’s behavioural intention that leads to the
actual behaviour. Attitude and subjective norm with their antecedents are described
as in the TRA section. PBC is hypothesized to directly influence behaviour or

indirect through behavioural intention as shown in Figure 3.2.
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Attitude
Toward the
Behaviour

Subjective

Behaviour

Perceived
Behavioural
Control

Figure 3-2 Theory of Planned Behaviour (TPB) (Ajzen, 1991)

According to Ajzen (1991), PBC can be defined as the perception of individual
about how easy or difficult to perform a particular behaviour. Perceived behavioural
control is consistent with Bandura’s 1977 perceived self-efficacy. Perceived self-
efficacy is a concept that “is concerned with judgments of how well one can execute
courses of action required to deal with prospective situations” (Bandura, 1982, p.
122).

S. Taylor and P. A. Todd (1995) examined TPB and compared the result with TAM
and Decomposed Theory of Planned Behaviour (DTPB). A total of 786 completed
questionnaires were returned from the participants who were business school
students using a Computing Resource Centre (CRC). The centre provided specialized
computing and printing services, and technical support to students. The students were
both undergraduate (582) and MBA (204) students. The questionnaire measured
intention to use CRC which was voluntary, so the sample consisted of 58% CRC
users and 42% non-users. Data were collected initially for the beliefs, determinants
of intention, and intention of respondents to use CRC. Later, the behaviour data were
collected. The percentage of variance explained for behavioural intention was
slightly higher in TPB (57%) than TAM (52%). On the other hand, TPB explained
attitude with a lower percentage (58%) than TAM (73%). Overall, the model did not
provide better explanation of behaviour (34%) over TAM which was also 34%. This
implied that addition of perceived behavioural control did not improve the
explanatory power of the TPB model compared with TAM.
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However, TPB was criticized for combining belief structures (attitudinal beliefs,
normative beliefs, and control beliefs) into uni-dimensional constructs which may
not be consistently related to the corresponding constructs they determine (S. Taylor
& P. A. Todd, 1995). They also expressed that the operationalization of TPB
becomes difficult due to the belief structures particularly attitudinal beliefs being

“idiosyncratic to the empirical setting”.

3.2.4 Technology Acceptance Model (TAM)

TAM is among the most prominent and frequently applied IS acceptance theories
developed by Davis (1986). The model was adapted from TRA. The model
recognized and suggested behavioural intention as the antecedent of actual use
similar to TRA. However, contrary to TRA, attitude toward using a system and
perceived usefulness determine the behavioural intention. In addition, subjective
norm in TAM is not included as determinant of behavioural intention because it is
considered as “one of the least understood aspect of TRA” (Davis et al., 1989), while
perceived ease of use and perceived usefulness were introduced as determinants of

attitude as presented in Figure 3.3.

Perceived
Usefulness

V)

Y

External Attitude Toward Beh_avmu ral Actual System
—> Intention to Use —

Variables Using (A) ®) Use
\ Perceived
Ease of Use

(E)

Figure 3-3 Technology Acceptance Model (TAM) (Davis et al., 1989)

Attitude toward using a system or technology is “the degree of evaluative effect that
an individual associates with using the target system in his or her job” (Davis, 1993,
p. 476). Perceived usefulness refers to “the degree to which a person believes that
using a particular system would enhance his or her job performance” (Davis, 1989, p.
320), while perceived ease of use is “the degree to which a person believes that using

a particular system would be free of effort” (Davis, 1989, p. 320).
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Furthermore, perceived usefulness and perceived ease of use are directly influenced
by design features, which are external variables. These variables represent
demographic characteristics, nature of the behaviour, characteristics of referents, and
other salient features of the system (Davis, 1986). The external variables have
indirect impact on intention to use via perceived usefulness and perceived ease of
use. Also, perceived usefulness was theorized to be determined by perceived ease of
use. This was based on the notion that asystem that is easier to use will be more
useful (Davis, 1989; Venkatesh & Davis, 2000). In subsequent versions of TAM,
attitude is omitted because of the partial mediation impact of attitude on relationship
between beliefs and intention, weak direct connection between perceived usefulness
and attitude, and a significant direct effect of perceived usefulness on intention
(Venkatesh, 2000).

An empirical study was conducted by Davis et al. (1989) to evaluate both TRA and
TAM. A total of 107 University of Michigan students participated in the study. The
students were introduced to word processor application (Write One) at the beginning
of semester, and a questionnaire with both TRA and TAM variables was
administered to them. At the end of the semester, another questionnaire was
administered with self-reported usage. The findings showed that, TRA explained
32%and 26% of the variance in behavioural intention in the first and the second
study respectively, whereas TAM explained 47% and 51% of the variance in
behavioural intention in the first and second study correspondingly. The variance of
attitude explained for TRA was 7% and 30% in the first and the second study
respectively, while TAM explained 37% and 36% of the variance in the first and the
second study correspondingly. This implied that TAM had more explanatory power
than its predecessor (TRA). In general, perceived usefulness and perceived ease of
use both had a significanteffect on behavioural intention. Perceived usefulness
contributed more to the realization ofindividual’s intention (Davis et al., 1989).

Despite the fact that TAM has been extensively used in various technology
acceptance studies, it has some limitations. TAM is usually criticized for using self-
reported use data for measuring system use instead of using real data. Using self-
reported usage may affect the causal relationship between the dependent and
independent variables (Chuttur, 2009; Y. Lee, Kozar, & Larsen, 2003). Another
limitation is that TAM does not consider the “influence of social and personal control
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factors on behaviour” (S. Taylor & P. A. Todd, 1995, p. 149). Other weaknesses of
TAM include: critical gaps in the framework (related to intention-behaviour
relationship in which behaviour is considered as a terminal goal); lack of a sound
theory and method for identifying the determinants of PU and PEOU; ignoring the
three aspects of decision making (group, social, and cultural); reliance on simple
concepts of affect or emotions; and over dependence on a purely deterministic
framework without considering self-regulation processes (Bagozzi, 2007; Chuttur,
2009). Another limitation is its inability to classify mandatory and voluntary
situations (Y. Lee et al., 2003).

3.2.5 Technology Acceptance Model 2 (TAM2)

Venkatesh and Davis (2000) developed an extension of TAM called TAM2. The
model identified and added antecedents of perceived usefulness based on social
influence and cognitive instrumental processes as shown in Figure 3.4. This was
perhaps in response to some of the limitations of TAM including the nonexistence of
a sound theory and approach to identifying the predictors of perceived ease of use
and perceived usefulness (Bagozzi, 2007). Social influence processes include
subjective norm, voluntariness, and image (Venkatesh & Davis, 2000). Subjective
norm was adapted from TRA and included in TAM2 as a social influence process
that directly influences perceived usefulness and intention. This direct influence of
subjective norm on behavioural intention is based on the assumption that a behaviour
can be performed by an individual if he/she believes that those who are important to
him/her thinks that the behaviour should be performed, even though he/she may not
be favourable toward the behaviour (Venkatesh & Davis, 2000). The impact of
subjective norm on behavioural intention was analysed in some studies depending on
the respondent’s mandatory or voluntary usage. For instance, in a study conducted by
Hartwick and Barki (1994) the respondents were categorized into two groups of
mandatory and voluntary users. The researchers revealed a significant impact of
subjective norm on behavioural intention only in mandatory settings. As a result,
TAM2 posits voluntariness as a moderating variable that moderates the effect of
subjective norm on intention (Venkatesh & Davis, 2000). Voluntariness is viewed as
“the extent to which potential adopters perceive the adoption decision to be non-
mandated” (Agarwal & Prasad, 1997, p. 564).
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Furthermore, TAM2 hypothesizes that subjective norm influences intention
indirectly through perceived usefulness. This relationship is called Internalization
(Venkatesh & Davis, 2000). According to Venkatesh and Davis (2000, p. 189)
internalization is “the process by which, when one perceives that an important
referent thinks one should use a system, one incorporates the referent’s belief into
one’s own belief structure”. Based on this assumption, it is expected that individuals
may form an intention to use a system when they believe that a system is useful on
the basis of suggestion by a superior or co-worker. TAM2 further theorizes an
indirect impact of subjective norm on intention through perceived usefulness
regardless of the context being voluntary or mandatory (Venkatesh & Davis, 2000).
Finally, TAM2 theorizes that subjective norm will have a positive impact on image,
which is defined as “the degree to which use of an innovation is perceived to enhance
one’s image or status in one’s social system” Moore and Benbasat (1991, p. 195). In
detail, TAM2 suggests that subjective norm will have a positive influence on image
because, “if important members of a person’s social group at work believe that he or
she should perform a behaviour”, then his or her status within the group will rise
after performing the behaviour (Venkatesh & Davis, 2000). TAM2 hypothesizes that
image will positively impact perceived usefulness. Image will influence perceived
usefulness if image enhancement leads to perception of improvement in job
performance when the system is used. In addition, experience was added in TAM2 as
moderator of subjective norm-perceived usefulness and subjective norm-intention
relationships (Venkatesh & Davis, 2000). This is to measure the effect of experience
on the social influence processes. Building on prior research, TAM2 suggests that the
influence of subjective norm on behavioural intention for mandatory usage settings
will be stronger before implementation and at early usage, but will become weaker as
experience with the system increases. Likewise, the influence of subjective norm on
perceived usefulness is expected to be weaker as experience increases for both

mandatory and voluntary settings (Venkatesh & Davis, 2000).
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Figure 3-4 Technology Acceptance Model 2 (TAM2) (Venkatesh & Davis, 2000)

Moreover, TAM2 hypothesizes four cognitive instrumental predictors of perceived
usefulness, which are: job relevance, output quality, result demonstrability, and
perceived ease of use. Job relevance is defined as “an individual’s perception
regarding the degree to which the target system is applicable to his or her job”
(Venkatesh & Davis, 2000, p. 191). Individuals may realize the system usefulness if
it can support very important tasks related to their job.Therefore, TAM2 posits that

job relevance will positively affect perceived usefulness.

The second important cognitive instrumental process factor is the perception of
output quality, which refers to “the degree to which an individual believes that the
system performs his or her job tasks well” (Venkatesh & Bala, 2008, p. 277). Output
quality is theorized to positively affect perceived usefulness. The basis of this
relationship was found in a study conducted by Davis, Bagozzi, and Warshaw
(1992).

The third cognitive instrumental process factor is result demonstrability, which refers
to “the tangibility of the results of using the innovation” (Moore and Benbasat (1991,
p. 203). In TAM2, result demonstrability is hypothesized to directly influence
perceived usefulness. Finally, TAM2 hypothesizes that perceived usefulness will be

directly influenced by perceived ease of use. TAM2 maintained perceived ease of use
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and its link with perceived usefulness from TAM (Davis et al., 1989; Venkatesh &
Davis, 2000).

Venkatesh and Davis (2000) conducted four longitudinal studies to test TAMZ2 in
four different organizations. The four longitudinal field studies were categorised into
two sites for mandatory usage and two sites for voluntary usage to allow apparent
evaluation of voluntariness. Measurement was done at three different time intervals
(after initial training, one-month post-implementation, and three-months post-
implementation). Similarly, self-reported usage behaviour was measured at three
different time intervals (one-month post-implementation, three-months post-
implementation, and five-months post-implementation). The findings proved the
capability of the model by presenting its explanatory power for variance in perceived
usefulness as 40%-60% and variance in usage intention as 34%-52%. In addition, the
results supported the developed hypotheses since both social influence and cognitive
instrumental processes have influence on user acceptance. It can also be observed
from the findings that apart from supporting the original TAM relationships,
subjective norm had direct influence on intention moderated by experience and
voluntariness, similarly the impact of subjective norm on perceived usefulness was

significantly moderated by experience.

Although TAM2 was developed to resolve some of the issues with TAM, but still
carries other limitations of TAM. For example, the model does not identify and
explain external variables related to perceived ease of use (Yang, Zhou, Hou, &
Xiang, 2014). Additionally, Wilkins, Holt, and Swatman (2007) argued that TAMZ2 is
also based on the assumption that when an individual forms an intention to act, he or
she can act without limitation, even though in reality factors like unawareness
behaviours, restricted ability and time, and limits of organisational or environmental

will restrict the act of freedom.

3.2.6 Model of Determinants of Perceived Ease of Use

A theoretical framework was proposed by Venkatesh (2000) which presented and
described determinants of perceived ease of use. The motivation of this work was
creating determinants of perceived usefulness in TAM2 in order to understand the
main TAM predictors better. Venkatesh (2000) pointed out that an individual’s
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perceived ease of use in using the system will be developed from the initial stage of
system use until they acquire significant experience. The determinants of system-
specific ease of use perception were conceptualized based on anchoring as well as
adjustment from behavioural decision theory. The theory proposed anchoring and
adjustment as an important “decision making heuristic” that individuals frequently
used (Venkatesh, 2000).

The determinants of perceived ease of use are grouped as either anchors or
adjustments as shown in Figure 3.5. Anchors include variables related to control,
intrinsic motivation, and emotion. The control is categorized into perceptions of
external control or facilitating conditions, and perceptions of internal control
represented by computer self-efficacy. Intrinsic motivation and emotion are
represented as computer playfulness and computer anxiety respectively. These
anchors have significant impact on perceived ease of use especially at the starting of
system use. However, when individual’s experience with the system increases the
adjustments will now have additional influence on perceived ease of use.
Adjustments consist of objective usability and perceived enjoyment (Venkatesh,
2000).

Anchors

Computer
Self-Efficacy [\

Perceptions of
External Control [N\

Perceived

Usefulness \
Behavioural

- Intention to Use
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Ease of Use

Computer
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Computer
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/4
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Perceived |~
Enjoyment

Objective |
Usability

Adjustments

Figure 3-5 Model of Determinants of Perceived Ease of Use (Venkatesh, 2000)
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The perceived ease of use determinants are defined as follows. Computer self-
efficacy is defined as “one’s belief about her/his ability to perform a specific task/job
using a computer” (Venkatesh, 2000, p. 347). Perceptions of external control is “the
degree to which an individual believes that an organizational and technical
infrastructure exists to support use of the system” (Venkatesh, Morris, Davis, &
Davis, 2003, p. 453). Venkatesh (2000, p. 349) defined computer anxiety as “an
individual’s apprehension, or even fear, when she/he is faced with the possibility of
using computers”. According to Webster and Martocchio (1992, p. 204) computer
playfulness is “the degree of cognitive spontaneity in microcomputer interactions”.
Venkatesh (2000, p. 351) defined perceived enjoyment as “the extent to which the
activity of using a specific system is perceived to be enjoyable in its own right, aside
from any performance consequences resulting from system use”. Objective usability
refers to “a construct that allows for a comparison of systems based on the actual
level (rather than perceptions) of effort required to complete specific tasks”
(Venkatesh, 2000, pp. 350-351).

Venkatesh (2000) postulates that the influence of perceptions of external control and
computer self-efficacy remain significant even when the experience increases. On the
contrary, the influence of computer playfulness and computer anxiety will weaken
eventually. Perceived enjoyment and objective usability will have an influence in

formation of perceived ease of use after gaining experience.

Three longitudinal studies were carried out by Venkatesh (2000) to examine the new
model in three different organizations. The system usage was voluntary in all the
three studies. Measurement was done at three different time intervals (after initial
training, one month of use, and three months of use). All the constructs were
measured at the three different time intervals with an exception of objective usability
which was measured after initial training. This was because measuring objective
usability required approximately 45 minutes from the subjects’ time. The study
supported the roles of computer self-efficacy, computer playfulness, facilitating
conditions, computer anxiety that serve as anchors tohelp form perception of ease of
using a new system. It was found that the adjustments (objective usability and
perceived enjoyment) contributed to formation of perceived ease of use when the
experience increased. Finally, the model accounted for 60% of the variance in

perceived ease of use. This was two times the percentage of variance in perceived

63



ease of use in comparison with previous study by Venkatesh and Davis (1996). This
model only identified determinants of perceived ease of use, so it did not resolve
issues of TAM and TAM2 raised in the preceding sections including lack of
explanation for external variables, inability to explain causal relationships, acting
without limitation when intention is formed, and disregard for effect of social factors
on behaviour (Y. Lee et al., 2003; S. Taylor & P. A. Todd, 1995; Wilkins et al.,
2007; Yang et al., 2014).

3.2.7 Technology Acceptance Model 3 (TAM3)

Venkatesh and Bala (2008) proposed a comprehensive version of TAM with a focus
on influence of interventions on acceptance and succesful use of IT. The proposed
model called TAM3, which is presented in Figure 3.6, is a product of merging TAM2
(Venkatesh & Davis, 2000) with the model of the perceived ease of use predictors
(Venkatesh, 2000).

Venkatesh and Bala (2008) categorized the determinants of perceived ease of use and
perceived usefulness into four different groups which are individual differences,
social influence, system characteristics, and facilitating conditions. Individual
differences are “personality and/or demographics (e.g., traits or states of individuals,
gender, and age) that can influence individuals’ perceptions of perceived usefulness
and perceived ease of use” (Venkatesh & Bala, 2008, p. 276). They include computer
self-efficacy, computer anxiety, and computer playfulness from the determinants of
preceived ease of use (Venkatesh, 2000). System characteristics represent “those
salient features of a system that can help individuals develop favorable (or
unfavorable) perceptions regarding the usefulness or ease of use of a system”
(Venkatesh & Bala, 2008, p. 276). System characteristics comprise perceived ease of
use, output quality, job relevance, and result demonstrability. Social influence
“captures various social processes and mechanisms that guide individuals to
formulate perceptions of various aspects of an IT” (Venkatesh & Bala, 2008, p. 276).
Social influence variables are subjective norm and image. Facilitating conditions or
perceptions of external control is “the degree to which an individual believes that
organizational and technical resources exist to support the use of the system”
(Venkatesh & Bala, 2008, p. 279).
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Figure 3-6 Technology Acceptance Model 3 (TAM3) (Venkatesh & Bala, 2008)

Experience and voluntariness are two moderator factors that moderate the
relationships in the TAM3. Venkatesh and Davis (2000) hypothesizedand proved that
experience moderates the subjective norm and behavioural intention relationship, and
the subjective norm and perceived usefulness relationship. VVoluntariness on the other
hand moderates the effect of subjective norm on behavioural intention based on the
type of system usage (mandatory or voluntary) (Venkatesh & Davis, 2000). In
addition, Venkatesh (2000) hypothesized that the impact of computer playfulness on
perceived ease of use becomes weak eventually when experience increases, whereas
the impact of perceived enjoyment and objective usability on perceived ease of use

becomes stronger with increase in experience.

TAM3 does not define a new pattern of relationships between the constructs, but
rather maintains the same pattern with the two models (TAM2 and the model of

determinants of perceived ease of use). Likewise, it suggests that the predictors of
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perceived usefulness have no impact on perceived ease of use. Furthermore, the
predictors of perceived ease of use have no influence on perceived usefulness.
Interestingly, three new relationships moderated by experience were proposed in
TAMBS3, which are the moderating effect of experience on the influence of perceived
ease of use on perceived usefulness; that of computer anxiety on perceived ease of
use; and that of perceived ease of use on behavioural intention. Therefore, for the
new relationships, TAM3 suggests that when experience increases the influence of
perceived ease of use on perceived usefulness will be stronger; computer anxiety on
perceived ease of use will be weaker; as well as perceived ease of use on behavioural
intention will be weaker (Venkatesh & Bala, 2008).

longitudinal studies were conducted by Venkatesh and Bala (2008) to assess and
validate TAM3. Four different organizations were considered for the data collection
using validated items from previous studies. The survey data were collected at three
time intervals: after initial training (T1), 1 month after implementation (T2), and 3
months after implementation (T3). The self-reported usage was measured at the
second and third time interval and 5 months after implementation. Questionnaires
were administered to 200 participants, out of which 156 were the usable responses.
The findings revealed that perceived ease of use, result demonstrability, subjective
norm, and image influenced perceived usefulness. Similarly, as found in TAMZ2, the
interactive impact of job relevance and output quality on perceived usefulness was
found in this study, in such a way that when the output quality increased job

relevance influences on perceived usefulness became higher.

Venkatesh and Bala (2008) further found that experience had a moderating effect on
influence of computer anxiety on perceived ease of use, perceived ease of use on
perceived usefulness, as well as perceived ease of use on behavioural intention as
hypothesized.It was also revealed that perceived ease of use was significantly
determined by computer self-efficacy, perceptions of external control, computer
anxiety, computer playfulness, perceived enjoyment, and objective usability.
Additionally, perceived ease of use and perceived usefulness were found to have
significant influence on behavioural intention with perceived usefulness being the
strongest predictor at all the three time periods, and perceived ease of use only
significant at time 1 and time 2. The three-way interaction between subjective norm,

experience, and voluntariness on behavioural intention was also found to be
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significant in such a way that the influence of subjective norm on behavioural
intention weakenedwhen the experience increased especially in the voluntary setting.
On the other hand, a two-way interaction between subjective norm and voluntariness
showed that the influence of subjective norm on behavioural intention was stronger
in a mandatory setting. Finally, behavioural intention was found to be significant
determinant of use at all points of measurements. The model accounted for 67%,
52%, and 53% of the variance in perceived usefulness, perceived ease of use, and
behavioural intention respectively for the three time intervals when combined.

Additionally, the model explained 35% of the variance in use behaviour.

3.3 Justification for Selecting the Research Model

In the previous sections, the technology adoption theories and models were examined
in order to choose the appropriate model that will help us achieve the objectives of
the study. It is equally important to know that the commonly used models in
technology adoption studies and specifically in cloud computing adoption studies are
TAM, TOE, UTAUT, and DOI (Al-Jabri, 2014; Alharbi, 2012; Cao et al., 2013;
Coursaris et al., 2013; Li & Chang, 2012). Nevertheless, the models were criticized
due to many limitations that were reported in various research. These limitations
include: weak prediction of outcomes that help to improve the rate of innovation
adoption, absence of identifying beliefs that would be appropriate in specific
behaviour, lack of considering the influence of personal control and social factors on
behaviour,lack of causality between the defined factors and inability to provide
essential 1S innovation adoption constructs, and inflexibility to adapt to different
situations (Clarke, 1999; Davis et al., 1989; J. Liu, 2013; Rui, 2007; S. Taylor & P.
A. Todd, 1995).

However, in an effort to improve TAM and address its limitations, the model has
been adapted in various works and three extended versions (TAM2 by Venkatesh
and Davis (2000), model of determinants of perceived ease of use by Venkatesh
(2000), and TAM3 by Venkatesh and Bala (2008)) were proposed and validated.
Thus, TAMS3 is the latest and comprehensive version of the original TAM, which
identifies and describes antecedents of the two main TAM determinants which are
perceived usefulness and perceived ease of use. TAM3 provides valuable insights
into how technology can be adopted and used by categorizing the factors into social
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influence, system characteristics, individual differences, and facilitating conditions
(Al-Gahtani, 2014). In addition, the model has been evaluated and validated across
multiple settings (Agudo-Peregrina, Hernandez-Garcia, & Pascual-Miguel, 2014; Al-
Gahtani, 2014; S. J. Chang & Im, 2014; K. M. Fagih & Jaradat, 2015; Huang, Liu, &
Chang, 2012). For instance, S. J. Chang and Im (2014) developed and evaluated
TAM3-based model in a study that investigates Internet health information seeking
behaviours. They found that perceived usefulness and perceived ease of use have
indirect effect on Internet health information seeking behaviours through behavioural
intention; perceived usefulness mediated the effects of health relevance and
perceived ease of use on behavioural intention; computer self-efficacy, perceptions
of external control, computer anxiety, and perceived enjoyment have indirectly
influenced Internet health information seeking behaviours through perceived ease of
use, and behavioural intention. Finally, Internet health information seeking
behaviours is directly determined by prior experience with Internet use and

behavioural intention.

K. M. Fagih and Jaradat (2015) utilized TAM3 in m-commerce adoption study in
Jordan. Their findings support the impact of perceived ease of use and perceived
usefulness on intention to adopt mobile commerce; the effect of self-efficacy and
perceptions of external control on perceived of ease of use; and the influence of
image and output quality on perceived usefulness. Similarly, Agudo-Peregrina et al.
(2014) investigated factors affecting acceptance of e-Learning systems using TAMS3.
This study supported most of the original TAM3 hypotheses except the path between
computer anxiety, playfulness, and self-efficacy to perceived ease of use; the path
between subjective norm to flexibility and perceived usefulness; the path between
perceived ease of use to intention; and lastly, the path between intention to use

behaviour.

Behrend et al. (2011) studied factors affecting cloud computing adoption in higher
education institutions using TAM3. The study found access to software, ease of
travel to campus, technology anxiety, and reliability as antecedents of perceived
usefulness; personal innovativeness, instructor support, and reliability as
determinants of perceived ease of use; access to software and perceived ease of use
as predictors of actual usage; perceived usefulness and perceived ease of use as

predictors of intention for future use.
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Similarly, Al-Gahtani (2014) empirically investigates the acceptance and
assimilation of e-Learning in Saudi Arabian academic settings using TAM3. The
findings reported a significant influence of image, perceived ease of use, job
relevance, and subjective norm on perceived usefulness; significant influence of
subjective norm on image; significant influence of computer self-efficacy,
perceptions of external control, computer anxiety, and perceived enjoyment on
perceived ease of use; likewise, significant influence of perceived usefulness,
perceived ease of use, and subjective norm on intention to use the e-Learning system.
Likewise, voluntariness was found to moderate subjective norm and intention
relationship to use e-Learning system; output quality significantly moderates the
relationship between job relevance and perceived usefulness; experience moderates
relationships between subjective norm and perceived usefulness, perceived ease of
use and perceived usefulness, perceived enjoyment and perceived ease of use,
subjective norm and intention, and perceived ease of use and intention to use e-
Learning system. The model explained 42%, 45%, and 42% of variance in perceived
usefulness, perceived ease of use, and intention to use the e-Learning system,

respectively.

Therefore, considering the potentials of TAM3 from prior studies and its
comprehensiveness, suitability, validity and reliability in technology adoption studies
in different contexts (Agudo-Peregrina et al., 2014; Al-Gahtani, 2014; Behrend et al.,
2011; K. M. Fagih & Jaradat, 2015; Huang et al., 2012; Venkatesh & Bala, 2008),
TAMBS is selected for this study as an appropriate model for examining factors
influencing cloud computing applications adoption by Saudi Arabian higher
education students. TAM3 considers many important features which are individual
differences, social influence, system characteristics, and facilitating conditions that
contribute to the understanding of factors affecting cloud computing applications
adoption behaviour by university students. Therefore, TAM3 seems to be a suitable
theoretical model for investigating factors affecting cloud computing applications

adoption by Saudi university students.

3.4 Chapter Summary

This chapter critically examined technology adoption theories and models regarding

their strengthsand weaknesses. Each of the models has its own strength and

69



limitations, but generally a researcher will choose a model with minimal limitations
which will better fit his or her study context. Understanding factors related to users’
adoption of a technology is very important. Rejection rate of a technology can be
reduced when factors that influence the adoption are identified and examined.
Therefore, TAM3 is chosen as the research model in this study because it is found to
be comprehensive to examine cloud computing applications adoption by students in

Saudi Arabian higher education institutions.
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Chapter 4. Research Model and Hypotheses

4.1 Introduction

This chapter presents the research model of this studyand explains the model

constructs that constitute the research model with the relevant hypotheses.

4.2 The Research Model

This researchadapted Technology Acceptance Model 3 (TAM3) and extended it to
suit the context of the study in order to accomplish the aim of the study. However,
the research model differs from the original TAM3 in 5 aspects as shown in Figure
4.1.
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Figure 4-1 The research model
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First, trust construct is introduced as a direct determinant of perceived usefulness and
behavioural intention. The integration of trust is as a result of its influence in
technology adoption process as claimed in various studies (Alharbi, 2014; Mary &
Pauline, 2004; P. Pavlou, 2001; P. A. Pavlou, 2003; Van der Schyff & Krauss, 2014).
For instance, Alharbi (2014) found that establishing trust was one of the challenges
facing cloud services adoption by users. Likewise, scholars have identified trust as
one of the key aspects in virtual teams like cloud computing, e-Commerce and e-
Government (Carter & Campbell, 2011; Lai, Kan, & Ulhas, 2013; Li & Chang, 2012;
P. A. Pavlou, 2003).

Second, usage construct is eliminated based on theoretical and empirical evidences
that show direct effect of behavioural intention on technology adoption, and an
established relation between behavioural intention and actual usage from renowned
technology adoption studies (Mathieson, 1991; Venkatesh, 2000). Another rationale
for excluding usage is that, the data for this study is collected cross-sectionally, while
for the usage factor to be measured it requires assessments of users’ beliefs and
attitudes in different time periods. In this case, the choice of intention to measure the
adoption is suitable because it allows the acceptance and beliefs to be assessed
simultaneously (Agarwal & Prasad, 1999). Thus, in this study behavioural intention
is used to assess the cloud services adoption by Saudi Arabian students.

Third, objective usability is omitted because it was typically operationalized in
accordance with keystroke model, which is used to measure the novice-to-expert
ratio of effort. This is achieved by computing time taken to carry out series of tasks
with the system “in an error-free situation” by an expert and compare it with that of a
beginner (Venkatesh, 2000). The cloud application that is used in this study, which is
Google Docs, does not support keystroke model to measure objective usability.
Therefore, the objective usability construct is dropped. Fourth, voluntariness
construct which is a moderator factor in TAM3 is eliminated because of the fact that
the use of cloud services by students is voluntary. Fifth, experience moderator
construct is modified to Internet experience to reflect the context of our study. There
are various studies that have shown the influence of experience on perceived
usefulness and perceived ease of use which as a result influences the behavioural
intention or actual usage of some systems (Agarwal & Prasad, 1999; Jiang, Hsu,
Klein, & Lin, 2000). Thus, considering Internet experience in this study may help
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explain the behavioural intention better since cloud computing applications are
Internet based applications that are more likely to be used by users with Internet

experience.

The research model has 14 constructs and 2 moderators. The constructs are perceived
usefulness, trust, perceived ease of use, behavioural intention, output quality, job
relevance, result demonstrability, self-efficacy, anxiety, perceptions of external
control, playfulness, perceived enjoyment, subjective norm, and image. The
moderator variables are Internet experience and output quality. The details of these

constructs with their relevant hypotheses are presented as follows.

4.2.1 Behavioural Intention (BI)

Behavioural intention is among the variables retained from TRA. It is a dependent
variable in most of technology adoption studies (Huang et al., 2012; Jung, Hwang, &
Ju, 2014; Venkatesh, 2000), although it may sometimes be an independent variable
that determines system use (Davis et al., 1989; Venkatesh & Davis, 2000).
Behavioural intention is defined as “a person’s subjective probability that he will
perform some behaviour” (Fishbein & Ajzen, 1975, p. 288). TRA suggests that a
strong relationship exists between attitude and intention because if an individual has
favourable attitude toward an object, then that individual “will intend to perform
positive behaviours with respect to that object” (Fishbein & Ajzen, 1975, p.
288).This type of relationship exists in the earlier version of TAM, but it was later
removed from the model due to its partial or non-mediating influence on perceived
usefulness-behavioural intention, and perceived ease of use-behavioural intention
relationships (Davis et al., 1989; Davis & Venkatesh, 1996). In a study that
compared TPB, TAM, and DTPB, behavioural intention was found to be the main
direct determinant of usage behaviour (S. Taylor & P. A. Todd, 1995). Since
behavioural intention is the main determinant of actual use, we can say that
behavioural intention is the main factor that determines adoption of a technology.
Hence, students who are willing to adopt cloud computing technology may have high
intention to use the technology. In fact, Davis and Venkatesh (1996) consider

intention as “the single best predictor of actual system usage”.
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It is important to note that, in almost all TAM related studies that use system or
actual use as the main dependent variable, behavioural intention is the only
determinant of actual usage. This implies that it mediates the effect of the remaining
factors on the actual usage. It is confirmed that behavioural intention mediates the
impact of perceived usefulness, perceived ease of use, and subjective norm on usage
behaviour (Venkatesh & Davis, 2000); and perceived usefulness and attitude on
usage behaviour (Davis et al., 1989).Venkatesh and Bala (2008) in TAM3 used
behavioural intention as the determinant of use behaviour which is predicted by
subjective norm, perceived usefulness, and perceived ease of use. Although
behavioural intention was found to be a strong determinant of use behaviour, only
perceived usefulness strongly influenced it at all time periods (T1, T2, and T3).
Perceived ease of use was found to have a significant influence on behavioural
intention only at T1 and T2, while subjective norm had non-significant effect at all
time periods (T1, T2, and T3). Overall, behavioural intention was explained between
40% and 48% of the variance through different time stages. Similarly, Venkatesh and
Davis (2000) hypothesized subjective norm, perceived usefulness, and perceived
ease of use as significant predictors of behavioural intention, and found all the three
relationships significant but the significance of subjective norm was only in

mandatory settings.

On the other hand, several studies found behavioural intention was a good
determinant of technology adoption and use (Huang et al., 2012; Jung et al., 2014;
Venkatesh, 2000). For instance, E. W. Baker, Al-Gahtani, and Hubona (2011)
conducted a study in Saudi Arabia using TAM2 to investigate impact of culture on
technology adoption. They used behavioural intention as the main determinant of
technology adoption and their model explained a reasonable variance in intention to
adopt desktop computers. Also, Al-Gahtani (2014) considered behavioural intention
as a dependent factor in his TAM3 based model that predicted acceptance and
assimilation of e-Learning with 42% of variance explained. Similarly, Li and Chang
(2012) used a multi-theoretical approach to investigate acceptance of cloud
computing by individuals. They combined TAM, TPB, computer learning theories,
and social and economic exchange theories. They used behavioural intention as a
dependent variable to measure the cloud computing applications use. The model
explained 33% of the variance in user’s perceived risk, 48% of the variance in user’s

attitude toward the use of the cloud applications, and 59% of the variance in intention
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to use the cloud computing applications. Use of behavioural intention as a dependent
factor that determines the adoption and use of a technology in the aforementioned
studies is consistent with other studies Huang et al. (2012); Jung et al. (2014); and
Venkatesh (2000).

In this research, behavioural intention is considered as the main determinant
(dependent factor) of cloud applications adoption by Saudi students. Therefore,
behavioural intention is the main dependent factor in this study. The behavioural
intention will be determined by trust, perceived usefulness, subjective norm, and
perceived ease of use. The significant positive relationships between the four
independent factors and behavioural intention will be considered as the influence of
the factors on the adoption of cloud computing applications in higher education

setting by students.

4.2.2 Perceived Usefulness (PU)

There are two main antecedents of behavioural intention to use a technology in
TAM. Perceived usefulness is one of these antecedents. However, in most studies it
is the most influential predictor of behavioural intention (Agudo-Peregrina et al.,
2014; K. M. Fagih & Jaradat, 2015). Its influence can be seen from its direct effect
on behavioural intention besides its indirect impact on behavioural intention through
attitude in the earlier TAM version (Davis et al., 1989). Perceived usefulness is “the
degree to which a person believes that using a particular system would enhance his
or her job performance” (Davis, 1989, p. 320). Specifically, perceived usefulness is
the extent of students’ belief that using cloud applications will improve the
performance of their learning activities. In a study that tested TAM, Davis et al.
(1989) found that perceived usefulness had the strongest influence on intention when
compared with attitude. Similarly, perceived usefulness had a stronger influence on
attitude than perceived ease of use. Hence, perceived usefulness is the strongest
determinant of behavioural intention. This implies that people use a system mainly
due to the fact that they believe their performance will be improved. Perceived
usefulness is usually related to performance since its first conceptualization (Davis,
1989).
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TAM3 proposed job relevance, result demonstrability, perceived ease of use,
subjective norm, and image as the determinants of perceived usefulness (Venkatesh
& Bala, 2008). In addition, Venkatesh and Bala (2008) posited that perceived
usefulness will have direct positive effect on behavioural intention. A similar
hypothesis was also postulated and proved by Venkatesh (2000) and Venkatesh and
Davis (2000) that perceived usefulness had the strongest influence on behavioural
intention at all time periods (T1, T2, and T3) (Venkatesh & Bala, 2008).

There are several studies that support the assumption that perceived usefulness has
more influence on intention to use than perceived ease of use (Y.-C. Lee, 2006;
Sternad & Bobek, 2013). For instance, Agudo-Peregrina et al. (2014) studied factors
affecting e-Learning acceptance using TAMS3. Findings showed that perceived
usefulness had more influence on behavioural intention than perceived ease of use.
This was in line with findings from a study on mobile commerce adoption in Jordan
(K. M. Fagih & Jaradat, 2015). In addition, Al-Gahtani (2014) investigated factors
affecting acceptance and use of e-Learning in academic settings. The results showed
that perceived usefulness had more influence on intention to use. This significant
effect of perceived usefulness was an indication that users were more likely to adopt
a technology mainly because of its functions (Davis, 1989). Therefore, it is expected
that when the students recognize the role of cloud computing applications in
improving their learning and collaborative activities, it will increase the likelihood of
adopting the technology. Hence, perceived usefulness is established as the major
factor that determines students’ behavioural intention to adopt cloud computing
applications in higher educational environment. Thus, we hypothesize the following
hypothesis:

H1. Perceived usefulness will have a positive effect on behavioural intention.

4.2.3 Perceived Ease of Use (PEOU)

In the original TAM, perceived ease of use is the second predictor of attitude after
perceived usefulness. But in the subsequent versions (i.e. without attitude), it is one
of the antecedents of behavioural intention (Venkatesh & Davis, 2000). Perceived
ease of use is “the degree to which a person believes that using a particular system
would be free of effort” (Davis, 1989, p. 320). In this context, it is defined as the
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perception of students on the ease of using, learning, and utilizing the cloud
computing applications. Precisely, the possibility of adopting a technology depends
on how individuals perceive it to be easy to use. Therefore, TAM2 classifies
perceived ease of use as one of the cognitive instrumental processes that influence
behavioural intention. Besides, perceived ease of use is among the predictors of
perceived usefulness (Davis, 1989; Venkatesh & Davis, 2000). According to Davis
(1986), job performance will increase when a system that is easier to use is given to
individuals. The impact of perceived ease of use on intention is so important that it
has a direct link with behavioural intention and indirect through perceived usefulness
(Venkatesh, 2000; Venkatesh & Davis, 2000).

However, various studies were conducted to identify determinants of perceived ease
of use (Venkatesh, 2000; Venkatesh & Davis, 1996). The determinants include:
computer self-efficacy, computer playfulness, perceived enjoyment, perceptions of
external control, objective usability, and hands-on experience (Rose & Fogarty,
2006; Venkatesh, 2000; Venkatesh, Davis, Gorgone, Longenecker, & Miller, 1994).
The determinants of perceived ease of use defined in TAM3 were adopted from
Venkatesh (2000), whichare computer self-efficacy, computer playfulness, computer
anxiety, perceptions of external control, perceived enjoyment, and objective usability
(Venkatesh & Bala, 2008).

In longitudinal field studies conducted by Venkatesh and Bala (2008), perceived ease
of use was found to have significant influence on perceived usefulness at all time
periods (T1, T2, and T3), while perceived ease of use significantly influenced
intention only at T1 and T2. The finding on the influence of perceived ease of use on
perceived usefulness and behavioural intention was consistent with other studies
(Venkatesh, 2000; Venkatesh & Davis, 2000). Likewise, Al-Gahtani (2014) revealed
that perceived ease of use had significant positive influence on perceived usefulness
and behavioural intention. This finding was also supported in K. M. Fagih and
Jaradat (2015). Therefore, we assume that if a cloud computing application is easy to
use, the chance of adopting it by students will be high. Hence, perceived ease of use
is hypothesized as a factor that determines perceived usefulness and students’
behavioural intention to adopt cloud computing applications in higher education

environment. Thus, we propose the following hypotheses:

H2. Perceived ease of use will have a positive effect on behavioural intention.
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H3. Perceived ease of use will have a positive effect on perceived usefulness.

424 Trust (TR)

One of the earlier works on trust was on the influence of trust on a seller’s tough
bargaining strategy (Schurr & Ozanne, 1985). In that study, trust was referred to as
the “belief that a party’s word or promise is reliable and that a party will fulfil his/her
obligations in an exchange relationship” (Schurr & Ozanne, 1985, p. 940). Higher
trust beliefs lead to higher level of agreement, more positive attitude toward the
seller, more positive attitude toward loyalty and fewer rejection of the seller as tough
(Schurr & Ozanne, 1985). Trust is also defined as “the belief that the other party will
behave in a socially responsible manner, and, by so doing, will fulfil the trusting
party’s expectations without taking advantage of its vulnerabilities” (P. A. Pavlou,
2003, p. 106). McKnight and Chervany (2002, p. 37) also defined trust as “beliefs
regarding various attributes of the other party, such as fairness, goodness, strength,
ability, benevolence, honesty, and predictability”. Carter and Weerakkody (2008)
further reported based on literature that trust is usually formed when a user has faith
in the service provider and the medium that conveys the service. This is evident from
studies of K. M. S. Faqgih (2011) and Kaasinen (2005) that showed the effect of trust

on users’ decision to use a technology.

In fact, trust has been defined in many ways and the reason for these variances is
either due to ambiguity of the word, perception of trust from different perspectives,
or expressing trust to fit a particular type of research (McKnight & Chervany, 2002).
However, its definitions are usually related to integrity, honesty, competence,
benevolence and dependability (Gefen, Karahanna, & Straub, 2003; McKnight &
Chervany, 2002). Moreover, McKnight and Chervany (2002) had the impression that
security and risk should be part of trust definition. They suggested adding “with a
feeling of relative security in a situation of risk” to the definition of trust (McKnight
& Chervany, 2002). This was consistent with various studies that linked trust with
security, risk, and privacy (Khan & Malluhi, 2010).

Additionally, previous studies established a strong relationship between trust and
TAM constructs especially in online activities. For example, Gefen et al. (2003)

added trust to TAM in order to examine the influence of trust on perceived
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usefulness and intention to use Business-to-Consumer (B2C) website. Thisstudy
found that trust was the major determinant of intention after perceived usefulness. It
also had a significant influence on informing usefulness perception. The study

supported the influence of trust in online environments.

Similarly, P. A. Pavlou (2003) integrated trust and perceived risk into TAM to
predict consumer e-Commerce acceptance. The integration of these variables was
due to reported uncertainties and risks that surrounded the e-Commerce environment
such as risk of monetary loss and risk related to privacy as a result of misusing
customers’ personal information. Two empirical studies were conducted in order to
test the proposed model. The impact of trust on behavioural intention in both studies
were significant, but it was weaker in the first study perhaps as a result of indirect
effect through perceived usefulness. In the second study, trust was the most
significant determinant of intention. In addition, trust had a strong positive influence
on perceived usefulness in both studies. This supported the assumption that trust had

a significant effect on consumer behavioural intention.

Moreover, Wu, Zhao, Zhu, Tan, and Zheng (2011) conducted a meta-analysis of the
impact of trust on TAM. The meta-analysis considered 136 studies, wheretrust was
found to have significant effect on perceived usefulness, perceived ease of use,
attitude, and behavioural intention. Trust and perceived usefulness relationship was
considered in 44 studies and a significant positive correlation was found in all
studies. In addition, out of the 42 studies that assumed trust and perceived ease of use
relationship, a significant positive correlation was found in 40 of them, a significant
negative correlation was found in one study, and a non-significant correlation was
found in the other study. For the trust and behavioural intention relationship, out of
the 41 studies that hypothesized the relationship, 40 of them found significant
positive correlation and only one found a non-significant correlation. Finally, only 18
studies suggesteda relationship between trust and attitude, and all studies reported a
significant positive correlation. This study supported the significance of trust in

technology adoption.

In fact, trust is usually included in studies associated with online activities like
transaction, because people engaged in an online transaction do not physically see
each other (Gefen et al., 2003). Therefore, in situations where uncertainty may be

involved, trust is essential since it is one of the qualities required for the economic
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and social interactions (Gefen et al., 2003; P. A. Pavlou, 2003). This is the case in
cloud computing where the uncertainty is high due to lack of standards, regulations
and complexity of the cloud technology (Quynh, Heales, and Xu (2014). Thereby,
trust concerns remain a key issue in the adoption of cloud computing and many
studies reported that lack of trust can hinder the adoption of cloud services (Okai et
al., 2014).

Khan and Malluhi (2010, p. 20) referred to trust as “an act of faith; confidence and
reliance in something that’s expected to behave or deliver as promised”. Control,
ownership, prevention, accountability, reputation, auditability, personal perception,
structural assurance, and security are some of the identified issues related to trust
(Khan & Malluhi, 2010; Ko et al., 2011; Quynh et al., 2014). Thus, in this study trust
refers to students’ belief, confidence, and reliance in cloud computing applications
and their providers. It is assumed that when students perceived or recognized the
cloud applications as secure, confidential, and trustworthy, they will adopt them.
Therefore, we anticipate trust to have an impact on students’ perceived usefulness of
the cloud applications and intention to adopt the cloud computing applications.

Hence, the following hypotheses are proposed:

H4. Trust will have a positive effect on behavioural intention.

H5. Trust will have a positive effect on perceived usefulness.

4.2.5 Subjective Norm (SN)

This is one of the social influence processes factors that was adopted from TRA in
TAM2. The factor was also adopted into TAM3 from TAM2. Subjective norm is
defined as “a person’s perception that most people who are important to him think he
should or should not perform the behaviour in question” (Fishbein & Ajzen, 1975, p.
302). In this study subjective norm is defined as the perception of students that their

instructors or peers think they should use the cloud computing applications.

Subjective norm appears in TRA and TPB as antecedent of behavioural intention
(Ajzen, 1991; Fishbein & Ajzen, 1975). This is because it is assumed that an
individual may decide to perform a behaviour if he/she believes that individuals who
are important to him/her think he/she should perform the behaviour, even though
he/she is not favourable toward the behaviour. Although prior studies obtain
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insignificant results for this relationship (Davis et al., 1989; Mathieson, 1991), it still
appears in TAM2 and TAM3 because of the need to examine the “impact of social
influences on usage behaviour” (Davis et al., 1989, p. 999). TAM2 proposesthe
relationships between subjective norm and perceived usefulness, subjective norm and
image, and subjective norm and intention. In the first case, subjective norm will have
an indirect influence on intention via perceived usefulness. According to Venkatesh
and Davis (2000, p. 189) this is based on the concept of internalization which implies
a situation whereby “a superior or co-worker suggests that a particular system might
be useful, a person may come to believe that it actually is useful, and in turn form an
intention to use it”. In the second case, the influence of subjective norm on image is
based on identification because “if important members of a person’s social group at
work believe that he or she should perform a behaviour (e.g., using a system), then
performing it will tend to elevate his or her standing within the group” (Venkatesh &
Davis, 2000, p. 189). Furthermore, TAM2 assumes that the influence of subjective
norm on behavioural intention and perceived usefulness decreases when experience
increases over time. The influence of subjective norm let people form an intention
based on the opinion of others, but after using the system for sometime users may
now realize the strengths and weaknesses of the system. In this situation subjective
norm impacts on perceived usefulness and behavioural intention may decline
(Venkatesh & Davis, 2000).

S. Taylor and P. Todd (1995) investigated the impact of subjective norm on intention
and found it significant for both experience and inexperience groups, but it was
stronger for the inexperience group. This result contradictedwith the findings by
Mathieson (1991) thatsubjective norm had an insignificant influence on intention.
However, Venkatesh and Davis (2000) found that subjective norm was a significant
determinant of perceived usefulness at the T1 and T2 stages but its effect decreased
after users gained experience. On the other hand, the influence of subjective norm on
behavioural intention was significant at bothT1 and T2 stages in mandatory settings,
while the effect was not significant in voluntary settings. In addition, subjective norm
had a significant influence on image. Furthermore, the result of the significant
positive effect of subjective norm on perceived usefulness was also supported
byVenkatesh and Bala (2008). Similarly, Al-Gahtani (2014) found a significant
impact of subjective norm on image, perceived usefulness, and behavioural intention.

Interestingly, unlike in previous studies, subjective norm was significant in voluntary
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settings as well, and it was the second strongest predictor of behavioural intention
(Al-Gahtani, 2014). Therefore, we anticipate subjective norm to have an impact on
students’ perceived usefulness of the cloud applications, students’ image as well as
theirintention to adopt cloud applications. Hence, we suggest the following
hypotheses based on the previous studies.

H6. Subjective norm will have a direct positive effect on behavioural intention.
H7. Subjective norm will have a positive effect on perceived usefulness.

H8. Subjective norm will have a positive effect on image.

4.2.6 Image (IMG)

This is the second social influence process factor that TAM3 adopted from TAM2.
Moore and Benbasat (1991, p. 195) defined it as “the degree to which use of an
innovation is perceived to enhance one’s status in one’s social system”. Thus, image
is the extent of students’ belief that using the cloud applications will result in
elevating their status in the academic environment. The influence of subjective norm
on image is called identification (Venkatesh & Davis, 2000). The identification effect
in TAMZ2 is determined by the influence of image on perceived usefulness as well as
the influence of subjective norm on image. The assumption that subjective norm will
affect perceived usefulness via image is that people tend to be more productive as
their status elevates as a result of performing a behaviour and influence of others
(Venkatesh & Bala, 2008; Venkatesh & Davis, 2000).

Venkatesh and Davis (2000) conducted longitudinal studies in four organizations and
investigated the influence of image on perceived usefulness in mandatory and
voluntary settings. They found that image had a significant effect on perceived
usefulness at all different time stages (T1, T2, and T3); and the influence was
stronger in mandatory settings. Similar findings were reported in another longitudinal
studies by Venkatesh and Bala (2008). In addition, studies by Al-Gahtani (2014) in
e-Learning context, and K. M. Fagih and Jaradat (2015) in m-commerce context
supported the influence of image on perceived usefulness. In this research, it is
anticipated that the perception of usefulness of the cloud applications will be
influenced by the students who believe that using the cloud applications will enhance

their status in the university. Therefore, we propose the following hypothesis:
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H9. Image will have a positive effect on perceived usefulness.

4.2.7 Job Relevance (REL)

Job relevance is one of the cognitive instrumental processes identified in TAM2 that
influence perceived usefulness (Venkatesh & Davis, 2000). It is defined as “an
individual’s perception regarding the degree to which the target system is applicable
to his or her job” (Venkatesh & Davis, 2000, p. 191). Job relevance takes into
account the significance of the tasks that can be accomplished by the system relevant
to one’s job or responsibility (Venkatesh & Davis, 2000). TAM2 posits that job
relevance will positively influence perceived usefulness. In this context, we will
consider job relevance as study relevance. It can be rearticulated as students’
perception on the extent to which the cloud computing applications are relevant to

their learning related activities and collaborative works.

It is empirically proved by Venkatesh and Davis (2000) that job relevance has a
significant effect on perceived usefulness. Al-Gahtani (2014) also found a similar
result. In another similar study, Agudo-Peregrina et al. (2014) revealed a significant
influence of relevance for learning on perceived usefulness. Amazingly, relevance
for learning is the most significant determinant of perceived usefulness in this study.
Health relevance is an important predictor of perceived usefulness as shown in a
study that investigated Internet health information seeking behaviours (S. J. Chang &
Im, 2014). Thus, it is assumed that the relevance of cloud computing applications to
students learning activities and collaborative works will influence the adoption of the
cloud applications by students. Hence, it is expected that job relevance will be one of
the predictors of perceived usefulness as postulated below:

H10. Job relevance will have a positive effect on perceived usefulness.

4.2.8 Output Quality (OUT)

Output quality was introduced to TAM by Dauvis et al. (1992) when investigating the
influence of perceived enjoyment on usage intention. Later, Venkatesh and Davis
(2000) added it as anantecedent of perceived usefulness due to various suggestions
on its influence on adoption process. Output quality is defined as “the degree to
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which an individual believes that the system performs his or her job tasks well”
(Venkatesh & Bala, 2008, p. 277). In this study output quality can be defined as the
degree to which the students believe that the cloud computing applications are
effective in performing the learning activities and other collaborative tasks better.
This refers to the outcomes of using the cloud applications. In this regard, Venkatesh
and Davis (2000) proposed that when various systems are presented to potential
users, the system that delivers the highest output quality will be chosen. This implies
that if the cloud computing applications produce high output quality, then the
students will have the impression that the cloud applications will help them complete
their study, learning, and collaborative related tasks. Hence, output quality is an
essential requirement for cloud computing applications adoption. According to Davis
et al. (1992) output quality can be assessed by examining the intermediate or final
products of using the system.

There are empirical evidences that support the relationship between output quality
and perceived usefulness. For instance, Davis et al. (1992) examined the influence of
perceived enjoyment on intention to use computers and found output quality had a
significant effect on perceived usefulness. Likewise, Mather, Caputi, and Jayasuriya
(2002) proposed two TAM2-based models to investigate user satisfaction of an
incident reporting system. They found that output quality had a significant effect on
perceived usefulness in one study and a non-significant effect on the other. However,
TAM2 found a strong two-way interaction effect between job relevance and output
quality on perceived usefulness for all time periods. This effect was also tested in
TAM3 and found significant,implying that the influence of job relevance on
perceived usefulness will be stronger if output quality increases. In addition, Al-
Gahtani (2014) reported that output quality moderated the effect of job relevance on
perceived usefulness in a way that the effect of job relevance was stronger with the
increase in output quality. It is believed that when students perceive the high output
quality of the cloud computing application, they tend do adopt it. Hence, we posit
output quality as a cognitive instrumental process factor that will influence perceived
usefulness, and moderate the relationship between job relevance and perceived
usefulness as hypothesized below:

H11. Output quality will have a positive effect on perceived usefulness.
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H12.Output quality will moderate the relationship between job relevance and

perceived usefulness.

4.2.9 Result Demonstrability (RES)

This is a cognitive instrumental process that predicts perceived usefulness as reported
in TAM2 (Venkatesh & Davis, 2000). Venkatesh and Bala (2008, p. 277) defined
result demonstrability as “the degree to which an individual believes that the results
of using a system are tangible, observable, and communicable”. This construct
captures the visibility and communicability of the results of using an innovation
(Moore & Benbasat, 1991). This indicates that the more visible the result of an
innovation, the higher the possibility of perceiving the innovation as useful by
individuals, which stands a high chance of being adopted (Moore & Benbasat, 1991;
Venkatesh & Davis, 2000). Therefore, in this context result demonstrability can be
viewed as the extent of students’ beliefs that the result of using cloud computing
applications is tangible, observable, and communicable. In TAM2, a strong positive
correlation was found between result demonstrability and perceived usefulness at all
time periods as hypothesized, which established result demonstrability as a predictor
of perceived usefulness (Venkatesh & Davis, 2000). This hypothesis was also
adopted and validated in TAM3 (Venkatesh & Bala, 2008). Likewise, Huang et al.
(2012) found result demonstrability was a significant factor which directly impacted
perceived usefulness. It is believed that the perception of students on the usefulness
of cloud computing applications will increase when they can discriminate the result

of using the cloud applications easily. Therefore, we posit the following hypothesis:

H13. Result demonstrability will have a positive effect on perceived usefulness.

4.2.10 Self-Efficacy (SE)

Computer self-efficacy is defined as “the degree to which an individual believes that
he or she has the ability to perform a specific task/job using the computer”
(Venkatesh & Bala, 2008, p. 279). This variable was introduced into TAM as part of
anchors during the formation of ease of use perception (Venkatesh, 2000). Computer
self-efficacy is also considered as an internal control variable that is required when
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performing a behaviour (Venkatesh, 2000). This concept originated from perceived
self-efficacy which Bandura (1982, p. 122) defined it as a concept that “is concerned
with judgments of how well one can execute courses of action required to deal with
prospective situations”. According to Venkatesh and Davis (1996), there are both
theoretical and practical bases for the relationship between perceived ease of use and
self-efficacy. Practically, it is assumed that most people have a basic knowledge of
computer or IT usage in one way or the other, so a user has the ability to use ICT in
general (Venkatesh & Davis, 1996). With this assumption, users are able to imagine
how easy a particular technology is regardless of having or not having knowledge
about that particular technology. So, self-efficacy is regarded as a user’s ability to
utilize a particular technology to perform his/her tasks. In this context, self-efficacy
refers to students’ confidence in their ability to use cloud computing applications for
learning and other collaborative works.

The impact of computer self-efficacy on perceived ease of use was examined by
Venkatesh (2000) in three longitudinal studies. The studies established computer
self-efficacy as one of the anchors that helped realize the perceived ease of using a
new system. Likewise, findings from longitudinal studies by Venkatesh and Bala
(2008) revealed that computer self-efficacy significantly influencedperceived ease of
use at all points of measurement, whichsupported earlier findings that described
computer-self-efficacy as an important predictor of perceived ease of use. On the
other hand, Agarwal and Karahanna (2000) revealed that computer self-efficacy was
a predictor of perceived usefulness. In this respect, Venkatesh and Bala (2008)
argued that although the impact of computer self-efficacy on perceived usefulness
reported in Agarwal and Karahanna (2000) was weak, the presence of social and
cognitive variables will subsequently weaken the influence. Venkatesh (2000) further
claimed that perceived ease of use mediated the impact of computer self-efficacy on

behavioural intention.

Computer self-efficacy has been linked to perceived ease of using various
technologies in different domains. For instance, Al-Gahtani (2014) found computer
self-efficacy a significant predictor of perceived ease of use in e-Learning
environment. K. M. Fagih and Jaradat (2015) concluded that improving self-efficacy
will increase the perception of ease of using m-commerce by customers. Also in

healthcare settings, S. J. Chang and Im (2014) identified computer self-efficacy as
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one of the factors that had an indirect influence on Internet health information

seeking behaviour through perceived ease of use.

Therefore, it is believed that when students are confident in their ability to use the
cloud computing applications especially for learning and collaborative works, they
have better tendency of adopting the cloud applications. Hence, it is hypothesized
that self-efficacy will influence students’ perceived ease of using cloud applications

as follows:

H14. Self-efficacy will have a positive effect on perceived ease of use.

4.2.11 Perceptions of External Control (PEC)

This is an external control factor that predicts perceived ease of use (Venkatesh,
2000). Perceptions of external control (facilitating conditions) refers to “the degree to
which an individual believes that an organizational and technical infrastructure exists
to support use of the system” (Venkatesh et al., 2003, p. 453). In the context of cloud
computing services adoption by students, perceptions of external control can be
defined as the perception of students on the available resources in the university such
as Internet, computer devices, support, and infrastructures that are required to use the
cloud computing services. Although control in general has been discussed in various
technology acceptance studies (Mathieson, 1991; S. Taylor & P. A. Todd, 1995), it
was introduced into TAM by Venkatesh (2000) as one of the anchors that determine
perceived ease of use.

Venkatesh and Bala (2008) confirmed the effect of perceptions of external control on
perceived ease of use in their longitudinal studies. Consistent with VVenkatesh (2000),
they found the influence was significant at all measurement points. Various studies
have demonstrated the function of perceptions of external control on perceived ease
of use. For instance, Agudo-Peregrina et al. (2014) in their e-Learning related study
found that perceptions of external control significantly influenced perceived ease of
use. Similarly, Al-Gahtani (2014) showed the influence of perceptions of external
control on perceived ease of use in his empirical study. The impact of perceptions of
external control on perceived ease of use was even emphasized in a m-commerce
study (K. M. Faqgih & Jaradat, 2015).
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It is expected that when the students believe that the university has the available
resources required to use cloud computing applications, they will adopt the cloud
applications easily. Based on the studies that reported the role of perceptions of
external control in technology adoption, we believe that perceptions of external
control of the students will influence perceived ease of use. Thus, we posit that:

H15. Perceptions of external control will have a positive effect on perceived ease of

use.

4.2.12 Anxiety (ANX)

Computer anxiety is another anchor variable related to emotion that determines
perceived ease of using a technology (Venkatesh, 2000). According to Venkatesh
(2000, p. 349), computer anxiety refers to “an individual’s apprehension, or even
fear, when she/he is faced with the possibility of using computers”. This relates to
negative reaction of users toward using a computer. Although computer anxiety has
been widely investigated in psychology and IS studies prior to its integration into
TAM (A. A. Anderson, 1996; Elasmar & Carter, 1996; Howard & Smith, 1986;
Igbaria & Chakrabarti, 1990), Venkatesh (2000) felt the need to study it in order to
see if its role is still relevant despite computers being almost everywhere. Anxiety,
when is relatedtothe context of our study, can be considered as the degree of
students’ worry or fear when they are facing the possibility of using cloud computing
services. The presence of anxiety, which is an unpleasant emotional situation among
students, may result in developing unfavourable perception toward adoption and use
of the cloud computing services. This may be a result of lack of computer skills, or

preference for other conventional ways of learning, sharing, or collaboration.

TAMS3 adopted the hypothesis that computer anxiety will have a negative influence
on perceived ease of use from Venkatesh (2000). The hypothesis was proved at all
the measurement points where computer anxiety had a significant negative effect on
perceived ease of use. This supported the findings of Venkatesh (2000) which were
later confirmed by Al-Gahtani (2014) in e-Learning context. Several studies
demonstrated that computer anxiety was a determinant of perceived ease of use.
Thus, it is expected that the presence of unpleasant emotional situation or worry

among students will prevent them from using the cloud computing applications.
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Therefore, this study proposes that anxiety will have a negative impact on students’

perceived ease of using cloud applications. Therefore, we hypothesize that:

H16. Anxiety will have a negative effect on perceived ease of use.

4.2.13 Playfulness (PLAY)

This is another anchor factor related to intrinsic motivation that determines perceived
ease of use (Venkatesh, 2000). Motivation is classified into extrinsic and intrinsic
(Venkatesh, 2000). The extrinsic motivation is a need to carry out a behaviour to
achieve particular goals or rewards, whereas intrinsic motivation concerns with
perception of satisfaction and pleasure that can be gainedwhena behaviour is
performed (Venkatesh, 2000). Thus, computer playfulness is related to intrinsic
motivation, which is defined as “the degree of cognitive spontaneity in
microcomputer interactions” (Webster & Martocchio, 1992, p. 204). Venkatesh
(2000) observed that playfulness may not necessarily mean fun only, but it captures
other aspects like exploration, discovery, curiosity and challenge. Therefore, in this
study playfulness can be referred to as the extent to which the students will feel

playful, spontaneous, and creative when using cloud computing applications.

Venkatesh (2000) assessed the role of antecedents of perceived ease of use, including
playfulness and the findings revealed that computer playfulness had a significant
impact on perceived ease of use. The influence of computer playfulness on perceived
ease of use was further examined by Venkatesh and Bala (2008), and the effect was
found to be significant at all the three measurements points. Therefore, it is believed
that when students perceive that they will feel playful, spontaneous, and creative
when using cloud computing applications, there is a chance that the students will find

the cloud applications easy to use. Consequently, we propose that:

H17. Playfulness will have a positive effect on perceived ease of use.

4.2.14 Perceived Enjoyment (ENJ)

This is the only adjustment variable adopted from TAM3. Venkatesh (2000, p. 351)
defined perceived enjoyment as the degree to which “the activity of using a specific

system is perceived to be enjoyable in its own right, aside from any performance
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consequences resulting from system use”. Study of enjoyment related to computer
use started from the context of computer games, but later researchers decided to find
out if it can be applied to computer usage in workplace (Davis et al., 1992). In this
study, it can be regarded as the degree in which the use of the cloud computing
applications is perceived by students as enjoyable in its own right regardless of any
performance consequences resulted from system use. The influence of perceived
enjoyment on technology adoption has been extensively researched (Davis et al.,
1992). An empirical study that investigatedthe relationship between perceived
enjoyment and perceived ease of use was conducted by Sun and Zhang (2006). The
study reported that the paths from perceived enjoyment to perceived ease of use, and
from perceived ease of use to perceived enjoyment were both proposed and
confirmed, but the path from perceived enjoyment to perceived ease of use was more
dominant than the other. C. Anderson, Al-Gahtani, and Hubona (2008) investigated
the influence of TAM antecedents in Saudi Arabia setting. They found perceived
enjoyment as one of the important predictors of perceived ease of use. Likewise,
Venkatesh and Bala (2008) in their longitudinal studies found a non-significant
influence of perceived enjoyment on perceived ease of use at T1, but the effect was
later significant at T2, and T3. Similar findings were reported by Al-Gahtani (2014)
as he found it significant in his study in e-Learning context. Therefore, it is assumed
that the perception of the students on the ease of using cloud computing applications
will increase when they perceive the use of the cloud applications as enjoyable. Thus,
we theorize that:

H18. Perceived enjoyment will have a positive effect on perceived ease of use.

4.2.15 The Moderating Variable: Internet Experience (IE)

User experience is defined as “a term used to describe the overall experience and
satisfaction a user has when using a product or system” (Law, Roto, Vermeeren,
Kort, & Hassenzahl, 2008, p. 2397). Therefore, information on the simplicity or
difficulty of a system would be known by the user as hands-on experience with a
system increases (Venkatesh and Bala (2008). There are several studies that reported
the significance of experience in technology adoption (Liao & Lu, 2008). For
example, S. Taylor and P. Todd (1995) investigated the factors that may influence
users’ intention to use an IT system. The study found differences in the effect of
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usage determinants (behavioural intention and perceived behavioural control) based
on the experience. Likewise, Oh, Ahn, and Kim (2003) found experience as a good

determinant of perceived usefulness and perceived ease of use.

In this study, experience is modified into Internet experience as a moderating
variable. Moderator is referred to a variable “which systematically modifies either
the form and/or strength of the relationship between a predictor and a criterion
variable” (Sharma, Durand, & Gur-Arie, 1981, p. 291). Internet experience is
described as “the extent of a person’s experience to perform specific tasks using the
Internet” (Alenezi, Karim, Malek, & Veloo, 2010, p. 25). Findings from existing
technology adoption studies suggest incorporating Internet experience into models
that are used to assess online services adoption by users, due to its impact on attitude
and intention to use such services (Nysveen & Pedersen, 2004; Varma Citrin, Sprott,
Silverman, & Stem Jr, 2000). In most of the e-Services studies, users with high
Internet experience were usually found to have positive attitude toward adopting and
using the e-Services (Al-Harbi, 2010; Al-Sobhi, 2011).

Venkatesh and Davis (2000) suggested measuring the influence of experience of
using a system on the social influence process. Therefore, they proposed that the
influence of subjective norm on intentions for mandatory usage settings will be
stronger before implementation and during early usage, but will become weaker as
experience with the system increases. Likewise, the effect of subjective norm on
perceived usefulness is expected to be weaker as experience increases. Further,
Venkatesh (2000) proposed that the impact of computer playfulness on perceived
ease of use becomes weak eventually when experience increases,whereas the impact
of perceived enjoyment on perceived ease of use becomes stronger with increase in

experience.

In addition, TAMS3 proposes three new relationships, which are the moderating effect
of experience on the influence of perceived ease of use on perceived usefulness, the
moderating effect of experience on the influence of computer anxiety on perceived
ease of use, and the moderating effect of experience on the influence of perceived
ease of use on behavioural intention. In more detail, TAM3 suggests that when
experience increases the influence of perceived ease of use on perceived usefulness

will be stronger; with the increase in experience the effect of computer anxiety on
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perceived ease of use will be weaker; also when experience increases the impact of

perceived ease of use on intention becomes weaker (Venkatesh & Bala, 2008).

Venkatesh and Bala (2008) tested all hypotheses associated with experience and
found that experience had a moderating effect on the relationship between subjective
norm and perceived usefulness, in such a way that the effect reduces as the
experience increases. Experience had a moderating influence on perceived ease of
use and perceived usefulness relationship, in a way that when experience increases
the impact becomes stronger. Experience had a moderating influence on computer
anxiety and perceived ease of use relationship, in which the influence will diminish
when experience increases. Experience had a moderating effect on computer
playfulness and perceived ease of use relationship, such that the influence will
diminish with increase in experience. Experience had a moderating influence on
perceived enjoyment and perceived ease of use relationship, such that the effect
becomes stronger when the experience increases. Experience had a moderating effect
on perceived ease of use and behavioural intention relationship, in a way that when
experience increases the effect declines. Finally, experience had no moderating
impact on the relationship between subjective norm and behavioural intention. The
finding related to the effect of experience on subjective norm and perceived
usefulness relationship is in line with the study of Venkatesh and Davis (2000). The
results imply that experience plays a significant role in IT adoption process, since
high level experience is associated with positive attitude toward adopting and using a

technology.

Similarly, Al-Gahtani (2014) evaluated seven out of the eight TAM3 hypotheses
moderated by experience and he found five of them significant. The excluded
hypothesis was the moderating effect of experience on objective usability and
perceived ease of use relationship. The five significant relationships that are
moderated by experience are the effect of subjective norm on both behavioural
intention and perceived usefulness; the effect of perceived ease of use on both
behavioural intention and perceived usefulness; and the effect of perceived
enjoyment on perceived ease of use. Likewise, Huang et al. (2012) conducted a study
on adopting data mining tools using TAM3 and hypothesized that experience
moderates computer anxiety and perceived ease of use relationship, computer

playfulness and perceived ease of use relationship, perceived ease of use and
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perceived usefulness relationship, as well as perceived ease of use and behavioural
intention relationship. Among these four relationships, experience moderates only

perceived ease of use and behavioural intention relationship.

Internet experience is incorporated into our proposed model because cloud
computing applications considered in this study are Internet-based applications.
Therefore, students with higher Internet experience are likely more skilful in using
such applications. Consequently, Internet experience is considered in this research as
a variable that moderates the same relationships that were proposed in TAM3 by
Venkatesh and Bala (2008) excluding objective usability and perceived ease of use
relationship as the objective usability factor is excluded in this study. Therefore, we
posit the following hypotheses:

H19a: The impact of perceived ease of use on perceived usefulness will be
moderated by Internet experience, in which the impact of perceived ease of use will

increase with greater Internet experience.

H19b: The impact of perceived ease of use on behavioural intention will be
moderated by Internet experience, in which the impact of perceived ease of use will

decrease with greater Internet experience.

H19c: The impact of subjective norm on perceived usefulness will be moderated by
Internet experience, in which the impact of subjective norm will decrease with

greater Internet experience.

H19d: The impact of subjective norm on behavioural intention will be moderated by
Internet experience, in which the impact of subjective norm will decrease with

greater Internet experience.

H19e: The impact of anxiety on perceived ease of use will be moderated by Internet
experience, in which the impact of anxiety will decrease with greater Internet

experience.

H19f: The impact of playfulness on perceived ease of use will be moderated by
Internet experience, in which the impact of playfulness will decrease with greater

Internet experience.
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H19g: The impact of perceived enjoyment on perceived ease of use will be
moderated by Internet experience, in which the impact of perceived enjoyment will

increase with greater Internet experience.

4.3 Chapter Summary

This chapter presented the research model of this study which is based on TAM3.
TAM3 is selected in this study as the theoretical foundation model because it is
considered as a comprehensive version of TAM. In addtion, this chapter presentedthe
differences between the research model and original TAM3 which are: (a) trust
construct is introduced in the research model as a direct determinant of perceived
usefulness and behavioural intention, (b) usage, voluntariness and objective usability
constructs are not considered in the research model, and (c) experience moderator
construct is modified to Internet experience. Consequently, the research model has
14 constructs and 2 moderators. The constructs are behavioural intention, perceived
usefulness, perceived ease of use, trust, subjective norm, image, output quality, job
relevance, result demonstrability, anxiety, self-efficacy, playfulness, perceptions of
external control, and perceived enjoyment. The moderator variables are Internet

experience and output quality.
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Chapter 5: Research Methodology

5.1 Introduction

This chapter provides an overview of the research concept and paradigms, as well as
research approaches. The chapter also discusses the research design and strategies. In
addition, the chapter highlights the research design adopted in this study. The chapter
also presents the study setting followed by the population and sample of the study.
Furthermore, the chapter also discusses the data collection and analysis techniques,
as well as reliability and validity of the instrument and focus group. Finally, the

chapter presents the ethical issues relating to conducting the research.

5.2 Research Concept and Paradigms

According to Kothari (2004, p. 1) research is “a scientific and systematic search for
pertinent information on a specific topic”. Similarly, Sekaran (2003, p. 3) defined
research as “the process of finding solutions to a problem after a thorough study and
analysis of the situational factors”. However, research paradigm is referred to as a
view or belief of what a research topicis, it also describes different approaches to
research (Michel, 2008). In this essence, paradigms give directions to researchers on
how to conduct research (Michel, 2008). Paradigm is “a way of examining social
phenomena from which particular understandings of these phenomena can be gained
and explanations attempted” (Saunders, Lewis, & Thornhill, 2007, p. 112). Willis
(2007, p. 8) defined paradigm as “a comprehensive belief system, world view, or
framework that guides research and practice in a field”. There are three
classifications of research paradigms which are positivism, critical theory, and
interpretivism (Neuman, 2007; Willis, 2007). These categories and naming vary from
scholar to scholar (Willis, 2007). However, the positivism, critical theory, and
interpretivism are the three widely reported paradigms (Neuman, 2007). E. G. Guba
and Lincoln (1994) and Willis (2007) expressed that paradigms are characterised
based on some assumptions of fundamental issues such as ontology, epistemology,
and methodology. The assumptions provide the complete view of how knowledge is
perceived, how we view ourselves related to the knowledge, and how we discover
knowledge (Scotland, 2012).
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Ontology — is concerned with the philosophy of existence and various beliefs and
positions of what is real and what is not (E. G. Guba & Lincoln, 1994; Saunders,
Lewis, & Thornhill, 2009; Willis, 2007). Lincoln, Lynham, and Guba (2011, p. 102)
defined ontology as “the worldviews and assumptions in which researchers operate
in their search for new knowledge”. Ontological positions can be materialism,
idealism or metaphysical subjectivism. In a materialist ontological belief, only
physical things are real. So, they do not believe in things that are not physical like
spirit. According to idealist position, “reality is mental and spiritual rather than
material” (Willis, 2007, p. 9). Finally, metaphysical subjectivist claimed that reality
is only created by perception (what we perceive in our senses); therefore, there is no
other reality except what is in our heads (Willis, 2007). Ontological questions
include what is the nature and form of reality (E. G. Guba & Lincoln, 1994; Lincoln
etal., 2011).

Epistemology — The word “epistemology” is originated from Greek word
“episteme” which denotes “knowledge” (Willis, 2007). Epistemology is “the process
of thinking. The relationship between what we know and what we see. The truths we
seek and believe as researchers” (Lincoln et al., 2011, p. 103). Some of the
epistemological questions are “what is knowledge?, how do | acquire knowledge?”
(Willis, 2007, p. 10), “what is the nature of the relationship between the knower or
would-be knower and what can be known?” (E. G. Guba & Lincoln, 1994, p. 108),
and “what is the relationship between the researcher and that being researched?”
(Lincoln et al., 2011, p. 103).

Methodology — is concerned with how knowledge is gained (Jackson, 1991). Ellen
(1984, p. 9) defined methodology as “the systematic study of the principles guiding
anthropological investigation and the ways in which theory finds its application; an
articulated, theoretically informed approach to the production of data”. Similarly,
Lincoln et al. (2011, p. 104) defined methodology as “the process of how we seek
out new knowledge, the principles of our inquiry and how inquiry should proceed”.
Methodological questions include “how can the inquirer (would-be knower) go about
finding out whatever he or she believes can be known?” (E. G. Guba & Lincoln,
1994, p. 108). Based on these three assumptions (ontology, epistemology, and
methodology), the following subsections will introduce the three types of paradigms

which are positivism, interpretivism, and critical theory.

96



5.2.1 Positivism

This paradigm was established by French philosopher Auguste Comte (Willis, 2007).
Positivism paradigm is based on the realism ontology which believes that the reality
is assumed to exist driven by natural laws (E. G. Guba & Lincoln, 1994). Positivist
“assumes that an objective reality exists out there. The job of the scientist is to
discover this reality by gathering empirical evidence, facts we can verify with our
senses, say, by seeing, hearing, or touching” (Macionis, 2012, p. 29). Positivists are
with the opinion that outcomes or effects are determine by causes (Creswell, 2009).
Their approach to solve a problem is to break down ideas into portions that can be
distinctly tested using variables, hypotheses, and research questions (Creswell,
2009). In addition, they hold a belief that in order to understand the world, some
theories have to be tested or verified (Creswell, 2009). The process starts with a
theory, then collects data to verify the theory, and revises the theory before
conducting further assessment. Positivist makes sure the outcome is not influenced

by factors such as bias during the process (Creswell, 2009).

5.2.2 Interpretivism

This is the philosophy of people who hold the view that human society cannot be
measured through scientific ways (Macionis, 2012; Willis, 2007). That is why they
reject positivist belief that same research methods used in scientific fields like
chemistry and physics can be applied to examine human behaviour (Willis, 2007).
Interpretivist focus “on the meanings people attach to their social world” (Macionis,
2012, p. 33). In other word, they focus on interpretation. They focus on people’s
understanding of their actions and surroundings (Macionis, 2012). Interpretivists
assume that “reality is subjective, constructed by people in the course of their
everyday lives” (Macionis, 2012, p. 33). In interpretivist ideology, research is
conducted by interacting with people so that the researchers learn from their
everyday lives (Macionis, 2012). That is why they prefer qualitative methods such as
case studies, observation, and interviews, because they believe the methods are the
best way of “getting at how humans interpret the world around them” (Willis, 2007,
p. 6). Researchers following this approach will interact with participants in order to
create meanings out of what they see, hear, and understand as they are conducting

the investigation (Creswell, 2009). They usually visit the setting they want to study

97



by themselves and use the experience and background to interpret their findings
(Creswell, 2009).

5.2.3 Critical Theory

In critical theory the focus is “on the need for social change” (Macionis, 2012, p. 34).
According to Macionis (2012, p. 34), critical theory takes an activist approach to
understand world and improve it through asking moral and political questions like
“Should society exist in its present form?, why can’t our society have less
inequality?” instead of asking scientific question like “How does society work?”.
Critical theorists focuse on critiquing and changing the whole society through social
transformation. Critical theory assumes that reality is affected by factors such as
ethnic, cultural, social, economic, political, and gender (E. G. Guba & Lincoln,
1994). Therefore, a critical theorist conducts a research work with a reform agenda to
improve the life of the participants, the environment where people work or live, and
the life of the researcher (Creswell, 2009). During a critical theory based study, the
researcher starts with one of the social issues like “empowerment, inequality,
oppression, domination, suppression, and alienation” as the core aspect of the
research (Creswell, 2009, p. 207). This type of research is collaborative whereby the
participants may partake in designing questions, collecting and analysing data, and
gain from the outcome of the research (Creswell, 2009). So, critical theorist helps
individuals to emancipate themselves from “humanly constructed and socially

reproduced restrictions” (Martinez-Aleman, Pusser, & Bensimon, 2015, p. 9).

5.3 Research Approaches and Studies

There are two research approaches which are deductive and inductive. The
researcher chooses the approach that will best answer the questions of research to
accomplish the objectives of the research (Saunders et al., 2007). The former is
useful if the researcher wants to test the validity of hypotheses or theories, whereas

the latter is used to develop new theories (Saunders et al., 2009).

Furthermore, research studies are classified as either exploratory, descriptive, or
explanatory (Neuman, 2007; Saunders et al., 2009). This classification is based on
the purpose of the study, typically guided by the research questions (Saunders et al.,
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2009). Exploratory study is conducted to investigate a phenomenon or clarify
researchers’ understanding of a problem (Saunders et al., 2009; Sekaran, 2003).
Exploratory research can be conducted through literature search, observation,
interview, or focus group (Saunders et al., 2009; Sekaran, 2003). One of the
significance of exploratory research is flexibility in the sense that the direction of the
research can change as a result of new data obtained in the course of the research
(Saunders et al., 2009). Descriptive study focuses on describing characteristics of a
particular phenomenon under study (Saunders et al., 2009). Data for descriptive
study is usually collected using survey, field research, and content analysis (Neuman,
2007). Explanatory study deals with establishing and testing causal relationships
between variables (Saunders et al., 2009). In this case a problem is investigated with
the aim of understanding relationships between variables and explaining how and
why something happen (Neuman, 2007; Saunders et al., 2009). In explanatory study
qualitative data may be useful, but quantitative data is used to statistically test the

relationships between variables (Saunders et al., 2009).

5.4 Research Design

Research designs “are plans and procedures for research that span the decisions from
broad assumptions to detailed methods of data collection and analysis” (Creswell,
2009, p. 1). Research design involves decision of choosing a design that will be used
to investigate a problem. This decision is based on worldview assumptions the
researcher has concerning the study, procedure of enquiry, and particular data
collection, analysis, and interpretation methods. The choice of the design also
depends on the nature of the study problem, study audiences, and researcher’s
personal experience (Creswell, 2009). Three types of research design exist; they
arequalitative, quantitative and mixed method designs (Creswell, 2009). The
following subsections explain the above three types of research design.

5.4.1 Quantitative Research

Quantitative research is concerned with measurement of quantity or amount (Kothari,
2004). Quantitative research is based on the natural science approach for collecting

quantitative (numeric) data to test hypothesis or theory (Johnson & Christensen,
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2008). According to Creswell (2009, p. 1), quantitative research is an approach “for
testing objective theories by examining the relationships among variables. These
variables, in turn, can be measured, typically on instruments, so that numbered data
can be analysed using statistical procedures”. Quantitative research focuses on
developing hypotheses based on some theories and collecting data using quantitative
ways (Bryman, 2004). The collected data will be analysed in order to verify the
causal connections between the concepts specified in the hypotheses (Bryman,
2004). Hence, quantitative research is predominantly concerned with establishing
and verifying “causal relationships between concepts” (Bryman, 2004, p. 31).
According to Johnson and Christensen (2008), quantitative research follows
objective ontology and assumes that human behaviours are predictable by one or
more causes. The main instruments of quantitative research methods are survey and
experiment (Creswell, 2009). In survey design, questionnaire or structured interview
is used for data collection from a sample as a representation of a population
(Creswell, 2009). While in experimental research, subjects are grouped into control
and experimental groups (Bryman, 2004; Creswell, 2009). In order to determine the
cause of an outcome, treatment will be given to the experiment group only. Then the

two groups (control and experiment) will be later examined (Creswell, 2009).

5.4.2 Qualitative Research

Qualitative research as opposed to quantitative research relates with qualitative
phenomenon like exploring some aspects of human behaviour (Kothari, 2004).In
qualitative research, qualitative (nonnumeric) data is collected to explore a particular
topic or phenomenon (Johnson & Christensen, 2008). Creswell (2009, p. 1) described
qualitative research as an approach “for exploring and understanding the meaning
individuals or groups ascribe to a social or human problem. The process of research
involves emerging questions and procedures, data typically collected in the
participant’s setting, data analysis inductively building from particulars to general
themes, and the researcher making interpretations of the meaning of the data”.
Qualitative researcher personally collects data from participants in the natural
settings in order to observe how they behave and act in the social settings under
investigation (Bryman, 2004; Creswell, 2009). The data can be collected through

observation, interview, or documents examination. In each case, the researcher is the
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“key instrument” (Creswell, 2009). In qualitative observation, the researcher
observes the behaviour or activities of individuals in the study site, and takes notes of
the activities. The researcher can participate in the activities or just observe the
activities (Creswell, 2009). Similarly, qualitative interview can be conducted in
different forms. It can be by face-to-face, telephone, or focus group (Creswell, 2009).
Document examination is a type of qualitative data collection that allows an
investigator to study documents “either to understand their substantive content or to
illuminate deeper meanings which may be revealed by their style and coverage”
(Ritchie, 2003, p. 35). The documents may be public (such as minutes of meetings,
newspapers, and official report) or private (such as letters, personal journals and
diaries, and e-mails) (Creswell, 2009; Ritchie, 2003). Qualitative research relies on
the meaning derived from the document examination rather than what is in the
literature or what the researcher conceives (Creswell, 2009). This will allow the
researcher to have a compound picture of the problem, and can give holistic account
of the phenomenon since the result is interpreted based on what the researcher sees,

hears, and understands (Creswell, 2009).

5.4.3 Mixed Method Research

Mixed method is another strategy which some researchers consider as the third
research approach (Creswell, 2011). Mixed method research refers to a “research
which collects both qualitative and quantitative data in one study and integrates these
data at some stage of the research process” (Andrew & Halcomb, 2009, pp. 9-10).
According to Johnson and Christensen (2008, p. 51 ) when you combine two or more
research approaches with diverse strengths and weaknesses in a research “you can
make it less likely that you will miss something important or make a mistake”.
Bryman (2006) identified various reasons for combining quantitative and qualitative
research which include: improveingvalidity of findings, answering different research
questions, explaining findings, instrument development, enhancing credibility of
findings, diversity of views, or enhancement of findings. Therefore, the quality of the
research will improve since the strength of one method will complement the

weakness of the other (Johnson & Christensen, 2008).

There are four main mixed method designs, which are: convergent, embedded,

explanatory, and exploratory designs (Creswell & Clark, 2007; Punch, 2009).

101



Convergent involves collecting and analysing qualitative and quantitative data
simultaneously and combines the results in the interpretation stage (Creswell &
Clark, 2007). Researchers use convergent design when they want to understand
problem better, complement weakness of one method with strength of the other,
compare both quantitative and qualitative findings, or explain quantitative findings
with qualitative results (Creswell & Clark, 2007). Convergent design is used when
the time for collecting data is limited and the researcher must get both types of data
during singlefield visit, the researcher has expertise in both qualitative and
quantitative research methods, the researcher feels that collecting and analysing both
quantitative and qualitative data are equally important for understanding the problem,
or the researcher has the capability of managing extensive data collection and
analysis (Creswell & Clark, 2007). Convergent design is sometimes called
triangulation (Creswell & Clark, 2007). Triangulation is “the use of different data
collection techniques within one study in order to ensure that the data are telling you

what you think they are telling you” (Saunders et al., 2007, p. 139).

In embedded design, the researcher “combines the collection and analysis of both
quantitative and qualitative data within a traditional quantitative research design or
qualitative research design” (Creswell & Clark, 2007, p. 90). Embedded design is
employed to compare data sources, assess different research questions, gain broader
perspective on research issues, explore concepts prior to quantitative study, or
explain quantitative findings (Creswell, 2009; Creswell & Clark, 2007). Embedded
design is used when there are limited resources to place equal priority on both types
of data, the researcher lack knowledge of the supplemental method, or the researcher
is satisfied with the research being driven by either a qualitative orquantitative
orientation (Creswell & Clark, 2007).

Explanatory on the other hand, is a technique in which the researcher starts with
quantitative design in the first phase and use qualitative design in the second phase to
explain the quantitative findings in a more detailed way (Creswell, 2009). According
to Creswell and Clark (2007), explanatory design is used when the researcher is
interested in investigationof trends and relationships with quantitative data and wants
to explain the reason behind the outcome, the researcher and the research problem
are quantitatively oriented, or the researcher knows the variables of interest and can
get the quantitative instrument to measure the variables. Finally, exploratory design
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begins with qualitative phase and uses the findings to develop or validate an
instrument that will be used in the quantitative or second phase (Creswell & Clark,
2007; Punch, 2009). Exploratory design is used to generalize qualitative findings in
the first phase with data from larger sample collected in the second phase. This
design is useful when the researcher and the research problem are more qualitative
oriented, the researcher does not know the required constructs and cannot find
relevant quantitative instruments, the researcher has limited resources, or the
researcher identifies new research questions in the first phase that cannot be
answered with qualitative data (Creswell & Clark, 2007). The three types of research

design (quantitative, qualitative, and mixed method) are compared in Table 5.1.

Table 5-1 Comparison of quantitative, qualitative, and mixed method research

Quantitative Research

Mixed Research

Qualitative Research

Confirmatory or “top-

Scientific down” The researcher | Confirmatory and Exoloratory or “bottom-un”
Method tests hypotheses and exploratory P y P
theory with data
Pluralism;
. L . appreciation of
Ontology (i.e. Objective, material, objective, subjective, | Subjective, mental, personal,
nature of structural, agreed-

reality/truth)

upon

and intersubjective
reality and their
interrelations

and constructed

Epistemology
(i.e., theory of
knowledge)

Scientific realism;
search for Truth;
justification by
empirical
confirmation of
hypotheses; universal
scientific standards

Dialectical
pragmatism;
pragmatic
justification (what
works for whom in
specific contexts);
mixture of universal
(e.g., always be
ethical) and
community-specific
needs-based
standards

Relativism; individual and
group justification; varying
standards

View of human
thought and
behaviour

Regular and
predictable

Dynamic, complex,
and partially
predictable Multiple
influences include
environment/ nurture,
biology/nature,
freewill/agency, and
chance/fortuity.

Situational, social,
contextual, personal, and
unpredictable

Most common
research
objectives

Quantitative/
numerical
description, causal
explanation, and
prediction

Multiple objectives;
provide complex and
fuller explanation and
understanding;
understand multiple
perspectives

Qualitative/subjective
description, empathetic
understanding, and
exploration
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Quantitative Research

Mixed Research

Qualitative Research

Connect theory and
practice; understand
multiple causation,
nomothetic (i.e.,

Understand and appreciate

observation

isolate the causal
effect of single
variables

conditions; study
multiple factors as
they operate together.

Identify general : .
s o general) causation, particular groups and
Interest scientific laws; inform s _ P o
; - and idiographic (i.e., | individuals; inform local
national policy. . R .
particular, individual) | policy.
causation; connect
national and local
interests and policy.
Wide-angle and “deep-
Narrow-angle lens, angle” lens, examining the
“Focus” testing specific Multilens focus breadth and depth of
hypotheses phenomena to learn more
about them
Study behaviour under Study multiple Lo
.. | contexts, Study groups and individuals
controlled conditions; ! : Lo
Nature of perspectives, or in natural settings; attempt to

understand insiders’ views,
meanings, and perspectives.

Form of data
collected

Collect quantitative
data based on precise
measurement using
structured and
validated data-
collection instruments.

Collect multiple
kinds of data

Collect qualitative data such
as in-depth interviews,
participant observation, field
notes, and open-ended
questions. The researcher is
the primary data collection
instrument.

Mixture of variables,

Data analysis

relationships among
variables.

qualitative analysis
used separately and
in combination.

Nature of data | Variables words, categories, Words, images, categories
and images
_— Use descriptive data; search
Identify statistical Quantitative and for patterns, themes, and

holistic features; and
appreciate
difference/variation.

Generalizable findings
providing
representation of

Provision of
“subjective insider”
and “objective
outsider” viewpoints;

Particularistic findings;

of statistical
significance of
findings)

Results L . . provision of insider

objective outsider presentation and . .

- . : . viewpoints
viewpoint of integration of
populations multiple dimensions
and perspectives

Formal statistical

report (e.g., with

correlations, Informal narrative report
Form of final comparisons of Mixture of numbers with contextual description
report means, and reporting | and narrative and direct quotations from

research participants

Source: Johnson and Christensen (2008, pp. 34-35)
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5.5 Research Strategies

The next stage after researcher selects an approach is to choose the method or
strategy within the approach that will guide him/her on how to conduct the research
(Creswell, 2009). Research strategies or strategies of inquiry are “types of
qualitative, quantitative, and mixed methods designs or models that provide specific
direction for procedures in a research design” (Creswell, 2009, p. 7). However,
selecting research strategy is typically directed by research questions and aims
(Saunders et al., 2009). The three research strategies (quantitative, qualitative, and
mixed methods) are described as follows.

5.5.1 Quantitative Strategies

Quantitative strategies are techniques for collecting quantitative data which deals
with numbers and anything that can be measured. Generally, quantitative strategies
adopt positivist philosophy (Creswell, 2009). The popular ones which are survey and

experiment are explained as follows.

5.5.1.1 Survey

Survey research “provides a quantitative or numeric description of trends, attitudes,
or opinions of a population by studying a sample of that population. It includes cross-
sectional and longitudinal studies using questionnaires or structured interviews for
data collection, with the intent of generalizing from a sample to a population”
(Creswell, 2009, p. 8). This strategy is usually linked to quantitative approach, even
though it may be used in qualitative research (Saunders et al., 2009). It is often used
to answer questions of the form: “who, what, where, how much and how many”
(Saunders et al., 2009, p. 144). This method is widely used because it allows a
researcher to inexpensively collect large data from a sample of a population
(Saunders et al., 2009). Questionnaire is a data collection technique that is mostly
used in quantitative research (Macionis, 2012). Other techniques include structured
observations and structured interviews (Saunders et al., 2009). Using any of these
techniques in a survey, data collected in a cross-sectional or longitudinal study can
be generalized to a population. Survey data is considered “standardized”, which
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makes it easy for comparison as well as comprehension (Saunders et al., 2009).
Using sampling, the data collected from the representative of the population is
analysed using descriptive and inferential statistics. Computer software can be used
during the analysis to establish and test relationships between variables (Creswell,
2009).

5.5.1.2 Experiment

Experimental research “seeks to determine if a specific treatment influences an
outcome” (Creswell, 2009, p. 8). The aim of experimental research is to investigate
causal relationships, by observing if one independent variable resultsin change in a
dependant variable (Saunders et al., 2009). Although experimental research is
associated with natural sciences, it is also applied in social science field (Saunders et
al., 2009). According to Saunders et al. (2009), experiments can be simple or
complex depending on the level of investigation intended to carry out. In a simple
experiment, only relationship between two variables will be investigated, while in
complex experiment the inquiry can go further than simple experiment to the extent
that the researcher is interested in the degree or magnitude of the change and the
weight of the contributing variables (Saunders et al., 2009). In a typical experimental
research, participants or objects are randomly assigned to one of two groups (control
and experimental groups). Intervention will be given to the experimental group and
the control group will be denied. Both groups will be compared later in order to
discover if there is change (Saunders et al., 2009). Experimental strategies are
criticized for lack of external validity which may affect the generalization of the
findings as a result of the size of the sample (Saunders et al., 2009). Additionally,
experimental research is not employable for some studies such as business and

management researches (Saunders et al., 2009).

5.5.2 Qualitative Strategies

Qualitative strategies are developed to overcome the difficulties in using quantitative
methods to study human behaviour in relation to social environments (Snape &
Spencer, 2003). Various qualitative strategies exist to describe social phenomena in
the actual natural setting (Creswell, 2009). They include case study, grounded theory,
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ethnography, narrative research, and action research (Creswell, 2009). Researchers
usually collect qualitative data using techniques such as interview, focus group, and
observations (Bryman, 2004; Creswell, 2011; Snape & Spencer, 2003). The
following subsections explain the qualitative strategies.

5.5.2.1 Case Study

Creswell (2009, p. 9) defined case study as “a strategy of inquiry in which the
researcher explores in depth a program, event, activity, process, or one or more
individuals. Cases are bounded by time and activity, and researchers collect detailed
information using a variety of data collection procedures over a sustained period of
time”. The researcher can use various techniques such as interviews, observations, or
questionnaires to collect data from the subjects. So, the concept of triangulation may

be applied in case study research (Saunders et al., 2009).

5.5.2.2 Grounded Theory

Grounded theory is “a strategy of inquiry in which the researcher derives a general,
abstract theory of a process, action, or interaction grounded in the views of
participants” (Creswell, 2009, p. 9). In this case, the researcher starts with collecting
qualitative data, which will be refined/analysed and in some situations re-collected
before being labelled it with codes which will later be grouped into categories. The
researcher builds a theory from these categories (Creswell, 2009; Saunders et al.,
2009). In grounded theory, data is collected until there is no emergence of new data

that can add to the theory development (Spencer, Ritchie, & O'Connor, 2003).

5.5.2.3 Ethnography

Ethnography is carried out with the purpose of “understanding the social world of
people being studied through immersion in their community to produce detailed
description of people, their culture and beliefs” (Snape & Spencer, 2003, p. 12).
Ethnography reports manifest the lives of the cultural group based on the
researcher’s experience and other data sources. The task before the researcher is to
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find group that will enable him/her achieve the aim of the research and deal with

challenges related to being a member of the group (Saunders et al., 2009).

5.5.2.4 Narrative Research

In this strategy, the researcher investigates lives of individuals based on their stories
narrated by one or more individuals. The researcher reports narrative research by
retelling the story in a narrative sequence of events including the researcher’s
experience (Creswell, 2009). Narrative is defined as “an account of an experience
that is told in a sequenced way, indicating a flow of related events that, taken
together, are significant for the narrator and which convey meaning to the
researcher” (Saunders et al., 2009, p. 497). Narrative research put more emphasis on
how the story or narrative is constructed, intention of the narrator, nature of the

audience, and meaning of the story (Spencer et al., 2003).

5.5.2.5 Action Research

Action research is “a research design which entails a particular framework within
which the relationship between researcher and subject takes place” (Bryman, 2005,
p. 149). The researcher in this strategy works in collaboration with the participants to
solve problem in a particular organization. Action research is conducted with the aim
of improvement and involvement. Involvement “refers to the participation of
practitioners in all phases of planning, acting, observing, and reflecting” (Schwandt,
2007, p. 4), while improvement is “a matter of changing the situation in which a
particular social practice takes place, enhancing the understanding that practitioners
have of their practice or their capacity to control it, remaking the practice itself, or all
of these” (Schwandt, 2007, p. 4).

5.5.3 Mixed Method Strategies

The idea of mixed method strategies is combining qualitative strategies such as
interviews and observations (qualitative data) with quantitative strategies like survey

(quantitative data) (Creswell, 2009). There are various procedures for mixing
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qualitative and quantitative methods in mixed method strategy, which include

sequential, concurrent, and transformative mixed methods (Creswell, 2009).

5.5.3.1 Sequential Mixed Methods

In this method, the researcher seeks to explain the findings of one method in detail
with another method. For instance, the researcher may begin with qualitative
interview for exploratory aims and follow it up with a quantitative questionnaire
method using a large sample in order to generalize findings to a population. On the
other hand, the researcher may begin with a quantitative method to test hypotheses or
theory and follow it up with a qualitative method to explore the results in detail with
few cases (Creswell, 2009).

5.5.3.2 Concurrent Mixed Methods

Concurrent design involves procedures for merging qualitative and quantitative data
to present a complete analysis of the study problem. Both the qualitative and
quantitative data in this design are collected at the same time and the information is
integrated during interpretation. In addition, the researcher may embed one data
collection method within another to assess different types of questions (e.g. analyse
process using qualitative data and analyse the outcome with quantitative data)
(Creswell, 2009).

5.5.3.3 Transformative Mixed Methods

In transformative method, the researcher uses theoretical lens (e.g., race, gender, and
social science theory) as the main perspective in a study that has both qualitative and
quantitative data. This lens gives a framework for areas of interest, data collection
methods, and outcomes expected in the study. There may be data collection methods

that include a sequential or a concurrent approach within this lens (Creswell, 2009).
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5.6 Research Design for this Study

Choosing an appropriate research design method is vital as it determines how the
research data will be collected and analysed (Creswell, 2009). Each method has its
own merits and demerits, but the researcher selects a suitable method based on the
research problem, objectives and questions (Creswell, 2009). This study adopts
convergent design which involves collecting and analysing both quantitative and
qualitative data concurrently. In terms of mixing both quantitative and qualitative
studies, concurrent mixed method design was utilized. The study starts with
collection of the quantitative data followed by the qualitative data in the same phase,
and later analyse the quantitative and qualitative data in the second phase (Creswell
& Clark, 2007). The results are combined during interpretation. This will allow the
researcher to derive the benefits of mixing both studies as highlighted by Bryman
(2006) and Creswell (2009). Some of the benefits include better understanding of the
problem, complementing weakness of one method with strength of the other, and

comparing both quantitative and qualitative findings.

The research problem of this study guides the selection of the research design. This
study adapted TAM3 as the theoretical model to examine cloud computing
applications adoption by students in Saudi Arabian higher education institutions. The
modified TAM3 model will be assessed using quantitative method. However, the
research problem needs to be investigated in greater depth since there is no study that
has been conducted in Saudi Arabia to examine the factors influencing the adoption
of cloud computing applications by university students. Hence, the exploratory
nature of the qualitative research design when combined with quantitative research
design will enable the researcher to understand the problem better,leading to better
findingsthat can be generalized. Based on that, quantitative method is used to assess
and identify factors that affect cloud computing applications adoption by students in
Saudi Arabian higher education institutions. In addition, qualitative method is later

used to investigate and validate the quantitative findings.

Moreover, questionnaire survey is adopted as the quantitative data collection
technique since it is considered the most appropriate quantitative method to achieve
the study aims and answer research questions, while for qualitative data collection,

focus group and open-ended question techniques are chosen to validate the
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quantitative findings, as well as to identify additional factors and barriers that are not

covered in the research model respectively.

5.7 Study Setting

To ensure that the sample is the actual representation of the whole population of
Saudi Arabian undergraduate students, the sample is selected from two largest
universities in Saudi Arabia. The universities are King Abdulaziz University (KAU)
and Taibah University (TU). KAU is located in Jeddah, Western part of Saudi
Arabia,while TU is situated in Madinah, the North Western part of Saudi Arabia.
These two universities are randomly selected from 38 Saudi government universities.
The reasons behind the choice of these universities are as follows. First, covering the
whole population of the undergraduate students is difficult because of time and
resources limitations. Second, these universities are located in large cities in Saudi
Arabia that contain high proportion of student population with diverse culture from
these two cities and other Saudi Arabian cities as well. Third, the selected
universities have a long history and have research and IT centers that provide latest
technologies innovation to students and lecturers for learning and research purpose.
Fourth, the total number of registered undergraduate students in these two
universities at the time of conducting this study (2014/2015 academic year) were
278,532, as obtained by the researcher from Deanship of Admission and Registration
of the both universities. In this study all the undergraduate students studying in the
targeted universities in the 2014/2015 academic year are considered as the target

population.

5.8 Population and Sample

Population is the total number of items or group of items from which information is
required (Kothari, 2004). A population is a “complete set of cases or group
members” (Saunders et al., 2009, p. 597). In this situation, the target population is
undergraduate students from Saudi Arabian institutions. The need for sampling arise
because the population is very large and it will be impractical to consider the entire
population (Saunders et al., 2009). Also, surveying the entire population requires

budget and time (Saunders et al., 2009). This is in fact why sampling is needed
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(Saunders et al., 2009). Sampling is therefore defined as “the process of selection of
sampling units from the population to estimate population parameters in such a way
that the sample truly represents the population” (K. Singh, 2007, p. 89). Selecting
most appropriate sampling technique and deciding on a suitable sample size are
important stages in sampling process (Saunders et al., 2007). These are explained in

the following subsections.

5.8.1 Sampling Techniques

Sampling techniques are the processes of selecting a sample (Kothari, 2004).
Sampling techniques “provide a range of methods that enable you to reduce the
amount of data you need to collect by considering only data from a subgroup rather
than all possible cases or elements” (Saunders et al., 2007, p. 204). There are two
main categories of sampling techniques. They are probability and non-probability
sampling techniques (Saunders et al., 2009). In probability sampling each case has
the same chance of being selected from the population (Saunders et al., 2009).
Probability sampling is further classified into simple random, systematic, stratified
random, and cluster samplings (Saunders et al., 2009). In simple random sampling,
the sample is selected at random from the sampling frame (Saunders et al., 2009).
Systematic sampling concerns with selecting a sample from the sampling frame at
regular interval (Saunders et al., 2009). Stratified random sampling involves splitting
the population into two or more strata according to some attributes (Saunders et al.,
2009). Cluster sampling involves grouping the population into clusters before
sampling (Saunders et al., 2009). The difference between stratified and cluster
sampling is that in stratified sampling items are selected from each stratum,whereas
in cluster sampling, the group or cluster is chosen rather than individual items as a

representative of the population (Saunders et al., 2009).

Non-probability sampling concerns with sampling in which the chance of selecting
each case is not known. Quota, purposive, snowball, self-selection, and convenience
are the techniques linked to non-probability sampling (Saunders et al., 2009). Quota
sampling involves dividing the population into groups and selecting the sample based
on the suitability and availability of the data (Saunders et al., 2009). In the purposive
sampling, researchers use their judgements to select criteria that they think will help

them choose who will answer their research questions and to achieve their objectives
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(Saunders et al., 2009, p. 237). Snowball sampling is chosen by the researchers when
they found it is difficult for them to get access to the target population. In snowball
sampling, the researchers will find a case which will lead to another case in the
population (Saunders et al., 2009). Self-selection sampling allows cases to decide to
take part in the study or not (Saunders et al., 2009). Finally, convenience sampling

involves selecting cases that are easy to access (Saunders et al., 2009).

Selecting appropriate sampling technique will make it possible to generalize findings
from the sample to the whole population (Kothari, 2004). In this study, we are
interested in generalizing the findings to the entire population of Saudi Arabian
undergraduate students, so choosing a sample that truly represent the population is
required as recommended by Kothari (2004). In other word, a sample that gives
insignificant sampling error is required (Kothari, 2004). Generally, the larger the
sample size the smaller the sampling error (Kothari, 2004). Hence, Kothari (2004, p.
58) suggested that “while selecting a sampling procedure, researcher must ensure
that the procedure causes a relatively small sampling error and helps to control the

systematic bias in a better way”.

This study considers probability sampling techniques due to its inherent benefits such
as saving cost and time, and accuracy (Neuman, 2007). Kothari (2004) claimed that
random sampling is the best technique for choosing a sample from population.
Therefore, stratified cluster sampling technique was specifically employed in the
quantitative study. One of the advantages of stratified random sampling is that, since
the population was divided into strata the sample is “more likely to be
representative” because the researcher can guarantee relative representation of each
strata in the sample (Saunders et al., 2009). Likewise, the primary advantage of
cluster sampling is employed when the researcher is unable to generate the lists of
cases that form the population (Creswell, 2009). Thus, the selected sampling
technique which is stratified cluster sampling combines the advantages of both
stratified and cluster samplings.

The sample size was divided into two by the researcher so that half of the sample can
be drawn from each of the two universities. The population in each university was
firstly stratified using gender as major stratification variable (Saunders et al., 2009).
The population was initially stratified into separate gender. The two strata (male and

female) were further stratified by variable of interest which is students’ major (Arts
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and Sciences). Each final stratum represents students’ major as either Arts or
Sciences. The essence of this stratification was to group the population into
homogeneous subgroups for improved representation of the elements of each
subgroup (Saunders et al., 2009). In the second stage, clusters were randomly
selected from each homogeneous subgroup (stratum). The clusters were the different
sections in these universities since students were randomly assigned to different
sections by the university management. The entire students from the randomly
selected sections were invited to participate in this research by taking part in the
practical sessions in the computer lab. Then the questionnaires were distributed to the
students after completing the designed tasks. The aims of carrying out the practical
sessions in this study are as follows. First, to introduce and demonstrate an example
of cloud computing applications, specifically Google Docs since some students may
not have prior experience with this cloud application used in this study. Second, to
ask the participants to perform simple tasks using cloud based word processing
applicationdesigned by the researcher to familiarize the participants with the cloud

application and to enable them to answer the questionnaire more efficiently.

In the qualitative study, we used a combination of self-selection and purposive
sampling techniques. In the first stage, we used self-selection technique and the
participants were chosen by requesting their voluntary participation after completing
the questionnaire survey. Interested students provided their contact details so that
they can be reached to organize the focus groups. Self-selection technique reduces
the time taken by researchers to select the appropriate cases, and also it increases
commitment from the participants to participate in this study since they voluntarily
decide to participate (Laerd Dissertation, 2012). The researcher later selected
participants using purposive sampling to make sure the cases had some specific
demographic characteristics that can allow them to respondto the research questions
better and also allow the emergence of more issues related to the topic under study in
order to give more insight into the situation (Cohen, Manion, & Morrison, 2007;
Saunders et al., 2009).

5.8.2 Sample Size

Sample size is “the actual number of subjects chosen as a sample to represent the

population characteristics” (Sekaran, 2003, p. 423). The sample is expected to be
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large especially in probability sampling (Saunders et al.,, 2009) and the size
determines the researchers confidence in the data (Saunders et al., 2009). If the
sample size is large then the possibility of having error in generalization is less
(Saunders et al., 2009). The sample size was obtained based on suggestions from
Kothari (2004), who recommended an optimum size sample selected based on
factors such as the nature of study, type of sampling, availability of finance, size of
the population, availability of trained investigators, and available time. In our case,
the items (students) were selected in proportion to the size of each stratum (Saunders
et al., 2009). Joseph F. Hair, Black, Babin, and Anderson (2010) provided a
guideline for determining sample size. They suggested that a sample size of 100 or
higher is required to conduct factor analysis. Additionally, it is recommended that a
minimum of 500 sample size is required for models with more than seven constructs

(Joseph F. Hair et al., 2010). Hence, 600 was chosen as our sample size.

5.9 Data Collection Methods

There are different data collection techniques such as survey questionnaire,
interview, focus group, and observation (Bryman, 2004; Creswell, 2011; Kelly,
Clark, Brown, & Sitzia, 2003; Macionis, 2012; Saunders et al., 2009; Sekaran, 2003);
however, the purpose of the study guides the selection of the appropriate technique
(Saunders et al., 2009). Moreover, Punch (2009, p. 290) emphasized that “qualitative
methods can be strong in those areas where quantitative methods are weak, and
similarly that quantitative methods can be strong in those areas where qualitative
methods are weak. Combining the two methods therefore offers the possibility of
combining these two sets of strengths, and compensating for the weaknesses”. Thus,
we used three different techniques to collect data in this study. They are
questionnaire survey, focus group, and open-ended question. These techniques were
used in the quantitative and qualitative designs to collect the research data. These

three data collection techniques are explained in detail in the following subsections.

5.9.1 Quantitative Data Collection

In quantitative phase, the data were collected using questionnaire. According to

Sekaran (2003, p. 236), a questionnaire is “a pre-formulated written set of questions
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to which respondents record their answers, usually within rather closely defined
alternatives”. Questionnaire is one of the efficient and inexpensive data collection
instrument that is easy to administer (Kelly et al., 2003; Sekaran, 2003). It can be
administered personally, through mail, or electronically (Sekaran, 2003).
Questionnaires are used when the researcher knows precisely what is needed,
knowshow to assess the factors of interest, and requires large samples for more
dependable and reliable findings (Kothari, 2004; Sekaran, 2003). The following
subsections discuss the questionnaire design, questionnaire translation process, pre-

testing and pilot study of the questionnaire, as well as questionnaire administration.

5.9.1.1 Questionnaire Design

Questionnaire is the commonly used data collection instrument in quantitative
studies. Questionnaire design influences the response rate of the survey and will have
an effect on the reliability and validity of the collected data (Saunders et al., 2009).
Therefore, careful design of the questions, clear and beautiful layout, simple and
clear explanation of the questionnaire purpose, pilot testing, good plan and
administration of the questionnaire will improve the response rate as well as the

reliability and validity of the collected data (Saunders et al., 2009).

However, Sekaran (2003) suggested three issues that the researcher should focus on
during questionnaire design. The first issue is the questionnaire wording which
concerns the approach of asking questions. The wording is guided by the
appropriateness of the content, words and language used in the questions, type and
form of the questions, sequence of the questions, and respondents’ personal data. In
this study, the researcher considered the purpose of each question and used simple
terms that will be easy to understand by the participants. Closed-ended
questionswere used in the questionnaire because they take less time to complete and
analyse (Sekaran, 2003). In addition, open-ended question was added at the end of
the questionnaire to identify additional factors not covered in this study. The
researcher also avoided double barrelled, ambiguous, and long questions as
recommended by Sekaran (2003). The second issue involves planning the
appropriate measurement. In this respect, nominal and ordinal scales were used to

label the variables(Sekaran, 2003). The ordinal scales were rated using 5-point Likert
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scale starting from 1 (strongly disagree) to 5 (strongly agree) (Johns, 2010). A5-point
Likert scale was chosen because it is easier for the participants to read the items and
complete the questionnaire and it is one of the most commonly used scale in cloud
computing studies adoption (Alsanea & Barth, 2014; Behrend et al., 2011; P. Gupta
et al., 2013). Finally, the third issue is concerned with appearance, that is how the
questionnaire looks like, including alignment and well-organized instructions
(Sekaran, 2003). In our study, the questions were organized neatly and logically with

instructions on how to answer the questions.

In this study, the questionnaire was developed in English (see Appendix A), but the
questionnaire had to be translated to Arabic language (see Appendix B) since Arabic
is the official language in Saudi Arabia and most students do not speak English. The
main content of the questionnaire was divided into three sections. It started with a
brief explanation of cloud computing technology since cloud computing is a rather
new concept for students in Saudi Arabia. Another rationale for the explanation is
that cloud computing applications developed for academic purposes were not known
or used by university students and academics in Saudi Arabia. Section one contains
questions related to general information of the respondent. The questions cover the
demographic information such as the university, gender, age, year of study, and
major. Additionally, questions related to computer and Internet experience are also
included. Section two comprises questions that examine the factors that affect the
adoption of the cloud computing applications. In the beginning of this section, the
respondents are given an example of how to answer Likert scale questions related to
the research factors before they start responding to the questions in the questionnaire,
which is to make it easy for the respondents to answer the questions appropriately.
The questions in this section are based on the factors of the proposed TAM3 based
model. The factors are perceived usefulness, trust, perceived ease of use, job
relevance, result demonstrability, output quality, anxiety, playfulness, self-efficacy,
perceptions of external control, subjective norm, image, perceived enjoyment, and
behavioural intention. The factors are measured by using items validated in the prior
studies. The items/questions are measured using 5-point Likert scale (1 = strongly
disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree). The factors
with their respective items as well as sources are presented in Table 5.2. The
questions in each factor in the research model are grouped together in line with other

researches. This is supported by Davis and Venkatesh (1996) who suggested that
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similar items should be grouped together in order to get higher reliability and validity

of a model.

Section three containsan open-ended question, which was added at the end of the
questionnaire. This enables the researcher to explore and discover other factors that
are not covered in the proposed model. This type of questions provides “more
diversified set of answers” (Reja, Manfreda, Hlebec, & Vehovar, 2003, p. 167). The
open-ended question gives the participants the opportunity to express their opinions
on factors influencing their intention to use cloud computing applications openly
without any restrictions (Creswell, 2009). Finally, respondents were invited to take
part in focus group at the end of this section. The interested respondents were invited
to contact the researcher through his phone number or email he provided in the
questionnaire, or they can give their contact number to researcher at which they can

be reached. Respondents were appreciated for their participation.

Table 5-2 Model constructs with their items and sources

Construct ::tgdr: Items Source
Using Google Docs in my study would enable me
PU1 : . .
to accomplish learning tasks more quickly.
PU2 Using Google Docs would improve my Davis
performance in my study. (1989),
. Using Google Docs in my study would increase Davis et al.
E’F()alrjc)elved Usefulness | PU3 my productivity. (1989), and
PU4 Using Google Docs would enhance my Venkatesh
effectiveness in my study. and Bala
PUS Using Google Docs would make it easier to do (2008)
my learning tasks.
PU6 I would find Google Docs useful in my study.
PEOU1 rI;]eearning to use Google Docs would be easy for
PEOU? I would find it easy to get Google Docs to do Davis
what | want it to do. (1989),
. My interaction with Google Docs would be clear | Davis et al.
EJZLC?IIDV;SE)EA se of PEOU3 and understandable. ' (1989), and
PEOUA I would find Google Docs to be flexible to Venkatesh
interact with. and Bala
It would be easy for me to become skillful at (2008)
PEOUS using Google Daocs.
PEOUG | | would find Google Docs easy to use.
BI1 Assuming | had access to Google Docs, | intend Davis
to use it. (1989),
Behavioural BI2 Given that | had access to Google Docs, | predict | and
Intention (BI) that | would use it. Venkatesh
BI3 I plan to use Google Docs in the future and Bala
) (2008)
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Item

Construct Items Source
code
I could complete the task using Google Docs...
....If there was no one around to tell me what to
SE1 do
SE2 ....If I had a lot of time to complete the task. Compeau
Self-Efficacy (SE) ....If I had just the built-in help facility for and Higgins
SE3 .
assistance. (1995)
SE4 ....If someone showed me how to do it first.
....If I had used similar systems before this one to
SE5
do the same task.
I would have control over using Google Docs .
PEC1 (e.g., editing, sharing documents with others, etc.) I\fgghlles%n
PEC? I would have the resources necessary (e.g., SI_ | ), d
computer, Internet, etc.) to use Google Docs. paxo'rrﬁ?j q
Perceptions of I would have the knowledge necessary to use o
PEC3 (1995),
External Control Google Docs.
- — Venkatesh
(PEC) Given the resources, opportunities and knowledge
. . and Bala
PEC4 | it takes to use Google Docs, it would be easy for (2008), and
me to use Google Docs. X
- - Venkatesh
PECS Google Docs would be compatible with other (2000)
software that | use (e.g., Microsoft office).
The following questions ask you how you would Webster and
characterize yourself when you use Google Docs: Martocchio
PLAY1 | ...spontaneous (1992), and
Playfulness (PLAY) PLAY2 | ...creative Venkatesh
PLAY3 | ...playful and Bala
PLAY4 | ...original (2008)
ANX1 IIj\é)v::)suld feel apprehensive about using Google
It would scare me to think that I could lose a lot gf;ggsgz’d
ANX2 | of information using Google Docs by hitting the Kni Ht
Anxiety (ANX) wrong key. g
- (1987), and
I would hesitate to use Google Docs for fear of
ANX3 . . Venkatesh
making mistakes that | cannot correct.
Gooale D b hat intimidating @ et al. (2003)
ANXA4 mgog e Docs would be somewhat intimidating to
ENJ1 I would find using Google Docs to be enjoyable. Davis et al.
: . The actual process of using Google Docs would (1992), and
(PEelr\(I:Je)lved Enjoyment | ENJ2 be pleasant. Venkatesh
. and Bala
ENJ3 I would have fun using Google Docs. (2008)
People (teachers/ friends) who influence my S. Taylor
SN1 behaviour would think that | should use Google and P. A.
Docs. Todd
I People who are important to me would think that | (1995),
(Ssuﬁj)ectlve Norm SN2 | should use Google Docs. Mathieson
(1991), and
SN3 People whose opinions I value would prefer me to | Venkatesh
use Google Docs. and Bala
(2008)
People (teachers/ friends) in my university who Moore and
IMG1 | use Google Docs would have more prestige than re an
Benbasat
those who do not.
- — (1991), and
Image (IMG) People in my university who use Google Docs
IMG2 . . Venkatesh
would have a high profile.
Having Google Docs would be a status symbol in and Bala
IMG3 g 5009 y (2008)

my university.
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Construct 1 Items Source
code
REL1 !n my study, usage of Google Docs would be Davis et al.
important. 1092) and
In my study, usage of Google Docs would be ( ). an
Job Relevance (REL) | REL2 relevant ' Venkatesh
The use of Google Docs would be pertinent to my and Bala
REL3 : (2008)
various study-related tasks.
The quality of the output (e.g., the created
OUT1 | documents) that I would get from using Google Davis et al.
. Docs would be high. (1992), and
Output Quality I would have no problem with the quality of Venkatesh
(OUT) OuT2 ,
Google Docs’ output. and Bala
I would rate the results from Google Docs as (2008)
OuUT3
excellent.
RES1 I would have no difficulty telling others about the
results of using Google Docs. Moore and
Result RES? | believe I could communicate to others the Benbasat
- consequences of using Google Docs. (1991), and
Demonstrability - Katesh
(RES) RES3 The results of using Google Docs would be Venkates
apparent to me. and Bala
I would have no difficulty explaining why using (2008)
RES4 .
Google Docs may or may not be beneficial.
TR1 Using Google Docs would be secure.
TR2 | trust the ability of Google (the provider of cloud P A
applications) that would protect my privacy. Pévlbu
Google (the provider of cloud applications) would
TR3 (2003), and
be trustworthy. Pikkarainen
Trust (TR) Google (the provider of cloud applications) would Pikkarainen,
TR4 keep its promises and commitments (e.g., cloud Karjaluoto '
services availability). and Pahnilé
I trust that Google (the provider of cloud (2004)
TR5 applications) would keep my best interests in
mind.

In this study, we used cloud computing application namely Google Docs which is
considered as “a learning tool which helps to implement the learner-centered
approach in a collaborative learning environment” (Suwantarathip & Wichadee,
2014, p. 149). Google Docs was chosen because it has been used in studies that
investigated the adoption of cloud computing applications especially in academic
settings by students and the studies reported positive attitudes of intended users
toward adoption of the technology (Irshad & Johar, 2015; Ishtaiwa & Aburezeq,
2015; Li & Chang, 2012; X. Tan & Kim, 2011). It is also one of the popular free
online tools used for collaboration, storing and sharing of files. It only requires users
to have a Google account in order to use it, which is a very simple process (Irshad &
Johar, 2015; Polites & Karahanna, 2011).
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Furthermore, the researcher designed a practical session tasks guide (see Appendix C
and D for English and Arabic versions respectively) to familiarize the students with
the cloud application that was used in this study and also to enable them to answer
the questionnaire more efficiently. The practical session tasks guide contains two
sections as follows. In the first section, a brief introduction is presented in the first
page of the task paper, which includes explanation about the aim of the practical
session. In the second section, the participants are asked to perform a series of tasks
related to Google Docs usage. The researcher designed 11 tasks such that they will
take respondents about 40 minutes to complete. The aim of this exercise is to enable
the participants to have experience with the cloud application in order to enable them

to answer the questions of the questionnaire properly.

In addition, letter of introduction (see Appendix E and F for English and Arabic
versions correspondingly), information sheet (see Appendix G and H for English and
Arabic versions correspondingly), and consent form (see Appendix | and J for
English and Arabic versions correspondingly) were provided to students. The letter
of introduction and information sheet provided a background information about the
study, purpose of the study, and an invitation to participate in the study by taking part
in a practical session and completing a questionnaire, as well as participation in the
focus group. Likewise, the letter of introduction and information sheet provided the
estimated time it would take to participate in the practical session and the expected
time to complete the questionnaire. Confidentiality assurance as well as the
researcher and the supervisor details of contact were provided, so that the
participants can enquire or obtain the outcomes of the research, if they wish. Finally,
the letter of introduction and information sheet concluded with thankful message to
the respondents. The consent form contains statements that give assurance to the
respondents on the confidentiality of their data and also explain to them that their
participation is based on voluntariness and they can withdraw any time they wish
without any consequences. The respondents were required to sign the consent form
as a sign of their agreement with the statements as well as their participation in the

study.
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5.9.1.2 Questionnaire Translation

The questionnaire was translated from English to Arabic in order to make it clear and
easily understandable by the respondents as suggested by Sekaran (2003). Similarly,
Sekaran (2003) emphasized the need for a researcher to ensure that the questionnaire
in the original language matches accurately with the translated version. The
questionnaire in the format described in the previous section was translated into
Arabic by the researcher and then presented to language experts. The role of the
language experts was to check the clarity of the instrument, the translation, and
compare the two versions to ensure the accuracy of the translated Arabic version
with the original English version of the instrument. Consequently, the following
steps were followed during the translation process in this study. First, the researcher
translated the original English version of the questionnaire into Arabic. Second, the
two versions (Arabic and English) were reviewed by two professors (bilingual
experts in English and Arabic) working in English department of the King Abdulaziz
university, Saudi Arabia. They reviewed the versions in terms of the accuracy of
translation, clarity and simplicity of the instrument, and wording; and based on their
suggestions the Arabic version was updated. Third, the Arabic version was then
reviewed by a teacher specialist in Arabic language, working in Ministry of
Education in Saudi Arabia, to check the grammar, wording, clarity issues and
simplicity of the questionnaire. The researcher then updated the Arabic version based
on her useful comments and feedback obtained from this step. Fourth, the updated
Arabic version and English version were then reviewed by a professor (bilingual
expert in English and Arabic) also working in English department of the King
Abdulaziz university, Saudi Arabia. Consequently, the two versions were finally
compared and found both versions identical. This validated the translation process as
well as the quality of the Arabic version of the questionnaire.

5.9.1.3 Pre-Testing and Pilot Study

Pre-testing a questionnaire and pilot study are highly recommended practices in a
study that employ survey questionnaire to make sure that the respondents understood
the questionnaire items (Kothari, 2004). Pre-testing “involves the use of a small

number of respondents to test the appropriateness of the questions and their
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comprehension” (Sekaran, 2003, p. 249). On the other hand, validity is referred to as
“the extent to which data collection method or methods accurately measure what
they were intended to measure” (Saunders et al., 2007, p. 614). Content validity is
among the categories of validity. Content validity “refers to the extent to which the
measurement device, in our case the measurement questions in the questionnaire,
provides adequate coverage of the investigative questions” (Saunders et al., 2007, p.
366). Face validity is usually considered as “a basic and a very minimum index of
content validity” (Sekaran, 2003, p. 206). Face validity refers to an “agreement that a
question, scale, or measure appears logically to reflect accurately what it was
intended to measure” (Saunders et al., 2007, p. 598).

The items were pre-tested by experts in the research field and questionnaire design,
PhD students, and students from the target population. The wisdom of including
experts was to carry out content and face validity, and also to check for possible
linguistic and technical errors (Kothari, 2004; Saunders et al., 2009). Likewise, the
students were involved because the questionnaire will be administered to students, so
they can identify issues related to layout, clarity, and ambiguity of the questions and

the questionnaire in general (Saunders et al., 2009; Sekaran, 2003).

Furthermore, the questionnaire was evaluated by experts and sample participants in
order to evaluate the validity (face and content) of the questionnaire (Creswell, 2009;
Saunders et al., 2009; Sekaran, 2003). This was conducted during the questionnaire
pre-testing stage with 4 experts in research field, 2 academic staff from student
learning centre at Flinders University who have experience in questionnaire design,3
academic staff working in mathematics department of King Abdulaziz University
who have experience in statistics and questionnaire design, and 7 researchers (PhD
students) who have extensive knowledge of e-Learning, and e-applications. The
experts and participants recommended some changes related to wording, changing of
the order of some questions, and layout of the questionnaire. The questionnaire was
modified based on suggestions from the pre-test participants. After that, two pilot
studies were conducted to asses and improve the questionnaire reliability and
validity, and also to make sure that the questionnaire is clear and understandable by
students (Saunders et al., 2009).
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5.9.1.4 Initial Pilot Study

The questionnaire was pilot tested by students from the target sample population
before being used in the main study. The goal of pilot test was to “refine the
questionnaire so that respondents will have no problems in answering the questions
and there will be no problems in recording the data” (Saunders et al., 2009, p. 394).
The researcher can assess the reliability and validity of the questionnaire using the
pilot study to “ensure that the data collected will enable your investigative questions
to be answered” (Saunders et al., 2009, p. 394). According to Adams, Khan, Raeside,
and White (2007) pilot study tests wording of the questions, sequence and layout of

the questionnaire, fieldwork arrangements, and analysis procedures.

The initial pilot study was conducted with 6 students who were selected through
convenience sampling to participate in the practical session of the study in a
computer lab. In the practical session, a cloud-based application (Google Docs) more
specifically a “Software as a Service” cloud application was used. The participants
were given an introduction for approximately 50 minutes on cloud computing and a
live demonstration on how to access and use Google Docs. They were then asked to
use Google Docs to perform tasks designed by the researcher. The participants were
specifically informed that their documents would not be stored on their local
computers but in a remote server hosted by Google Incorporation. After the assigned
tasks were completed, the survey questionnaires were administered to the students.
After completing the questionnaire, the researcher asked each student for any
difficulty experienced or suggestions. They were asked specifically to give feedback
on the length of time needed to complete the given tasks, time needed to complete
the questionnaire, the clarity of the statements and instructions, and layout of the
questionnaire. They were also asked to evaluate the simplicity of the given tasks. In
this initial pilot study, useful feedback was obtained related to questionnaire
wording, layout, and font size. Finally, the questionnaire was modified according to

the suggestions from the participants.

5.9.1.5 Main Pilot Study

In the main pilot study, 31 students were selected randomly from the same

environment using the same cloud application as in the initial pilot study. Prior to the

124



beginning of the practical session, the researcher described the aims of the research
and informed the students that they can withdraw from the practical session at any
time without any consequences and their participation will be confidential. The
students were also given letter of introduction, information sheet, consent form, and
tasks paper before conducting the practical session. The students were asked to sign

the consent form before the commencement of the practical session.

This main pilot study was conducted in the same way as explained in the initial pilot
study. After the designated tasks were completed, the survey questionnaires were
administered to the students. The completed and usable questionnaires were 29 after
excluding two questionnaires as a result of a few unanswered questions. There were
no comments suggested during this pilot study. Preliminary reliability of the

questionnaire was assessed using the data of this pilot study.

In this pilot study, the measurement items’ reliability was assessed by evaluating the
internal consistency of each measure. Reliability is “the dependability or consistency
of the measure of a variable” (Neuman, 2007, p. 373). Likewise, Saunders et al.
(2007, p. 149) viewed reliability as “the extent to which your data collection
techniques or analysis procedures will yield consistent findings”. Cronbach’s alpha
reliability coefficients were used to measure the internal consistency of the scales in
the research model (Creswell, 2009). Sekaran (2003) suggested that reliability
coefficients below 0.60 is deemed poor, 0.70 is considered acceptable, and above
0.80 is considered good. In this regard, Joseph F. Hair et al. (2010) recommend that
Cronbach’s alpha value equal to or greater than 0.70 indicates adequate internal
consistency. Thus, 0.70 value was considered as the threshold in this study.
Additionally, Joseph F. Hair et al. (2010) recommended that item-to-total correlation
among all items should be above 0.50. Item-to-total correlation gives “an indication
of the degree to which each item correlates with the total score” (Pallant, 2011, p.
100). Therefore, these two metrics (Cronbach’s alpha and item-to-total correlation)
were used in this study to measure the reliability of the scales in the research model.
Table 5.3 shows the Cronbach’s alpha and item-to-total correlation results for all the
constructs of the research model that were examined in the pilot study using SPSS

version 19.
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Table 5-3 Cronbach’s alpha and item-to-total correlation results

Construct ekl e Item-to-Total Correlation Loz g
Items Alpha (o)
Perceived Usefulness 6 .694, .666, .649, .699, .568, .617 0.849
Perceived Ease of Use 6 .718, .550, .747, .652, .759, .677 0.861
Behavioural Intention 3 .714, 788, .728 0.862
Self-Efficacy 5 .768, .746, .673, .608, .678 0.865
Playfulness 4 .525, .631, .592, .783 0.799
Perceptions of External Control 5 .501, .675, .636, .668, .530 0.802
Anxiety 4 .758, .789, .782, .766 0.896
Perceived Enjoyment 3 122, .668, .647 0.822
Subjective Norm 3 .765, .775, .755 0.875
Image 3 749, 677, .695 0.839
Job Relevance 3 737, .771, .718 0.862
Output Quality 3 .720, .750, .665 0.843
Result Demonstrability 4 .693, .765, .747, .758 0.875
Trust 5 .674, .726, .737, .654, .698 0.871

It can be seen from Table 5.3 that the Cronbach’s alpha values for all the constructs
ranged from 0.799 to 0.896, indicating that the measurement scales were reliable
since the values exceeded 0.70 threshold. Similarly, the item-to-total correlation
values were between 0.501 and 0.789, implying that the values were within the
acceptable range since they were above 0.50 threshold. Hence, the instrument was
considered reliable. Consequently, all items were retained, suggestingthat the

instrument can now be used to collect data in the main study.

5.9.1.6 Questionnaire Administration

The questionnaire was administered after the researcher obtained the approvals from
the target universitiesin this study which are King Abdulaziz University (KAU) and
Taibah University (TU) to conduct the study with their students and in their
environmentand after the questionnaire was pre-tested, pilot-tested and revised
according to the collected feedback. It is important to note that since the universities
in Saudi Arabia are sex segregated, the questionnaire was administered personally by
the researcher in male campus of the chosen universities, while in the female
campus, 5 female academic assistants (3 from KAU and 2 from TU) assisted the
researcher in the questionnaire administration. The researcher and the female
academic assistants visited the computer lab before the participants arrived and spent
some time in order to make sure that the computers devices were working and to

ascertain the availability of the Internet service. This was to prevent obstacles that
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will affect the process of conducting the practical session. When the participants
arrived at the lab, the researcher and the female academic assistants welcomed them
and gave them the letter of introduction, information sheet, consent form, and the
tasks paper. The participants were asked to sign the consent form before the
commencement of the practical session. The participants were told before the
commencement of the practical session that their participation is voluntary and they
can withdraw from the practical session anytime without any consequences. The
whole process took about 2 hours out of which the first 50 minutes was reserved for
the introduction. The participants were introduced and given a live demonstration on
how to access and use Google Docs. Then, they were asked to use Google Docs to
perform tasks designed by the researcher which took about 40 minutes. The
participants were specifically reminded that when they completed and saved their
tasks, the documents would be stored in a remote server, which is hosted by Google
Incorporation, unlike in a typical document creation and saving process where
documents are stored on the local computer. The questionnaire was then
administered to the students after they completed the tasks. The time given to
students to complete the questionnaire in the computer lab was between 20-30
minutes. After the students completed the tasks and the questionnaire, the researcher
and the female academic assistants expressed thanks to the participants for their
participation and time. The quantitative data were collected in three months,
specifically from March 1% to May 30", 2014,

5.9.2 Qualitative Data Collection

Although quantitative methods show promising results on the attitude towards
adoption and use of cloud computing applications by students, exploring and
understanding this issue in more detail using different approaches is important. In
this regard, qualitative methods were also employed to achieve some of the
objectives of this research. The qualitative data collection techniques adopted in this
study were focus group and open-ended question. Typically, qualitative data is
obtained through direct encounter. Researchers usually combine quantitative research
with focus groups (Neuman, 2007). The qualitative data collection techniques

employed in this research are explained as follows.
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5.9.2.1 Focus Group

According to Saunders et al. (2009) focus group is considered a special type of non-
standardized interview where the researcher interview group of participants. It
“focuses clearly upon a particular issue, product, service or topic and encompasses
the need for interactive discussion amongst participants” (Saunders et al., 2009, p.
347). Focus group is “relatively inexpensive and can provide fairly dependable data
within a short time frame” (Sekaran, 2003, p. 220). Focus group allows the
researcher to know more about participants’ experiences, opinions, and feelings
(Creswell, 2009; Macionis, 2012).

Focus group usually involves between four to twelve participants depending on the
experience of the interviewer, nature of the participants, and the problem under
discussion (Saunders et al., 2009). The participants are usually selected using non-
probability sampling (Saunders et al., 2009). The following suggestions are
important when conducting a focus group as recommended by Saunders et al. (2009).
The researcher should select group members that have some characteristics in
common relevant to the issue being discussed, not allow one or two members of the
focus group to dominate the discussion and tactically bring others into the discussion.
Moreover, the researcher should make sure that the participants understand the
contribution of each other, which enables him/her to establish accurate understanding
of the contributions provided, and should choose a “neutral setting” where the
participants will feel free and comfortable (Saunders et al., 2009). The following
subsections discuss the design of the focus group of this study, pilot study of focus
group, and the process of selecting the participants and carrying out the focus groups
in this study.

5.9.2.1.1 Focus Group Schedule Design

The questions for the focus groups were based on the same factors of the modified
TAM3 model used in the quantitative phase. A focus group schedule was developed
to guide the researcher during conducting the focus groups. The schedule was
translated into Arabic language (see Appendix K and L for English and Arabic
versions respectively) and divided into three parts as follows. The first part of the

schedule contains questions related to the participants’ demographic information.
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The second part includes questions related to the factors in the proposed TAM3
based model that assess the perception of the participants on the adoption of cloud
computing applications. The last part has an open-end question that asks the
participants about any additional factors or barriers they think affect the adoption of
cloud computing applications, which are not covered in this study. Finally, the
researcher thanks the students for their participation and time at the end of the part

three.

In addition, letter of introduction, information sheet (see Appendix M and N for
English and Arabic versions respectively), and consent form (see Appendix O and P
for English and Arabic versions respectively) were provided to the participants. The
letter of introduction and information sheet contain information about the study and
explain the objectives of the focus group; and assurance of the confidentiality of
participants’ responses and answers, and their right to withdraw at any time without
any consequences. The consent form provides assurance to the participants that their
responses will be kept confidential, and they can withdraw at any time they wish
from the focus group without any consequences; and seeks to obtain their agreement
to audio record their answers, and again a verbal agreement from the participants to
maintain the anonymity of other participants in the focus group and the
confidentiality of the discussion.

5.9.2.1.2 Pilot Study for Focus Group

According to Saunders et al. (2009, p. 597), a pilot test is a “small-scale study to test
a questionnaire, interview checklist or observation schedule, to minimise the
likelihood of respondents having problems in answering the questions and of data
recording problems as well as to allow some assessment of the questions’ validity
and the reliability of the data that will be collected”. Conducting a pilot study for
focus group is an important practice that can improve the quality of the focus groups
data. According to Breen (2007), pilot study enables the researcher to identify which
kind of approaches and questions is more convenient for him/her to conduct the
actual study. A pilot study will help the researcher obtains comments on the

questions from the representatives of the target group, revise questions structure,
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make decisions on whether to add or remove some questions, and get ideas about the

effectiveness of the researcher as a moderator (Breen, 2007).

The questions in the focus group schedule were based on the same factors of the
proposed research model considered in quantitative phase of the study. These
questions were validated by experts, language experts, PhD students and also sample
students from the target population in the quantitative phase. The focus group
questions were prepared in Arabic language, which were also based on the Arabic
version of the questionnaire validated in the quantitative phase by language experts
and students from the target population. The focus groups were conducted with the
participants in Arabic language. In addition, the structure of the focus group schedule
and the questions were reviewed by 3 PhD students who suggested minor corrections
in terms of the layout of the schedule. The researcher updated the structure of the
focus group schedule and invited 4 students using convenience sampling from the
target population to participate in focus group pilot study. The essence of conducting
focus group pilot study was to ensure that the questions were clear, and to determine
the time required to conduct the focus groups. The researcher asked the focus group
participants the questions related to the proposed model factors that were prepared in
the schedule. The researcher specifically asked the focus group participants to
comment on the clarity of the questions, difficulty faced in understanding the
questions, and any other issues related to the questions. The focus group participants

confirmed that the questions were clear and understandable.

5.9.2.1.3 Conducting the Focus Group

The focus groups participants were chosen using self-selection and purposive
sampling techniques during the quantitative phase of the study. A request was made
at the end of the questionnaire to all respondents that if they wish to voluntarily
participate in the focus group, they should contact the researcher through his phone
number or email address he provided in the questionnaire, or to provide their phone
number. The contact information of the interested participants will make it easier for
the researcher to reach and inform them about the time and place of the focus group.
The number of the interested participants from both universities is 93, and the

researcher selected only male students from King Abdulaziz University. Out of the
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37 interested male students, the researcher selected 15 students from different ages,
majors (Arts and Sciences), and year of study. The participants were selected
because they have some features in common that will allow them to discuss more in
the issues related to the topic of the study (Adams et al., 2007; Saunders et al., 2009).
Due to time, budget and culture constraints, the focus groups were conducted only
with male students of the King Abdulaziz University. The female students from both
universities were excluded because they have their own campus (gender segregated
campus) due to cultural constraints stemming from Islamic religion which forbids
intermingling of unrelated males with females. Therefore, it was difficult for the
researcher to conduct face-to-face focus group interview with female students.
Equally, the male students from Taibah University were excluded from the focus

group due to time and budget constraints.

The researcher divided the participants into three groups by considering the time
limitation, classes of students in these focus groups, and the fact that the researcher
believed that three groups were sufficient to achieve the aim of conducting the focus
groups. Three different times were proposed by the researcher to conduct the focus
groups. The researcher also limited the number of participants to 5 per group in
accordance with Ritchie (2003), who suggested that a focus group requires between
four and ten participants in order to generate adequate content. The questionnaire
respondents that showed interest to participate in the focus groups were invited via
SMS to participate in the focus groups. The selected students agreed to take part in
the focus group and the researcher asked the volunteer students to select the suitable
time from three proposed times suggested by the researcher. The invited students

confirmed their participation by selecting suitable time.

At the beginning of the focus groups, the researcher started with welcoming and
thanking the participants for their time, and then the researcher personally introduced
himself and explain the aim of the research as well as the focus group. Ethical issues
were considered by presenting letter of introduction, information sheet, and consent
form which contain explanation about the objectives of the study and focus group,
assurance of the confidentiality of the participant’s responses, and the right of the
participants to withdraw at any time without any consequences. The participants
were specifically notified that their participation was voluntary. Other ethical issues
considered were anonymity and confidentiality. Anonymity is “the process of
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concealing the identity of participants in all documents resulting from the research”
(Saunders et al., 2009, p. 587). Confidentiality is a “concern relating to the right of
access to the data provided by the participants and, in particular the need to keep
these data secret or private” (Saunders et al., 2009, p. 589). The researcher gave
assurance to the participants that their identities would not be disclosed, and names
would not be used throughout the research. They were also guaranteed that their
recorded focus groups data and excerpts from the interviews would be anonymously
used, and the data would only be accessed by the researcher alone. The focus groups
were recorded using a high quality digital recorder which took about 1 hour and 30
minutes to 2 hours. All participants were informed about the recording device and
their permission to record the focus groups was sought before starting the focus
groups. They were also requested to sign the consent form before the commencement
of the focus groups. Finally, the researcher thanked the participants for their
participation and time at the end of each interview of focus group. The focus groups
were conducted within two days: on June 18, 2015 with the first group, and on June
20, 2015 with the second and third groups in King Abdulaziz University library. The
venue of the focus groups was chosen based on the suggestion that focus group
setting should be quiet, private, uninterrupted place, and easy to locate; and also to
make sure the venue has adequate facilities (Finch & Lewis, 2003; Saunders et al.,
2009). Prior to conducting the focus groups the researcher got permission to use a
room in the university library for conducting the 3 focus groups with the students.
Consequently, 3 focus groups were conducted in this study. The first and third

groups had 5 participants each, while the second group had 4 participants.

5.9.2.2 Open-Ended Question

Open-ended questions allow “subjects to respond freely, expressing various shades
of opinion” (Macionis, 2012, p. 39). According to Sekaran (2003, p. 421) open-
ended questions are “questions that the respondent can answer in a free-flowing
format without restricting the range of choices to a set of specific alternatives
suggested by the researcher”. Although open-ended questions have weaknesses
which include difficult and time consuming to analyse, and need for coding the
answers (Adams et al., 2007; Kothari, 2004), a respondent can express whatever is in

their mind in their own words which gives the researcher “a more complete picture
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of the respondent’s feelings and attitudes” (Kothari, 2004, p. 103; Macionis, 2012).
Therefore, the open-ended question was included at the end of the questionnaire as

supported by Sekaran (2003), and also in the last section in focus group schedule.

5.10 Data Analysis

Both the quantitative and qualitative data were analysed separately. Data analysis
involves organizing, examining, and categorizing data with the aim of deriving
meaning out of it to find answers to the study questions (Creswell, 2009). The
specific analysis strategies employed in both quantitative and qualitative analysis

phases are described in the following subsections.

5.10.1 Quantitative Data Analysis

The quantitative data collected using the survey questionnaire were analysed using
SPSS software (version 22) and AMOS software (version 19). Descriptive statistics
from SPSS software was utilized to analyse the demographic data. The relationship
between the variables was examined using Structural Equation Modelling (SEM) by
using AMOS software. According to Joseph F Hair, Hult, Ringle, and Sarstedt
(2014), relationships in SEM are estimated using either Partial least Squares
Structural Equation Modelling (PLS-SEM) or Covariance-Based Structural Equation
Modelling (CB-SEM). PLS-SEM based software such as PLS are used when the aim
of a study is to predict or identify constructs, structural model is complex, sample
size is small, or data are non-normally distributed (Joseph F Hair et al., 2014). On the
other hand, CB-SEM based software like AMOS are used if the aim of the study is to
test, confirm, or compare theories (Joseph F Hair et al., 2014). Therefore, AMOS
was chosen since the aim of our study requires CB-SEM approach as suggested by
Joseph F Hair et al. (2014) and AMOS is user-friendly software with well-organized
output format and excellent graphical interface (Clayton & Pett, 2008; Narayanan,
2012). We employed a two stage approach in SEM to assess the model (Joseph F.
Hair et al., 2010). In the first stage, reliability and validity of the model were
measured, and the hypotheses were tested in the second stage.
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5.10.2 Qualitative Data Analysis

Analysis of qualitative data involves understanding the data in a more detailed way
(Creswell, 2009). The focus groups data were transcribed after conducting the
interviews. Creswell (2009) presented stages involved in qualitative data analysis.
The researcher begins by organizing the transcribed data and prepares it for the
analysis. The next stage is to read the data in order to have a general understanding
of the data. The data will then be organized into chunks called codes. The codes are
further grouped into categories that will give meaning to the data. Therefore, in this
case the transcribed data were coded and categorized based on the factors of the
proposed model. In the case of open-ended question analysis, new categories were
created based on the new factors and barriers emerged that were not related to the

factors of the research model.

5.11 Reliability and Validity

Reliability and validity are two important issues that need to be considered when
discussing the quality of instrument or research findings in general (Creswell, 2009;
Saunders et al., 2009).

5.11.1 Reliability of the Questionnaire

Reliability deals with the extent of consistency of measurement items with the
variables (Joseph F. Hair et al., 2010). In our study, reliability in the quantitative
strategy was measured using construct reliability, Cronbach’s alpha, and item-to-total
correlation. Joseph F. Hair et al. (2010) suggested value greater than 0.70 as the
recommended limit for both construct reliability and Cronbach’s alpha. Sekaran
(2003) further suggested that reliabilities less than 0.60, in the range 0.70, and above
0.80 are considered poor, acceptable, and good respectively. This indicates that “the
closer the reliability coefficient gets to 1.0, the better” (Sekaran, 2003, p. 311). The
reliability of the scale was measured using popular measure called construct
reliability and Cronbach’s alpha, whereas the reliability of the individual items was
assessed using item-to-total correlation (Gliem & Gliem, 2003; Joseph F. Hair et al.,
2010). The recommended value of construct reliability and Cronbach’s alpha is 0.70

or above (Joseph F. Hair et al., 2010). The item-to-total correlation is the correlation
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between the items and summated scales score. Joseph F. Hair et al. (2010)
recommended an acceptable threshold for item-to-total correlation to be above 0.50.
Therefore, in this study construct reliability, Cronbach’s alpha, and item-to-total

correlation were used to examine the reliability of the scale.

5.11.2 Validity of the Questionnaire

Validity is “concerned with whether the findings are really about what they appear to
be about” (Saunders et al., 2009, p. 157). Joseph F. Hair et al. (2010, p. 94) defined
validity as the “extent to which a measure or set of measures correctly represents the
concept of study”. Two types of validity were used in this study, which are: content
validity and construct validity (Creswell, 2009; Kothari, 2004; Saunders et al., 2009;
Sekaran, 2003). Content validity is “the extent to which a measuring instrument
provides adequate coverage of the topic under study” (Kothari, 2004, p. 74). There is
no numerical way of examining this type of validity, but it can be assessed by panel
of experts who will assess how the questionnaire meets the standards (Kothari,
2004). The content validity was assessed during the pre-test and pilot study.
Construct validity “refers to the extent to which your measurement questions actually
measure the presence of those constructs you intended them to measure” (Saunders
et al., 2009, p. 373). The construct validity was assessed using convergent and

discriminant validity as recommended by Joseph F. Hair et al. (2010).

5.11.3 Reliability and Validity of the Focus Groups

The reliability and validity of the focus groups were measured by determining the
rigor or trustworthiness of the study using the four suggested measures: credibility,
transferability, dependability, and confirmability (Houghton, Casey, Shaw, &
Murphy, 2013; Morse, Barret, Mayan, Olson, & Spiers, 2002). Credibility measures
the integrity of the findings. It can be achieved “only by taking data and
interpretations to the sources from which they were drawn and asking directly
whether they believe - find plausible - the results” (E. Guba & Lincoln, 1981, p.
110). In this regard, the researcher asked all focus groups participants to read the
transcription of their interviews. The participants confirmed that the focus groups

have been accurately recorded and transcribed, and hence the credibility in this study
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was achieved (Houghton et al., 2013). Transferability is referred as fittingness which
is fulfilled when the findings of the study fit into the external context of the scope of
study (Ryan-Nicholls & Will, 2009). The fittingness can be established through
discussions with undergraduate students from different higher education institutions
in Saudi Arabia and the findings is applicable to other contexts. Dependability
measures the consistency of the qualitative study which can be established and
referred to as auditable when another researcher can follow the researcher’s decision
trail (Ryan-Nicholls & Will, 2009). This implies that when the data is given to
another researcher in the same perspective and context using clear analysis procedure
followed by the researcher, he/she should arrive at similar findings. Generally, the
researcher is part of the research instrument in qualitative studies. Therefore, the
reliability of the researcher was increased by conducting one pilot focus group with 4
students to develop and improve interviewing skills in order to solve any difficulties
that may arise during the focus groups. Finally, confirmability refers to the neutrality
and accurateness of the data (Ryan-Nicholls & Will, 2009). Neutrality is “the
freedom from bias in the research process and product” (Ryan-Nicholls & Will,
2009, p. 78). Confirmability which determine neutrality is assessed by establishing
truth value, applicability and auditability (Ryan-Nicholls & Will, 2009). In the focus
groups, confirmability was achieved since the first three suggested criteria
(credibility, transferability and dependability) were met (Ryan-Nicholls & Will,
2009).

5.12 Ethical Issues

This research involve collecting data from students, therefore the researcher need to
respect the participants as well as the environment were the data were collected
(Creswell, 2009). In this study, several steps were taken to ensure that the research
followed the standards of ethical research practice. First, the ethics committee in
Flinders University approved the research with project number 6379. Second, the
researcher described the aims and objective of the study to the participants. The
importance of cloud computing services especially to students were highlighted in
order to make the students realize the benefits that could be reaped when the services
are adopted. The researcher also explained to the students how this study will assist

decision makers in universities and cloud services providers to comprehend the
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factors that influence the adoption of cloud computing applications by students.
Third, consent from the participants was sought at the beginning of the study.
Assurance was also given to the participants that their data including personal
information will be private and secured by the researcher even after publishing the
PhD thesis. Fourth, the researcher also ensured that personal information of the
participants from both questionnaires and focus groups were coded and stored in a
secured folder. The secured folder was protected in such a way that only the
researcher can access its contents. In addition, focus groups data were kept
confidentially using letters and numbers instead of names to protect the privacy of
the participants. Finally, voluntary participation was emphasized to give the
participants right to participate and withdraw at any time. The researcher provided
his contacts details and that of the researcher’s supervisor in the information sheet in
case of any further enquiry or any ethical concerns.

5.13 Chapter Summary

This chapter explained the research methodology employed in this research. The
objectives of this study guided the selection of the appropriate research design, which
was mixed method design. In this design, quantitative and qualitative strategies were
used to collect and analyse the relevant data. The chapter also presented a
justification for the selection of the research design. In addition, the chapter
described in detail the study setting, the target population, sampling techniques and
sample size. Furthermore, the three different data collection methods employed in
this study which were survey questionnaire, open-ended question, and focus group
were presented in detail in this chapter. Likewise, the chapter discussed the analysis
techniques employed in both the quantitative and qualitative phases. Finally, this
chapter discussed reliability and validity of the instrument and focus group, as well
as the ethical considerations.
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Chapter 6: Quantitative Data Analysis and Results

6.1 Introduction

This chapter presents the analysis and results of the quantitative data which were
collected using survey questionnaire. The chapter discusses data screening issues
including missing data, normality, outliers, and multicollinearity. The chapter also
presents the demographic characteristics of the respondents which were analysed
using descriptive statistics. In addition, this chapter assesses the reliability and
validity of the proposed model constructs. Subsequently, the chapter presents the
results of Exploratory Factor Analysis (EFA). Finally, this chapter presents the
results of Confirmatory Factor Analysis (CFA), and the structural model evaluation

and hypotheses testing.

6.2 Data Screening

The quantitative data were screened prior to start of the main analysis. According to
Pallant (2011), data screening or data examination is essential because errors that
occur during data entry can be identified and addressed prior to the analysis of the
data. This is useful since errors can distort results of analyses such as correlation.
Four issues are considered during the data screening process, which are: missing
data, outliers, normality, and multicollinearity (Joseph F. Hair et al., 2010; Newton &
Rudestam, 2013; Pallant, 2011).

6.2.1 Missing Data

Missing data represent information related to subject or case that is not available.
Missing data usually occur as a result of failure of respondents to answer one or more
survey questions, or an error during data entry (Joseph F. Hair et al., 2010; Osborne,
2013). Identifying missing data is important because it affects the generalizability of
the results (Joseph F. Hair et al., 2010). Although there exist various ways of
handling missing data such as mean substitution, regression imputation, case
substitution, and complete data, respondents with missing data are eliminated

because they affect the validity of the findings (Joseph F. Hair et al., 2010). In our
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study, the questionnaires distributed among the students were 527. The total
questionnaires used for the analysis were 451 (86%) after eliminating 76 unusable
questionnaires due to missing data (54) and unengaged responses (22). The response
rate of 86% was sufficient according to various suggestions that responses rate
should be reasonably high (Nulty, 2008; Saunders et al., 2009). According to

Saunders et al. (2009), 30% response rate is considered reasonable.

6.2.2 Assessment of Normality

Normality assumption is essential because it is one of the important assumptions in
multivariate analysis. According to Joseph F. Hair et al. (2010) normality is an extent
to which the distribution of a sample data resembles normal distribution. Generally,
normality is measured by observing the shape of the data distribution, and by
examining skewness and kurtosis. Therefore, to assess whether the data are normal in
this study the researcher examined two measures of distributions - skewness and
kurtosis - to allow assess to what extent the data deviate from normality (Joseph F.
Hair et al., 2010). Skewness is “the measure of the symmetry of a distribution; in
most instances the comparison is made to a normal distribution” (Joseph F. Hair et
al., 2010, p. 36), while kurtosis is “the measure of the peakedness or flatness of a
distribution when compared with a normal distribution” (Joseph F. Hair et al., 2010,
p. 35). Skewness and kurtosis are generally used by researchers since they are the
components of normality (Tabachnick & Fidell, 2007). Kline (2011) suggested that
when skewness is <= 3 and kurtosis is <= #10 then a data distribution will be
considered normal. The results of skewness and kurtosis in Table 6.1 show that they
were within the acceptable range for all the research factors as recommended by
Kline (2011).

Table 6-1 Skewness and kurtosis results

Construct Mean Std. Deviation Skewness Kurtosis
Perceived Usefulness 3.9993 .64645 -1.569- 3.643
Perceived Ease of Use 4.0196 .61988 -1.177- 2.789
Behavioural Intention 4.1360 71127 -1.346- 2.700
Self-Efficacy 3.8213 .64325 -1.167- 2.515
Playfulness 3.8126 .72636 -1.016- 1.713
Perceptions of External Control 3.8692 .59435 -1.110- 1.718
Anxiety 2.8115 1.04281 -.071- -.944-
Perceived Enjoyment 3.7990 .73130 -.785- 934
Subjective Norm 3.4738 .84063 -.665- .287
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Construct Mean Std. Deviation Skewness Kurtosis

Image 3.5551 .87833 -.697- 319
Job Relevance 3.9017 .69242 -.898- 1.518
Output Quality 3.6208 .82693 -.606- .296
Result Demonstrability 3.7511 .81223 -1.197- 2.179
Trust 3.8013 .74851 -.858- 1.377

6.2.3 Outliers Screening

Outliers affect the sample distribution and inferential statistics which will
consequently influence the results of statistical analyses. An outlier is referred to as
“an observation that is substantially different from the other observations (i.e., has an
extreme value) on one or more characteristics (variables)” (Joseph F. Hair et al.,
2010, p. 36). Outlier screening involves assessment of univariate and multivariate
outliers. An outlier is univariate “if it is extreme on a single variable” (Kline, 2011,
p. 54), whereas an outlier is multivariate if it “has extreme scores on two or more
variables” (Kline, 2011, p. 54). To examine univariate outliers, SPSS was used to
examine the 57 variables for measuring the extended TAM3 model constructs by
computing the standard score (z-score) for each variable (Joseph F. Hair et al., 2010).
The z-scores were compared with the recommended threshold. Tabachnick and Fidell
(2007) suggested a threshold of z-score not more than £3.29, similarly Joseph F. Hair
et al. (2010) recommended a value of z-score not higher than 4 for study with a
large sample size (above 80 responses). Hence, the threshold recommended by
Joseph F. Hair et al. (2010) was used in this study since the sample size for this study
is large.The smallest value for computed z-scores in this study (see Appendix Q) was
-3.9, and the largest was +1.9 which showed that the values for all the variables were
within the +4 range suggested by Joseph F. Hair et al. (2010). Thus, there was no

presence of univariate outliers.

On the other hand, multivariate outlier can be assessed using Mahalanobis distance
(D% measure. To examine a multivariate outlier, a quotient of D? and degree of
freedom (df) is computed (D?/df). If the value exceeds 4 for larger samples then the
observation is a potential multivariate outlier which “represents observations farther
removed from the general distribution of observations in this multidimensional
space” (Joseph F. Hair et al., 2010, p. 66). D? is “a multivariate assessment of each

observation across a set of variables” (Joseph F. Hair et al., 2010, p. 66), and df is the
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number of measured variables (Joseph F. Hair et al., 2010). The multivariate outlier
was assessed using SPSS by firstly determining the D? for all the observations and
then the D? values were divided by df which is 57. Table 6.2 shows the results of six
observations with highest D%df values. The results show that all the observed values
are below the threshold of 4. Thus, there is no evidence of multivariate outlier

detected in the observations.

Table 6-2 Multivariate outlier results for the six observations with highest values
Observation

Mahalanobis D? D?/df
number
337 161.92797 2.84
348 137.96290 2.42
342 130.84101 2.30
280 128.79275 2.26
20 125.31985 2.20
168 123.54865 2.17

6.2.4 Multicollinearity Test

Multicollinearity is another important assumption that needs to be met before
conducting multiple regression analysis because the presence of multicollinearity
leads to a bad regression model (Pallant, 2011). This makes it “impossible to obtain
unique estimates of the regression coefficients because there are an infinite number
of combinations of coefficients that would work equally well” (Field, 2009, p. 223).
Multicollinearity can be assessed by examining the correlation between independent
variables. Multicollinearity occurs when there is high correlation between the
independent variables (r=.9 and above) (Pallant, 2011). The correlations between the
independent variables are examined using Pearson correlation test (Greasley, 2008).
As shown in Table 6.3, the highest correlation value is 0.575, indicating that all the

correlations between the independent variables are not high.
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Table 6-3 Pearson correlations test results

PU |PEOU| BI | SE |PLAY | PEC [ANX] ENJ | SN [IMG|REL|OUT|RES| TR
Pearson 1 | 511 | .575|.306] .299 | .318 |-.023-| .452 |.284| 262 | .456 | .313 | .224 | .342
lbu Correlation
f{;ﬁeg .000 |.000 [.000[ .000 |.000 | .622 |.000 |.000|.000].000(.000].000 ] .000
Pearson 511 1 |.556|.206| .346 | .356 |-.124-| .424 |.221| 205|302 .226 | .231 | .259
Correlation
Peou ¢ o
talﬁé 5 000 .000 |.000| .000 |.000 | .009 | .000 |.000|.000 |.000{.000 | .000 | .000
Pearson. 575| 556 | 1 |.272| .318 | .286 |-.035-| .365 |.236| 252 | .382| .272 | .248 | .281
lsi Correlation
tsa'ﬁeg 000 | .000 .000| .000 |.000 | .455 | .000 |.000|.000|.000|.000 | .000 | .000
Pearson 306 | 206 |.272| 1 | 270 | 214 | .044 | .181 |.277| 208 | .216| .245 | .174 | .252
sE C_orrelatlon
tsa'ﬁeg .000 | .000 |.000 000 |.000 | .352 | .000 |.000|.000].000|.000 | .000 | .000
Pearson 299 | 346 | .318|.270| 1 |.309 |-.040-| 374 |.265| 265 |.267| .163 | .155 | .303
Correlation
fpray o
taﬁéé)' .000 | .000 |.000|.000 .000 | .397 | .000 |.000| .000 |.000 | .000 | .001 | .000
Pearson 318| 356 |.286[.214| 300 | 1 |-.075-| 386 |.242| .247|.383| 276 | .316 | .207
bec Correlation
1 .
tsa'ﬁeéf .000 | .000 |.000|.000| .000 113 | .000 |.000|.000 | .000 .000 | .000 | .000
Pearson | 555 | 194- |-035].044] - 040- |- 075| 1 |-.032| .145| 146|028 | 022 |- 089-|-.004-
ANX Correlation
f{;ﬁeg 622 | 009 |.455|.352| 397 |.113 494 |.002| .002 | 558 .639 | .059 | .938
Pearson. 452 | 424 | 365|.181| 374 | 386 |-.032-| 1 |.350|.322].461]|.380].277 | .306
lens Correlation
tsa'ﬁeg 000 | .000 |.000|.000| .000 |.000 | .494 .000|.000|.000/ .000 | .000 | .000
Pearson. 284 | 221 | 236 |.277| 265 | 242 | .145| 350 1 |.456].341].335].160 | .294
SN Correlation
tsa'ﬁeg 000 | .000 |.000|.000| .000 |.000].002 | .000 .000|.000| .000 .001 | .000
Pearson 262 | 205 | .252|.208| 265 | 247 | .146 | 322 |.456| 1 |.385|.268|.223] 355
IMG Correlation
tsa'ﬁ]eg .000 | .000 |.000|.000| .000 |.000].002 | .000|.000 1000/ .000 | .000 | .000
Pearson 456 | 302 |.382|.216| .267 | .383|.028 | .461|.341| 385| 1 |.344|.318] .259
lreL C_orrelatlon
tsa'ﬁ]eé? .000 | .000 |.000|.000| .000 |.000|.558 | .000|.000].000 .000 | .000 | .000
Pearson. 313 | 226 | .272|.245| 163 | 276 | .022 | .380 |.335| .268|.344| 1 |.258] .281
lout Cprrelatlon
tsa'ﬁeéf .000 | .000 |.000|.000| .000 |.000|.639 | .000 |.000].000 |.000 .000 | .000
Pearson 224 | 231 | .248|.174| 155 | .316 |-.089-| 277 |.160| 223 .318| .258| 1 |.160
lres Correlation
tsa'ﬁeé? 000 | .000 |.000].000| .001 |.000].059 |.000|.001|.000|.000] 000 001
EZ?';Z‘I’;‘M” 342 | 259 | .281|.252| .303 | .297 |-.004-| .306 |.294| 355 |.259| .281 | .160 | 1
TR :
tsa'ﬁeéf .000 | .000 |.000|.000| .000 |.000|.938 | .000 |.000].000|.000] 000 |.001
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Furthermore, multicollinearity problems were further assessed by performing
collinearity diagnostics on the model’s constructs. Tolerance and Variance Inflation
Factor (VIF) were used to determine the multicollinearity (Pallant, 2011; Tabachnick
& Fidell, 2007). Tolerance is “an indicator of how much of the variability of the
specified independent variableis not explained by the other independent variables in
the model” (Pallant, 2011, p. 158). VIF “indicates whether a predictor has a strong
linear relationship with the other predictor(s)” (Field, 2009, p. 224). According to
Pallant (2011), a tolerance value below 0.10 indicates the possibility of
multicollinearity, and VIF value above 10 is an indication of multicollinearity. The
results of the multicollinearity are presented in Table 6.4. It can be observed from
Table 6.4 that the tolerance and VIF values for all constructs are all above 0.10 and
below 10 respectively as recommended by Pallant (2011). Therefore, since the
tolerance and VIF values have not exceeded the recommended threshold, it can be
concluded that the data are appropriate for conducting multiple regression analysis

since there is no evidence of multicollinearity in the examined constructs.

Table 6-4 Multicollinearity test results

Construct Tolerance VIF
Perceived Usefulness 0.525 1.904
Perceived Ease of Use 0.573 1.746
Behavioural Intention 0.551 1.815
Self-Efficacy 0.812 1.232
Playfulness 0.741 1.350
Perceptions of External Control 0.709 1.410
Anxiety 0.922 1.084
Perceived Enjoyment 0.591 1.693
Subjective Norm 0.681 1.468
Image 0.673 1.487
Job Relevance 0.613 1.633
Output Quality 0.743 1.346
Result Demonstrability 0.812 1.232
Trust 0.746 1.341

6.3 Descriptive Statistics

The descriptive statistics, which is the analysis of the demographic and personal
information of the respondents, was conducted using SPSS after the data were
screened. The total valid responses were 451 after screening the data, and the

statistical analysis was conducted with all the 451 responses. Table 6.5 shows the
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characteristics of the respondents including their university, academic major, gender,
age group, year of study, computer ownership, number of years using a computer,
computer knowledge, availability of high-speed Internet connection at home and
university, availability of computer labs at their schools, number of years using
Internet, time spend on the Internet daily, and Internet proficiency. The following

subsections will describe the results obtained related to all of the above demographic
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variables.
Table 6-5 Demographic profile of the respondents
Variable Frequency Percentage
University King Abdulaziz University 253 56.1
Taibah University 198 43.9
Major Arf[s 237 52.5
Sciences 214 47.5
Gender Male 242 53.7
Female 209 46.3
Age group 18 - 22 Years 371 82.3
23 - 27 Years 80 17.7
First Year 78 17.3
Second Year 184 40.8
The year of study Third Year 126 27.9
Fourth Year 34 75
Other 29 6.4
Computer ownership Yes 393 8r.1
No 58 12.9
<1year 3 T
. 1- 3 years 40 8.9
CNounr%t:ﬁ;;)f years using a 4 - 6 years 183 40.6
7 -9 years 138 30.6
> 9 years 87 19.3
Poor 25 55
Fair 61 13.5
Computer knowledge Good 176 39.0
Very Good 126 27.9
Excellent 63 14.0
Availability of high-speed Yes 340 75.4
Internet connection at home No 111 24.6
Availability of Internet at the Yes 149 33.0
university No 302 67.0
Availability of computer lab in Yes 97 21.5
school No 354 78.5
<1vyear 24 5.3
. 1- 3 years 200 44.3
Il\rlwltjgr]r?:tr of years using the 476 years 137 304
7 -9 years 73 16.2
> 9 years 17 3.8
<1 hours 47 10.4
1 - 3 hours 160 35.5
Time spend on the Internet daily 4 - 6 hours 144 31.9
7 -9 hours 49 10.9
> 9 hours 51 11.3



Variable Frequency Percentage

Poor 19 4.2
Fair 52 115
Internet proficiency Good 158 35.0
Very Good 142 315
Excellent 80 17.7

6.3.1 University and Academic Major

The respondents were asked to indicate their institution, and academic major. The
demographic profile of the respondents reveals that 253 (56.1%) are from King
Abdulaziz University and 198 (43.9%) are from Taibah University as shown in Table
6.5. Slightly more than half of the respondents 237 (52.5%) are majored in Arts and

the remaining 214 (47.5%) are majored in Sciences.

6.3.2 Gender, Age Group, and Year of Study

The respondents were asked to specify their gender, age group, and year of study. It
can be seen from Table 6.5 that, more than half of the respondents 242 (53.7%) are
males and the remaining 209 (46.3%) are females. Similarly, majority of the
respondents 371 (82.3%) are within the age range of 18-22 years and the remaining
80 (17.7%) fall within the age range 23-27 years. The students that responded to the
questionnaire were mostly in their second year (40.8%), while the percentages of
those in their first year, third year, fourth year, and others are 17.3%, 27.9%, 7.5%,
and 6.4% respectively.

6.3.3 Availability of Computer, Number of Years Using Computer, and
Computer Knowledge

In the questionnaire, the respondents were asked to indicate if they own a computer,
the number of years they have been using computer, and their level of computer
knowledge. It can be observed from Table 6.5 that, a total of 393 (87.1%) students
have a computer and only 58 (12.9%) have no computer at the time of this study.
Also, the number of the respondents that use computer in less than 1 year, between 1

to 3 years, between 4 to 6 years, between 7 to 9 years, or in more than 9 years is 3
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(0.7%), 40 (8.9%), 183 (40.6%), 138 (30.6%), or 87 (19.3%) respectively.
Additionally, the respondents with poor, fair, good, very good and excellent
computer skills are 25 (5.5%), 61 (13.5%), 176 (39.0%), 126 (27.9%) and 63
(14.0%) respectively.

6.3.4 Availability of High-Speed Internet Connection at Home and University
and Availability of Computer Labs

As shown in Table 6.5, concerning the availability of high-speed Internet connection
at home, 340 (75.4%) respondents admit that they have high-speed Internet
connectivity at home, while 111 (24.6%) do not have the high-speed Internet
connectivity in their homes. Similarly, 149 (33.0%) respondents revealed that the
Internet is available in their universities, whereas 302 (67.0%) of the respondents
reported that the Internet is not available. Most of the respondents 354 (78.5%) admit
that computer labs are not available in their various schools, and only 97 (21.5%)

respondents have computer labs in their schools.

6.3.5 Number of Years Using Internet, Time Spend on Internet Daily, and

Internet Proficiency

The respondents were requested to specify the number of years they have been using
Internet, time spend on Internet daily, and their Internet proficiency. As shown in
Table 6.5, concerning the number of years using the Internet, the respondents that
used Internet in less than 1 year, between 1 and 3 years, between 4 and 6 years,
between 7 and 9 years, or in more than 9 years are 24 (5.3%), 200 (44.3%), 137
(30.4%), 73 (16.2%), or 17 (3.8%) respectively. Concerning the time spent using
Internet daily, the number of respondents that spend less than 1 hour, between 1 to 3
hours, between 4 to 6 hours, between 7 to 9 hours, or above 9 hours is 47 (10.4%),
160 (35.5%), 144 (31.9%), 49 (10.9%), or 51 (11.3%) respectively. Moreover, the
respondents with poor, fair, good, very good and excellent Internet proficiency are 19
(4.2%), 52 (11.5%), 158 (35.0%), 142 (31.5%) and 80 (17.7%) respectively.
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6.4 Assessment of Reliability and Validity

The two important characteristics of scales considered in this study are reliability and
validity. Reliability is an indication of how free a scale is from random error, while
validity is the degree to which a scale measures what it should measure (Pallant,
2011). These two characteristics of scales are presented in the following subsections.

6.4.1 Reliability

Reliability measures the extent at which the measurement scale is consistent.
Reliability is assessed during exploratory stage of the research to ensure that the
scale consistently produces similar and meaningful results. It is highly recommended
that the reliability of each scale should be assessed. Thus, the reliability of the scales
was measured using internal consistency and item-to-total correlation (Joseph F. Hair
et al., 2010). The reliability assessment procedures used in this study are presented in

the following subsections.

6.4.1.1 Internal Consistency

Internal consistency is defined as “the degree to which responses are consistent
across the items within a measure” (Kline, 2011, p. 69). This measures the
consistency of a scale based on the popular measure called Cronbach’s Alpha. Joseph
F. Hair et al. (2010) suggested that, Cronbach’s Alpha should not be below 0.70.
Furthermore, reliability below 0.60 is considered poor, 0.70 is acceptable, and above
0.80 is good according to Sekaran (2003). The Cronbach’s Alpha values for the 14
constructs are presented in Table 6.6, which shows good values between 0.75 and
0.89. Cronbach’s Alpha values for self-efficacy and perceptions of external control
constructs were obtained after deleting items SE1 and PEC3 from each construct
respectively, which resulted in substantial increase in the Cronbach’s Alpha values of
their corresponding constructs. The Cronbach’s Alpha coefficients for all the
research constructs are above the lower acceptable limit suggested in literature
(Joseph F. Hair et al., 2010). Hence, the measurement scales are consistent since they
show adequate evidence of reliability.
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Table 6-6 Cronbach’s Alpha values for the research constructs

Construct No. of Items Cronbach’s Alpha (a)
Perceived Usefulness 6 .885
Perceived Ease of Use 6 872
Behavioural Intention 3 .850
Self-Efficacy 4 .804
Playfulness 4 .804
Perceptions of External Control 4 .808
Anxiety 4 .858
Perceived Enjoyment 3 .882
Subjective Norm 3 .826
Image 3 179
Job Relevance 3 .843
Output Quality 3 753
Result Demonstrability 4 .883
Trust 5 877

6.4.1.2 Item-to-Total Correlation

Item-to-total correlation is one of the measures of internal consistency related to the
individual items (Joseph F. Hair et al., 2010). Item-to-total correlation measures “the
degree to which each item correlates with the total score” (Pallant, 2011, p. 100),
which should exceed 0.50 as recommended by Joseph F. Hair et al. (2010). Items
with values lower than 0.30 indicate that they are “measuring something different
from the scale as a whole” (Pallant, 2011, p. 100). The item-to-total correlations
presented in Table 6.7 shows that all the values are within the acceptable range since
they are all above 0.50, the recommended threshold by Joseph F. Hair et al. (2010).

Therefore, the items retained are measuring their respective target scales.

Table 6-7 Item-to-total correlations values for the items of constructs

Construct No. of Items Item-to-Total Correlation
Perceived Usefulness 6 .733,.722, .701, .719, .616, .701
Perceived Ease of Use 6 .642, .659, .702, .726, .662, .655
Behavioural Intention 3 .733, .746, .679
Self-Efficacy 4 .624, .591, .659, .610
Playfulness 4 .606, .633, .643, .600
Perceptions of External Control 4 .569, .598, .672, .662
Anxiety 4 616, .673, .769, .754
Perceived Enjoyment 3 .754, .789, .770
Subjective Norm 3 .662, .735, .657

Image 3 570, .692, .592

Job Relevance 3 .692, .730, .704

Output Quality 3 590, .633, .548

Result Demonstrability 4 774, .731, .787, .693
Trust 5 .691, .790, .793, .651, .638
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6.4.2 Validity

In this study, two types of validity were empirically examined, which were
convergent and discriminant validity. These two validity measures were assessed
during Exploratory Factor Analysis (EFA) as well as Confirmatory Factor Analysis
(CFA) (Joseph F. Hair et al., 2010). Convergent validity assesses the extent to which
two variables that measure the same concept are correlated (Joseph F. Hair et al.,
2010). This implies that the items within the same factor are correlated. The evidence
of convergent validity can be checked in EFA from the factor loadings which should
be 0.50 or above (Joseph F. Hair et al., 2010; Raubenheimer, 2004). In our study, the
factor loadings were obtained by utilizing Principal Components Analysis (PCA)
with Varimax rotation in EFA, and the items in each factor loaded significantly
within the range of 0.644-0.866 as shown in Table 6.11. Hence, the convergent

validity is achieved since the items within every single factor are highly correlated.

Similarly, discriminant validity is viewed as the degree to which a factor is different
from other factors (Joseph F. Hair et al., 2010). In EFA, discriminant validity
requires the items to strongly correlate with their own factors than with other factors
(Bryman, 2005; Joseph F. Hair et al., 2010; Raubenheimer, 2004). It can be observed
from Table 6.11 that the items correlate strongly with their own factors than with
other factors. Therefore, discriminant validity is also achieved in EFA. Finally, the
evidence of convergent and discriminant validity support the construct validity of the

measurement scales.

6.5 Exploratory Factor Analysis (EFA)

EFA is a statistical method for defining the structure of variables in a dataset based
on correlation among the variables (Joseph F. Hair et al., 2010). Usually, EFA is
conducted to explore factor structure or to reduce number of variables (Joseph F.
Hair et al., 2010). Since most of the measured items for the research factors used in
this research were adapted from previous studies, performing EFA was deemed
useful since some items were conceptualized and/or operationalized to suit the
context of our study. Consequently, the EFA was conducted for all the 14 research
constructs using SPSS software. However to conduct the EFA, several assumptions

should be taken into consideration: 1) assessment of the appropriateness of the data
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for factor analysis, 2) assessment of the communalities values for all the items, and

3) factor extraction and rotation.

6.5.1 Assessment of Appropriateness of Data

Factorability of data is the suitability of the data to perform factor analysis (Pallant,
2011). Generally, some assumptions related to the data set need to be considered
before conducting factor analysis (Williams, Brown, & Onsman, 2012). Firstly, the
sample size should be sufficiently large. Although there is no general rule for the
sample size in all situations but basically it is recommended that the sample size
should be sufficiently large or the sample data should contain minimum of 300
responses (Pallant, 2011). Secondly, the correlation coefficients between the items in
the correlation matrix should be greater than 0.30 (Pallant, 2011). Likewise, the
correlation coefficients between the items should not be above 0.90, since correlation
of above 0.90 is regarded as multicollinearity; the items with this high correlation are
candidate for removal (Tabachnick & Fidell, 2007). Thirdly, the Kaiser-Meyer-Olkin
(KMO) measure of sampling adequacy, as well as Bartlett’s test of sphericity are
used to assess the factorability of the sample data. The KMO value should be 0.60 or
above, and Bartlett’s test of sphericity should be significant at p< 0.05 for the sample
to be considered adequate for conducting factor analysis (Joseph F. Hair et al., 2010;
Pallant, 2011; Williams et al., 2012).

In the present study, all the above conditions were met. Firstly, in terms of the
sample size, the 451 responses in this study satisfied the condition that for factor
analysis, the responses should be at least 300 (Pallant, 2011). Secondly, the
correlation matrix coefficients for all the items in each factor in the proposed model
were calculated using SPSS software, and the results (see Appendix R) showed that
the correlation coefficients between items in all the factors were all above 0.30 and
there was no high correlation (above 0.90) between the items found. Thirdly, the
KMO value was 0.891 which was above the acceptable threshold of 0.60 (Pallant,
2011) as shown in Table 6.8. Also, Bartlett’s test of sphericity was strongly
significant at p<0.05 (p = 0.000), supporting the assumption that there were
satisfactory relationships between the variables (Joseph F. Hair et al., 2010).
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Table 6-8 KMO and Bartlett’s test of sphericity result
KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.891
Bartlett’s Test of Sphericity ~ Approx. Chi-Square 13328.235
df 1485
Sig. 0.000

Hence, based on the sample size in this study (451 responses), correlation matrix
coefficients between the items, KMO as well as Bartlett’s test of sphericity results
we can conclude that the data set was appropriate for conducting factor analysis.

6.5.2 Communalities

Another metric that is used to improve the total variance explained by the items
retained is communality (Pallant, 2011). Communalities give “information about
how much of the variance in each item is explained” (Pallant, 2011, p. 198). Items
with communality values less than 0.30 mean they do not fit well with other items in
their components; thus, they can be deleted in order to improve their corresponding
scale (Pallant, 2011). In the present study, the communality values for the measured
items varied from 0.556 for PU5 to 0.820 for ENJ2 as shown in Table 6.9. Therefore,
no item was deleted based on communality value since the communality values for

all the items were above 0.30 recommended threshold (Pallant, 2011).

Table 6-9 Communality values for all the items

Item Extraction
PU1 .698
PU2 .688
PU3 .659
PU4 .667
PU5 .556
PU6 .648
PEOU1 .612
PEOU2 .626
PEOU3 .686
PEOU4 717
PEOU5 .610
PEOUG6 .645
Bl1 .756
BI2 .818
BI3 726
SE2 .657
SE3 .614
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Item Extraction

SE4 702
SE5 .644
PLAY1 .660
PLAY?2 641
PLAY3 721
PLAY4 .696
PEC1 .590
PEC2 .682
PEC4 697
PECS .690
ANX1 .614
ANX2 .709
ANX3 175
ANX4 .766
ENJ1 794
ENJ2 .820
ENJ3 817
SN1 747
SN2 .810
SN3 712
IMG1 .659
IMG2 774
IMG3 670
REL1 .745
REL2 .796
REL3 751
OUT1 .766
OouUT?2 729
OUT3 .629
RES1 .786
RES2 .740
RES3 .781
RES4 .704
TR1 .668
TR2 .788
TR3 779
TR4 611
TR5 .614

6.5.3 Factor Extraction and Rotation

Selecting items that best describe a particular construct in EFA is a two-stage
process, including factor extraction, and factor rotation and interpretation. Factor
extraction is the process of defining the minimum number of the factors which can
constitute the structure of the variables in the analysis (Joseph F. Hair et al., 2010;
Pallant, 2011). Factors can be extracted using different approaches such as Principal
Components Analysis (PCA), principal factors, image factoring, unweighted least

squares, alpha factoring, maximum likelihood factoring, and generalized least
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squares (Pallant, 2011). The researchers usually choose an approach that will give a
number of factors that best explain the relationships among the variables. PCAis

adopted in this study since it is the commonly used method (Pallant, 2011).

Furthermore, determining the number of factors to be extracted can be achieved
using latent root (Kaiser’s criterion), priori criterion, percentage of variance, or scree
test criterion (Joseph F. Hair et al., 2010; Pallant, 2011). Latent root or Kaiser’s
criterion is the most commonly used approach that assumes any factor with latent
roots (eigenvalues) larger than 1 is considered significant and has to be retained
based on the fact that any factor must account for the variance of at least one variable
(Joseph F. Hair et al., 2010; Pallant, 2011). Priori criterion is used to extract the
specified number of factors the researcher considers appropriate before the beginning
of the analysis (Joseph F. Hair et al., 2010; Pallant, 2011). The percentage of
variance criterion is used when the researcher wants to extract factors that
cumulatively explain a certain percentage of total variance extracted to “ensure
practical significance for the derived factors” (Joseph F. Hair et al., 2010, p. 109). In
the percentage of variance criterion, it is recommended that the factoring process
should be stopped when the factors explain at least 95% for natural science research
or 60% for social sciences research (Joseph F. Hair et al., 2010). Finally, the Catell’s
scree test is a graphical way of extracting factors by plotting the eigenvalues against
the number of factors and observing the shape of the graph to find a point at which
the curve begins to straighten out. The factors above the point at which the curve
becomes horizontal are retained (Joseph F. Hair et al., 2010; Pallant, 2011). Hence,
latent root (Kaiser’s criterion), scree test criterion, and percentage of variance

criterion were used in this study to identify the number of factors to be extracted.

On the other hand, factor rotation and interpretation is a process that rotates the
factors to present “the pattern of loadings in a manner that is easier to interpret”
(Pallant, 2011, p. 184). There are two ways of rotating the factors, namely orthogonal
(uncorrelated) and oblique (correlated) rotations (Joseph F. Hair et al., 2010). The
main difference between these two approaches is that in orthogonal rotation the
constructs are assumed to be unrelated while in oblique rotation the constructs are
assumed to be related (Tabachnick & Fidell, 2007). In this study we used orthogonal
approach due to its simplicity in interpretation and reporting (Pallant, 2011).
However, in the orthogonal category there are three rotation methods (Varimax,
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Quartimax, and Equamax). Varimax method, which is the most commonly used
rotation method was chosen in this study as it can “minimise the number of variables
that have high loadings on each factor” (Pallant, 2011, p. 185).

In this research, EFA was conducted by employing PCA and orthogonal method with
Varimax rotation using SPSS. It can be observed from Table 6.10 that fourteen
components are extracted by using both latent root (Kaiser’s criterion) and
percentage of variance criteria. Using the first criterion (latent root), all the fourteen
components have eigenvalue greater than 1. The remaining components have
eigenvalues less than 1. Therefore, only the components with eigenvalue above 1 are
retained as recommended by Joseph F. Hair et al. (2010). Similarly, Table 6.10
shows that the total percentage of variance explained by the fourteen components is
70.3%, above the minimum of 60% expected from non-natural science research
(Joseph F. Hair et al., 2010).

Table 6-10 Total number of factors extracted as well as total variance explained

P Extraction Sums of Squared | Rotation Sums of Squared
Initial Eigenvalues

Loadings Loadings
Component Total %_of Cumulative Total %_of Cumulative Total %_of Cumulative
Variance % Variance % Variance %

1 12.760( 23.199 | 23.199 |(12.760| 23.199 | 23.199 | 4.292 | 7.803 7.803
2 3.793 | 6.896 30.095 |3.793| 6.896 30.095 | 3.946 | 7.174 14.977
3 3.018 | 5.487 35,582 |3.018| 5.487 35.582 | 3.606 | 6.557 21.533
4 2.732 | 4.967 40.550 |2.732| 4.967 40.550 | 3.113 | 5.659 27.193
5 2.346 | 4.266 44,815 |2.346| 4.266 44815 | 2913 | 5.297 32.490
6 2.130| 3.873 48.689 |2.130| 3.873 48.689 | 2.634 | 4.789 37.279
7 1.963 | 3.568 52.257 | 1.963 | 3.568 52.257 | 2.617 | 4.759 42.038
8 1.867 | 3.395 55.652 |1.867 | 3.395 55.652 | 2.552 | 4.640 46.679
9 1.654 | 3.007 58.658 | 1.654 | 3.007 58.658 | 2.318 | 4.214 50.893
10 1.568 | 2.852 61.510 |1.568 | 2.852 61.510 | 2.276 | 4.138 55.031
11 1.328 | 2414 63.924 |1.328| 2.414 63.924 | 2.256 | 4.101 59.132
12 1.249 | 2.272 66.195 |1.249 | 2.272 66.195 | 2.150 | 3.909 63.041
13 1.154 | 2.097 68.293 |1.154 | 2.097 68.293 | 2.005 | 3.645 66.686
14 1.100 | 2.000 70.293 |1.100 | 2.000 70.293 | 1.984 | 3.607 70.293
15 0.781| 1.419 71.712

16 0.750 | 1.363 73.075

17 0.680 | 1.236 74.311

18 0.665| 1.210 75.521

19 0.600 | 1.091 76.612

20 0.592 | 1.076 77.688

21 0.578 | 1.051 78.740

22 0.570 | 1.036 79.776

23 0.552 | 1.004 80.780
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24 0.532 | 0.967 81.747
25 0.522 | 0.949 82.696
26 0.512| 0.931 83.627
27 0.495 | 0.900 84.527
28 0.478 | 0.869 85.396
29 0.453 | 0.823 86.220
30 0.447 | 0.813 87.033
31 0.437| 0.795 87.828
32 0.428 | 0.778 88.605
33 0.407 | 0.740 89.346
34 0.394| 0.717 90.063
35 0.375| 0.682 90.745
36 0.367 | 0.667 91.412
37 0.356 | 0.648 92.060
38 0.330 | 0.600 92.660
39 0.327 | 0.595 93.255
40 0.311| 0.565 93.820
41 0.301 | 0.547 94.366
42 0.284 | 0.517 94.883
43 0.273 | 0.496 95.379
44 0.264 | 0.481 95.860
45 0.252 | 0.458 96.318
46 0.246 | 0.448 96.766
47 0.235| 0.427 97.193
48 0.222 | 0.404 97.598
49 0.219 | 0.399 97.996
50 0.210| 0.381 98.377
51 0.204 | 0.370 98.748
52 0.193 | 0.350 99.098
53 0.186 | 0.338 99.436
54 0.170 | 0.310 99.746
55 0.140 | 0.254 | 100.000

In addition, the scree plot test result shown in Figure 6.1 shows that 14 factors are
extracted, same as the number of factors extracted from the earlier two criteria (latent

root and percentage of variance).
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Figure 6-1 Scree plot test graph

Moreover, the results of the rotated fourteen-factor solution using PCA and Varimax

rotation method are presented in Table 6.11, where all the items loaded on the

fourteen factors with each item having strong loading of above 0.50 recommended

threshold and all the items have not loaded highly on more than one factor (Joseph F.

Hair et al., 2010). None of the items is removed since they all load substantially on

their respective factors.

Table 6-11 Rotated component matrix

Components

1 2 3 4 5 6 7 8 9 10 11 12 13 14
PU1 ]0.7600.157|0.079|0.002|0.022|0.109|0.124 | 0.073| 0.098 | 0.172 | 0.009 | 0.023 | 0.041 | 0.123
PU2 ]0.756|0.156 | 0.151|0.033|0.080|0.069 | 0.095| 0.054 | 0.083|0.157 | 0.077 | 0.054 | 0.057 | 0.045
PUG6 0.7340.156 |0.101 | 0.078 |-0.064| 0.103 | 0.036 | 0.068 | 0.072 | 0.080 | 0.026 | 0.008 | 0.130 | 0.137
PU3 ]0.732|0.162|0.075|0.092|0.038|0.059|0.138|0.137| 0.087 | 0.053 | 0.057 | 0.121 | 0.018 | 0.108
PU4 0.725]0.232|0.124 1 0.021 {0.033|0.117|0.057 | 0.031{0.118 | 0.053|0.127 | 0.040 | 0.045 | 0.127
PU5 ]0.650|0.164|0.120|0.108 |-0.136| 0.071|0.012 | 0.007 | 0.108 | 0.107 | 0.048 | 0.035 | 0.090 | 0.149
PEOU4]0.088 | 0.789 | 0.102 | 0.092 {-0.015| 0.078 | 0.119 | 0.088 | 0.098 | 0.118 | 0.031 | 0.075 | 0.043 | 0.086
PEOU3J0.198 |0.761|0.137|0.019 |-0.017(-0.042| 0.056 | 0.117 | 0.064 | 0.066 | 0.067 | 0.094 | 0.088 | 0.011
PEOU5|0.147 | 0.727 | 0.054 | 0.046 {-0.067| 0.031 | 0.123 | 0.131 | 0.060 | 0.023 |-0.044| 0.022 | 0.002 | 0.107
PEOUG6] 0.075|0.700 | 0.037 | 0.047 |-0.022| 0.057 | 0.046 | 0.033 | 0.145 { 0.080 | 0.092 | 0.032 | 0.062 | 0.313
PEOU1]0.277|0.672|0.009 | 0.141 {-0.106| 0.027 | 0.106 | 0.076 | 0.091 |-0.019| 0.015 |-0.118|0.036 | 0.101
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0.084
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0.050
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0.095
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0.024
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0.130
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ANX4

0.012

0.008

-0.018
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0.866

0.012

0.001

0.010
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0.051
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0.026
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0.007

-0.072
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-0.028
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-0.013

ANX2

0.003

-0.058

0.004

-0.029

0.818

0.128

-0.044
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-0.090
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-0.009

0.760

-0.049

-0.034
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0.012

0.115

0.061

-0.020

0.055

SE4

0.116

-0.039

0.101

-0.028

0.026

0.795

0.036

0.036
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0.116

0.068

0.145

0.001

0.011

SE5

0.070
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0.108

0.080
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0.774
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0.048
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SE?
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0.109

0.033

0.012

0.097
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0.058
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0.098

PEC4
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0.102
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0.052
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0.074
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-0.088
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0.035
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0.065
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-0.020
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0.065
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0.001
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0.066
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0.014

0.198
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-0.005
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0.097

0.097
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ENJ1
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0.065

0.110

-0.008

0.060
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0.114

0.068
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0.084

0.064
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0.108

0.120
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0.065
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0.061

0.142

0.094

0.108
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0.082

0.110

0.126
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0.026

0.194

0.109
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0.736
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0.064

0.001

0.010
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0.089

0.041
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0.086
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0.038
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0.010

SN1

0.036
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In summary, 14 factors are extracted based on latent root (Kaiser’s criterion),
percentage of variance criteria, as well as scree plot test graph. The total percentage

of variance explained by these 14 factors is 70.293%.

6.6 Structural Equation Modelling (SEM)

SEM technique was used to examine the relationships between the constructs in the
study model. SEM is a multivariate technique “combining aspects of factor analysis
and multiple regression that enables the researcher to simultaneously examine a
series of interrelated dependence relationships among the measured variables and
latent constructs (variates) as well as between several latent constructs” (Joseph F.
Hair et al., 2010, p. 634). The main aim of SEM is to describe relationships among
multiple constructs by examining the structure of the relationships between the
constructs. Constructs are dependent or independent variables represented in SEM as
unobservable or latent variables. Constructs are represented and measured indirectly
by measurable variables called indicators (Joseph F. Hair et al., 2010). In this study,
a two-step approach was employed to conduct the SEM analysis as suggested by
Joseph F. Hair et al. (2010). The first step examined the measurement model using
CFA in order to validate the items that measure the constructs and determine the
fitness of the measurement model. Constructs reliability, convergent validity, and
discriminant validity were established in this step. In the second step, a structural
model was developed by setting dependence relationships between the hypothesized
constructs in the research model (Joseph F. Hair et al., 2010). The hypotheses were
tested during the second stage of SEM. The SEM analysis was employed using
AMOS software. The following subsections present the results related to CFA,
structural model evaluation and hypotheses testing, as well as testing the impact of

the moderating constructs in the research model.

6.6.1 Confirmatory Factor Analysis (CFA)

CFA is a multivariate technique that provides confirmatory test of a measurement
theory. One of the distinction between EFA and CFA is that, in EFA factors are
extracted from statistical results, whereas in CFA the factors and relationships

between measured variables are first defined based on a theory (Joseph F. Hair et al.,
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2010). The theory, which is the measurement model, “specifies how measured
variables logically and systematically represent constructs involved in a theoretical
model” (Joseph F. Hair et al., 2010, p. 693). Therefore, CFA is a procedure to
validate or confirm predefined relationship unlike in EFA where the relationships are
created. Moreover, CFA is used to determine if the measurement model fits the data
collected by the researcher (Kline, 2011).

In this study, CFA was carried out to assess the construct reliability and validity of
measurement model based on two measures, namely convergent and discriminant
validity as recommended by Joseph F. Hair et al. (2010). However, the overall
measurement model fit was examined prior to assessment of the construct validity as
presented in the following subsections. The CFA was conducted using SEM software
called AMOS.

6.6.1.1 Measurement Model Assessment

Measurement model is the first of the two models (measurement and structural) in
the SEM analysis that identifies indicators for each construct and allows the
assessment of construct validity. Testing the measurement model is done using CFA
(Joseph F. Hair et al., 2010). In AMOS, CFA is visually depicted as a collection of
shapes and arrows representing the variables and relationships respectively. The
latent constructs are represented by oval shapes, indicators are represented by
rectangular shapes, while error terms are represented by circles. A single headed
arrow that links constructs with indicators represent their relationships in the form of
factor loadings. Similarly, two headed arrows indicate the correlational relationship
(covariance) between the constructs (Joseph F. Hair et al., 2010).

The main objective of conducting CFA in this study was to assess the construct
validity of the measurement model shown in Figure 6.2, which involves an
assessment of the convergent and discriminant validity. However, prior to
assessment of the construct validity the overall goodness of fit (GOF) for the
measurement model was examined. GOF is “an index of how well a model fits the
data from which it was generated” (Field, 2009, p. 786). Different measures of GOF
exist that assess “the similarity of the estimated covariance matrix (theory) to reality

(the observed covariance matrix)” (Joseph F. Hair et al., 2010, p. 665). The measures
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are classified as absolute, incremental, and parsimony indices (Joseph F. Hair et al.,
2010). Absolute fit indices is a “measure of overall goodness-of-fit for both the
structural and measurement models” (Joseph F. Hair et al., 2010, p. 630). They
include Chi-square(X?), Goodness-Of-Fit Index (GFI), Root Mean Square Residual
(RMR), Normed chi-square (X%df), and Root Mean Square Error of Approximation
(RMSEA) (Joseph F. Hair et al., 2010). Incremental indices are “group of goodness-
of-fit indices that assesses how well a specified model fits relative to some
alternative baseline model” (Joseph F. Hair et al., 2010, p. 632), including Relative
Noncentrality Index (RNI), Comparative Fit Index (CFI), Normed Fit Index (NFI),
and Tucker Lewis Index (TLI). Finally, the parsimony fit indices is a “measures of
overall goodness-of-fit representing the degree of model fit per estimated
coefficient” (Joseph F. Hair et al., 2010, p. 633). These indices report the best model
among competing models after comparing the model fit with its complexity and they
include Parsimony Normed Fit Index (PNFI) as well as Adjusted Goodness of Fit
Index (AGFI) (Joseph F. Hair et al., 2010).

The measurement model was assessed using various measures of GOF. Specifically,
X?/df, GFI, CFI, AGFI, RMSEA, TLI from the three categories of the measures
(absolute, incremental, and parsimony indices) were used based on the
recommendation of selecting at least one index from each category (Joseph F. Hair et
al., 2010). According to Joseph F. Hair et al. (2010) three to four measures (at least
one from each category) together with X? and df are sufficient to support fitness of a
model. However, X* was not used as a measure of GOF in this study because of its
sensitivity to large sample size (Joseph F. Hair et al., 2010; Schumacker & Lomax,
2010). Joseph F. Hair et al. (2010) revealed that X* of a model with for instance
sample size above 250 and variables of more than 12 is expected to be significant.
Hence, X?/df is used as part of the indices to assess the model. In addition, factor
loading of items was used to assess the measurement model. The factor loadings for
each item should be above 0.50 as recommended by Joseph F. Hair et al. (2010). The
recommended thresholds of the fit indices used in this study is presented in Table
6.12 based on the recommendation of Joseph F. Hair et al. (2010), Hoyle (1995), and
Suh and Han (2002).
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Table 6-12 Goodness of fit indices recommended threshold

Fit Measure Recommended
X2/df <3

GFI > 0.90
AGFI > 0.80
CFI > 0.90
TLI > 0.90
RMSEA <0.08
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Figure 6-2 The measurement model

As shown in Table 6.13, the values for all the GOF indices in the measurement
model initially were within the acceptable range except GFI, which was below the
minimum threshold (X*/df = 1.630, GFI = 0.854, AGFI = 0.832, CFI = 0.932, TLI =
0.925, and RMSEA = 0.037), thus, the measurement model was later re-specified and
improved based on 3 recommended methods (Byrne, 2010; Joseph F. Hair et al.,
2010; Kline, 2011). The methods are factor loading (standardized regression weight)
in which each item should be above 0.50, Squared Multiple Correlation (SMC) value
in which each item should be above 0.30, and modification indices (MI) in which
items with high covariance above 4.0 between measurement errors can possibly be
deleted (Byrne, 2010; Joseph F. Hair et al., 2010; Kline, 2011; Pallant, 2011).
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Checking of the factor loadings found that the values for all the items were above
0.50 recommended threshold. The process continued by checking the SMC whose
values for all the items were found to be above 0.30 threshold. Finally, in the M test,
13 problematic items were found to have high covariance with other items, which
were PU5, PEOU1, ANX2, PUL, PEOU3, TR1, PLAY4, SE3, TR2, RES1, PEC1,
PEOUSG6, and PU2. Thus, these items were deleted to improve the GOF of the
measurement model. After deleting the problematic items one after another, the final
measurement model presented in Figure 6.3 showed the acceptable fit indices (X*/df
= 1.396, GFI = 0.907, AGFI = 0.885, CFI = 0.965, TLI = 0.958, and RMSEA =
0.030), as shown in Table 6.13.

Table 6-13 Goodness of fit indices for the measurement model

Fit Measure Recommended Initial Final
X2/df <3 1.630 1.396
GFI > 0.90 0.854 0.907
AGFI > 0.80 0.832 0.885
CFI > 0.90 0.932 0.965
TLI > 0.90 0.925 0.958
RMSEA <0.08 0.037 0.030
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Figure 6-3 The final measurement model
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After the measurement model was examined using the GOF tests, the validity of the
measurement model was examined using construct validity based on two measures,
namely convergent validity and discriminant validity as recommended by Joseph F.
Hair et al. (2010). According to Joseph F. Hair et al. (2010, p. 689), construct
validity is an “extent to which a set of measured variables actually represents the
theoretical latent construct those variables are designed to measure”. The results of
convergent and discriminant validity for the constructs are presented in the following

subsections.

6.6.1.2 Convergent Validity

According to Joseph F. Hair et al. (2010, p. 689), convergent validity is the “extent to
which indicators of a specific construct converge or share a high proportion of
variance in common”. In CFA, the convergent validity for all the constructs is
determined by factor loadings, Average Variance Extracted (AVE), and construct
reliability (Joseph F. Hair et al., 2010). The factor loadings should be high on a factor
to demonstrate high convergence validity. Factor loadings are expected to be equal to
or exceed the recommended value of 0.50 (Joseph F. Hair et al., 2010). AVE is “a
summary measure of convergence among a set of items representing a latent
construct. It is the average percentage of variation explained (variance extracted)
among the items of a construct” (Joseph F. Hair et al., 2010, p. 688). The AVE is
suggested to be 0.50 or higher for an indication of adequate convergence. Finally,
construct reliability is the third indicator of convergent validity. In CFA, construct
reliability estimate is used to represent the reliability. Although a reliability value of
0.60 is acceptable, an estimate of 0.70 is an indication of good reliability. Higher
construct reliability is associated with presence of internal consistency (Joseph F.
Hair et al., 2010). The AVE and construct reliability estimates for the constructs are
presented in Table 6.14, where the values are all above the recommended threshold
of 0.50 and 0.70 for AVE and construct reliability respectively (Joseph F. Hair et al.,
2010).
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Table 6-14 Construct reliability and average variance extracted results

Construct Average Variance
Construct Reliability Extracted
Perceived Usefulness 0.800 0.572
Perceived Ease of Use 0.770 0.528
Behavioural Intention 0.852 0.658
Self-Efficacy 0.771 0.531
Playfulness 0.766 0.524
Perceptions of External Control 0.786 0.553
Anxiety 0.834 0.628
Perceived Enjoyment 0.883 0.715
Subjective Norm 0.830 0.620
Image 0.786 0.552
Job Relevance 0.844 0.643
Output Quality 0.759 0.513
Result Demonstrability 0.843 0.643
Trust 0.812 0.590

Additionally, Table 6.15 presents the factor loadings, SMC values for all the items,
and the correlations between the constructs. It can be observed from Table 6.15 that
the factor loadings for all the items are all above the recommended threshold of 0.50,
SMC values for all the items are greater than 0.30 recommended threshold, and all
the correlations between the constructs are below 0.85 recommended threshold
(Joseph F. Hair et al., 2010; Kline, 2011; Pallant, 2011; Tabachnick & Fidell, 2007).
Thus, the results of factor loadings, AVE, and construct reliability indicate adequate

convergent validity for all the constructs in the measurement model.

6.6.1.3 Discriminant Validity

Discriminant validity is the “extent to which a construct is truly distinct from other
constructs” (Joseph F. Hair et al., 2010, p. 689). The discriminant validity in CFA
can be realized when the square root of AVE for each construct is higher than the
correlations between the constructs (Fornell & Larcker, 1981). Table 6.16 shows that
the square roots of AVEs for all the constructs are greater than the correlations
between the constructs as suggested by Fornell and Larcker (1981), implying that the
discriminant validity is also supported. Therefore, the results of convergent validity
and discriminant validity are sufficient to support the construct validity of the

measurement scales in this study.
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Table 6-15 Complete measurement model assessment results

Construct Item Factor Loading Squgrc;erc:el:gijilc;tinple gg.r?a%c;fiiff Avegl)g(]ter ;é?eréance Correlation between Constructs
Perceived Usefulness (PU) 0.800 0.572 PU < PEOU: 0.605  PU « SE: 0.327
PU3 0.780 0.609 PU < TR: 0.432 PU - PLAY: 0.419
PU4 0.766 0.587 PU < SN: 0.353 PU < IMG: 0.318
PUG6 0.721 0.520 PU < REL: 0.489 PU «— OUT: 0.389
Perceived Ease of Use (PEOU) 0.770 0.528 PU < ENIJ: 0.506 PU < BI: 0.664
PEQU2 0.743 0.552 PU < PEC: 0.393 PU < ANX: -0.006
PEOU4 0.739 0.546 PU < RES: 0.26 PEOU« SE: 0.17
PEOUS 0.696 0.485 PEOU « TR: 0.356 PEOU« PLAY: 0.422
Behavioural Intention (BI) 0.852 0.658 PEOU « SN: 0.271 PEOU « IMG: 0.273
BIl 0.851 0.724 PEOU < REL: 0.363 PEOU < OUT: 0.273
BI2 0.827 0.684 PEOU < ENJ: 0.478 PEOU « BI: 0.649
BI3 0.752 0.566 PEOU « PEC: 0.392 PEOU « ANX: -0.112
Self-Efficacy (SE) 0.771 0.531 PEOU < RES: 0.275 SE «< TR: 0.273
SE2 0.658 0.433 SE < PLAY: 0.242 SE < SN: 0.285
SE4 0.783 0.614 SE < IMG: 0.285 SE < REL: 0.279
SE5 0.739 0.546 SE <« OUT: 0.253 SE < ENIJ: 0.147
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Table 6-15 Complete measurement model assessment results (cont.)

Construct Item Factor Loading Squared Mu_ltiple ggﬂqa%(:fiitts Avergg(;te; ;(/:?J(ijance (Comelaion ez Comsiues
Correlation
Playfulness (PLAY) 0.766 0.524 SE < BI: 0.265 SE < PEC: 0.23
PLAY1 0.622 0.387 SE « ANX: 0.071 SE < RES: 0.142
PLAY?2 0.720 0.518 TR < PLAY: 0.375 TR < SN: 0.358
PLAY3 0.817 0.668 TR < IMG: 0.396 TR < REL: 0.337
Perceptions of External Control (PEC) 0.786 0.553 TR <~ OUT: 0.388 TR < ENIJ: 0.376
PEC2 0.634 0.402 TR < BI: 0.369 TR < PEC: 0.335
PEC4 0.801 0.642 TR < ANX: 0.018 TR < RES: 0.157
PEC5 0.785 0.616 PLAY < SN:0.34 PLAY < IMG: 0.361
Anxiety (ANX) 0.834 0.628 PLAY < REL: 0.342 PLAY « OUT: 0.229
ANX1 0.699 0.489 PLAY < ENJ: 0.501 PLAY < BI: 0.428
ANX3 0.825 0.680 PLAY < PEC: 0.363 PLAY < ANX:-0.034
ANX4 0.846 0.716 PLAY < RES: 0.2 SN « IMG: 0.544
Perceived Enjoyment (ENJ) 0.883 0.715 SN « REL: 0.401 SN « OUT: 0.438
ENJ1 0.832 0.691 SN < ENJ: 0.411 SN < BI: 0.276
ENJ2 0.859 0.738 SN < PEC: 0.261 SN « ANX: 0.191
ENJ3 0.845 0.714 SN < RES: 0.163 IMG < REL: 0.461
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Table 6-15 Complete measurement model assessment results (cont.)

Composite  Average Variance

et L Factor Loading Squgred Mu]tiple Reliability Extracted Correlation between Constructs
orrelation
Subjective Norm (SN) 0.830 0.620 IMG < OUT: 0.369 IMG <« ENIJ: 0.382
SN1 0.751 0.564 IMG < BI: 0.287 IMG < PEC: 0.28
SN2 0.836 0.698 IMG < ANX:0.178 IMG < RES: 0.235
SN3 0.772 0.597 REL <« OUT:0.454 REL < ENJ: 0.527
Image (IMG) 0.786 0.552 REL « BI: 0.438 REL < PEC: 0.471
IMG1 0.684 0.469 REL «» ANX: 0.062 REL < RES: 0.349
IMG2 0.819 0.670 OUT <« ENJ: 0.487 OUT < BI: 0.344
IMG3 0.720 0.518 OUT « PEC: 0.307 OUT < ANX: 0.048
Job Relevance (REL) 0.844 0.643 OUT < RES: 0.294  ENJ < BI: 0.421
REL1 0.775 0.600 ENJ « PEC: 0.39 ENJ < ANX: -0.029
REL2 0.823 0.677 ENJ < RES: 0.291 BI < PEC: 0.338
REL3 0.807 0.651 BI < ANX: -0.019 BI <> RES: 0.268
Output Quality (OUT) 0.759 0.513 PEC < ANX:-0.089 PEC < RES: 0.339
OUT1 0.653 0.427 ANX < RES: -0.116
ouT2 0.772 0.596
OuUT3 0.718 0.515
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Table 6-15 Complete measurement model assessment results (cont.)

Composite  Average Variance

et HET Factor Loading Squgred Mu_ltiple Reliability Extracted Correlation between Constructs
orrelation
Result Demonstrability (RES) 0.843 0.643
RES2 0.755 0.570
RES3 0.895 0.802
RES4 0.747 0.558
Trust (TR) 0.812 0.590
TR3 0.801 0.641
TR4 0.747 0.559
TR5 0.755 0.570
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Table 6-16 Discriminant validity result for the constructs

Construct ANX PU PEOU SE TR PLAY SN IMG REL ouT ENJ BI PEC RES
Anxiety (ANX) 0.793

Perceived Usefulness (PU) -0.006 0.756

Perceived Ease of Use (PEOU) -0.112 0.605  0.726

Self-Efficacy (SE) 0.071 0327 0.170 0.729

Trust (TR) 0.018 0432 0356 0.273  0.768

Playfulness (PLAY) -0.034 0419 0422 0242 0375 0.724

Subjective Norm (SN) 0.191 0.353 0.271 0.285 0.358 0.340 0.787

Image (IMG) 0.178 0318 0273 028 039 0361 0544 0.743

Job Relevance (REL) 0.062 0489 0363 0279 0337 0342 0401 0461  0.802

Output Quality (OUT) 0.048 0389 0273 0.253 0.388 0229 0438 0369 0454 0.716

Perceived Enjoyment (ENJ) -0.029 0506 0478 0147 0376 0501 0411 0382 0527 0487 0.845

Behavioural Intention (BI) -0.019 0.664 0649 0265 0369 0428 0276 0.287 0438 0344 0421 0811
Perceptions of External Control (PEC) -0.089 0.393  0.392 0230 0335 0363 0261 0280 0471 0307 039 0338 0.744
Result Demonstrability (RES) -0.116 0260 0.275 0.142 0457 0.200 0.163 0235 0.349 0294 0291 0268 0.339 0.802

Note that, the diagonal (bold) values are the square root of AVE; while the remaining values are the correlations between the constructs.
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6.6.2 Structural Model Evaluation and Hypotheses Testing

A structural model is a model “that relates exogenous and/or endogenous constructs
to endogenous constructs” (Nunnally & Bernstein, 1994, p. 579). Structural model is
used to test a theoretical model by presenting the model’s constructs with their
dependence relationships. These relationships link exogenous variables with
endogenous variables presented with one-headed arrow. The visual representation of
the structural model with the exogenous-endogenous relationships is called path
diagram, which is assessed using path analysis. Path analysis enables estimation of
relationships between constructs with the strength of the relationship using simple
bivariate correlations (Joseph F. Hair et al., 2010). A structural model is viewed
simply as a constrained measurement model. The differences between measurement
and structural models include: the correlations between the constructs in
measurement model are replaced with structural paths which show the significance
of the relationships between the constructs; and only hypothesized direct paths are
drawn with the exception of correlational associations (covariances) between
exogenous variables (Joseph F. Hair et al., 2010). Figure 6.4 shows the full structural
model of this study which includes 14 constructs with 17 hypothesized relationships,
and 2 moderator constructs with 8 hypothesized relationships. The constructs are
classified as exogenous constructs which are perceived usefulness, subjective norm,
perceived ease of use, image, output quality, job relevance, result demonstrability,
anxiety, playfulness, self-efficacy, perceptions of external control, perceived
enjoyment, and trust; endogenous construct which is behavioural intention; and two

moderator constructs which are output quality and Internet experience.
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Figure 6-4 Proposed model with hypotheses

The structural model is assessed by examining the structural model fit and the
standardized path coefficients to find out if the hypothesized relationships are
supported or not. In the present study, the assessment of the structural model fit was
conducted in a way similar to assessment of measurement model fit using the same
GOF indices. Table 6.17 shows the fit indices for the structural model which
suggested acceptable fit to the data (X*/df = 1.440, GFI = 0.900, AGFI = 0.881, CFI
=0.959, TLI = 0.954, and RMSEA = 0.031).

Table 6-17 Goodness of fit indices for the structural model

Fit Measure Recommended Structural Model
X2/df <3 1.440
GFlI > 0.90 0.900
AGFI > 0.80 0.881
CFI > 0.90 0.959
TLI > 0.90 0.954
RMSEA <0.08 0.031
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Hypotheses testing is usually conducted with the aim of determining the independent
variables that contribute significantly to explaining the dependent variables (Joseph
F. Hair et al., 2010). The hypothesized relationships are significant at p< 0.05 if their
corresponding values for critical ratio are greater than 1.96 (Tabachnick & Fidell,
2007). Critical ratio “represents the parameter estimate divided by its standard error;
as such, it operates as a z-statistic in testing that the estimate is statistically different
from zero” (Byrne, 2010, p. 68). Moreover, the structural parameter estimates are
also considered as part of the structural model assessment. The estimate of structural
parameter is the “SEM equivalent of a regression coefficient that measures the linear
relationship between a predictor construct and an outcome construct. Also called a
path estimate” (Joseph F. Hair et al., 2010, p. 692). The path estimates and critical
ratio are used in determining the significant hypotheses. The path estimate shows the
extent to which the hypothesized relationships are significant and it also shows the
prediction direction (Joseph F. Hair et al., 2010). The results of testing the main 14
constructs in the structural model reveal that nine out of the seventeen hypotheses are
statistically significant as shown in Figure 6.5 and Table 6.18. The significant
relationships are represented as thick lines with their path coefficients on the line as
well as asterisks (*) that indicate the level of the significance, whereas the

insignificant paths are presented as thin lines with their path coefficients.
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Figure 6-5 Structural model results with standardized path coefficients
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The findings showed that perceived usefulness of the cloud computing applications
had a strong positive effect on behavioural intention (p = 0.404, p< 0.001), which
supported H1. Perceived ease of use had a strong positive influence on behavioural
intention (B = 0.381, p< 0.001), and perceived usefulness (p = 0.438, p< 0.001), thus,
supporting H2 and H3. Trust had a non-significant influence on behavioural intention
(B =0.065, p = 0.213), while it positively predicted perceived usefulness (p = 0.165,
p< 0.01). Hence, H4 was rejected and H5 was accepted. Subjective norm had a non-
significant influence on behavioural intention (f = 0.022, p = 0.657), and perceived
usefulness (B = 0.068, p = 0.356); therefore, both H6 and H7 were rejected.
Subjective norm had a strong positive influence on image (B = 0.587, p< 0.001),
which supported H8. Image did not significantly influence perceived usefulness (p =
-0.032, p = 0.607), thus, rejecting H9. Job relevance had a strong positive influence
on perceived usefulness (f = 0.232, p< 0.001), hence, supporting H10. Output quality
had no significant effect on perceived usefulness (B = 0.087, p = 0.172), hence, H11
was rejected. Result demonstrability had no significant effect on perceived
usefulness (B = 0.016, p = 0.752), which led to rejection of H13. Additionally, self-
efficacy did not influence perceived ease of use (B = 0.069, p = 0.219), therefore,
H14 was rejected. Perceptions of external control significantly predicted perceived
case of use (B =0.188, p< 0.01), thus H15 was supported. Anxiety had not influenced
perceived ease of use (B = -0.079, p = 0.12), resulting in the rejection of H16.
Playfulness significantly predicted perceived ease of use (B = 0.214, p< 0.01), which
supported H17. Finally, perceived enjoyment had a strong effect on perceived ease of
use (B = 0.3, p< 0.001), which resulted in the acceptance of H18. The variance
explained by behavioural intention, perceived ease of use, and perceived usefulness

were 55%, 34%, and 51% respectively.

Table 6-18 Hypothesis testing results

Path Hypothesis Staggz:fjilgé (:] tF; gt t-value Hypotgeésslzl'tl'estmg
PU > BI (H1) 0.404 5.622%** Supported
PEOU - BI (H2) 0.381 5.65%** Supported
PEOU - PU (H3) 0.438 7.169%** Supported

TR > BI (H4) 0.065 1.246"* Not supported
TR > PU (H5) 0.165 2.923%* Supported

SN > BI (H6) 0.022 0.444"™ Not supported
SN - PU (H7) 0.068 0.923"* Not supported
SN >IMG (H8) 0.587 9.241%%* Supported
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IMG - PU (H9) -0.032 -0.514"* Not supported

REL - PU (H10) 0.232 3.767*** Supported
OUT > PU (H11) 0.087 1.367™* Not supported
RES = PU (H13) 0.016 0.316"* Not supported
SE > PEOU (H14) 0.069 1.229"* Not supported
PEC - PEOU (H15) 0.188 3.056** Supported
ANX-> PEOU (H16) -0.079 -1.554" Not supported
PLYA - PEOU (H17) 0.214 3.135%* Supported
ENJ > PEOU (H18) 0.3 4.657*** Supported

** n< 0.01; *** p< 0.001; " Not significant at p< 0.05 level.

6.6.3 Testing the Moderating Effect

A moderator is “a variable which affects the correlation between two other variables”
(Nunnally & Bernstein, 1994, p. 194). The moderating effect or interaction effect
examines the relation between dependent and independent variables by observing
how a third variable influences the direction and/or strength of the relationship
(Joseph F. Hair et al., 2010; Kline, 2011). The variable between the dependent and
independent variables is called a moderator variable. The moderator variables
considered in this study are output quality and Internet experience. The effect of
these two moderators on the specified paths in the research model is examined and
presented in the following subsections.

6.6.3.1 Output Quality (OUT)

In this study, we performed interaction term test in order to examine if output quality
significantly moderates the relationship between job relevance and perceived
usefulness. In this case, the moderator variable (output quality) and independent
variable (job relevance) were mean centred prior to creating the interaction term.
Mean centering “occurs when the average of a variable is adjusted to zero (the mean
is subtracted from every score), and centering tends to reduce—but not typically to
eliminate—correlations between product terms and constituent variables” (Kline,
2011, p. 331). This process “helps limit potential multicollinearity” (Venkatesh &
Bala, 2008, p. 285). The product of moderator variable (output quality) and
independent variable (job relevance) was computed after mean centering these
variables to get interaction term (Kline, 2011). After creating the interaction term, the
interaction term was added to the structural model and regressed on the dependent
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variable (perceived usefulness) in order to test the moderating effect. The interaction
term coefficient was later assessed to find out if it is significant at 0.05, which
implies that output quality moderates the relationship between job relevance and
perceived usefulness. This study found that the interaction term was not significant
(REL*OUT - PU = (B) 0.047, p = 0.286), indicating that output quality did not
moderate the relationship between job relevance and perceived usefulness.

Therefore, H12 was rejected.

6.6.3.2 Internet Experience (IE)

The moderating effect of Internet experience was examined using multi-group
analysis as recommended by Byrne (2010) and Keith (2015). The multi-group
analysis involves splitting the data into two groups using median split approach (high
and low Internet experience groups) to facilitate the multi-group analysis
examination; testing baseline model for both groups simultaneously by allowing all
paths to vary freely; testing constrained model for both groups simultaneously by
constraining all the specified paths in the extended TAM3 model to be equal in order
to get the change in chi-square between the baseline and constrained models. If the
change in chi-square is not statistically significant at 0.05, the simultaneous group
analysis will stop and conclude that Internet experience variable has no moderating
influence on the specified paths in the proposed model. If the change in chi-square is
statistically significant which implies that both groups are different, then a further
assessment will be carried out to find out the paths that are not invariant across
groups and the paths that are moderated by the Internet experience variable (Byrne,
2010; Keith, 2015). Thus, in this study the moderating effect of Internet experience
on specified paths in the proposed model was assessed by conducting multi-group
analysis. The analysis of the influence of Internet experience on the path from
anxiety, playfulness, and perceived enjoyment to perceived ease of use; from
subjective norm and perceived ease of use to perceived usefulness; and from
subjective norm and perceived ease of use to behavioural intention was conducted by
testing 7 hypotheses related to these moderating effect, which were: H19a, H19b,
H19c, H19d, H19e, H19f, and H19g.

The multi-group analysis for both groups was carried out in both the baseline and
constrained models at the same time to assess the change in chi-square. It can be seen
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from Table 6.19 that the change in chi-square from the baseline model to the
constrained model is not statistically significant (Ay2 (7) = 12.798, p = 0.077).

Table 6-19 Change in chi-square result
Model 2y df Ay? Adf p< 0.05
Unconstrained model (baseline)  2032.869 1514

Fully constrained model 2045.667 1521 12.798 7 0.077

Hence, all the specified paths in the proposed model are invariant across Internet
experience groups, which implies that Internet experience has no moderating effect
on the relationships between subjective norm and behavioural intention, between
subjective norm and perceived usefulness, between anxiety and perceived ease of
use, between playfulness and perceived ease of use, between perceived enjoyment
and perceived ease of use, between perceived ease of use and perceived usefulness,
and between perceived ease of use and behavioural intention. Therefore, H19a,
H19b, H19c, H19d, H19e, H19f, and H19g are all rejected on the basis of the

insignificant change in chi-square.

6.7 Chapter Summary

This chapter presented the analysis of the quantitative phase of this study. The
quantitative data were collected from Saudi Arabian students using a survey
questionnaire. The chapter described the data screening processes which included
assessment of missing data, normality, outliers, and multicollinearity. The chapter
also presented the demographic characteristics of the respondents which were
analysed using SPSS. In addition, the chapter also presented the results of reliability
and validity of the constructs during EFA and CFA. The results provided evidences
of reliability (construct reliability and Cronbach’s Alpha), as well as validity
(convergent and discriminant) in both EFA and CFA which supported adequacy of
the reliability and validity for the research model constructs. In addition, the
measurement and structural models fits were tested in this chapter, and the results
showed acceptable fits. Moreover, in this chapter, the structural model was tested to
examine the hypothesized relationships in the proposed model. Findings related to
the hypotheses tested revealed that nine hypotheses were found significant out of the
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seventeen proposed hypotheses. The findings showed that the determinants of
perceived ease of use were perceived enjoyment, playfulness, and perceptions of
external control. Likewise, perceived ease of use, job relevance, and trust predicted
perceived usefulness; subjective norm determined image only; behavioural intention
was predicted by perceived ease of use and perceived usefulness. Finally, the
moderator variables (output quality and Internet experience) were examined, and

found both insignificant in moderating the proposed relationships.
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Chapter 7: Qualitative Data Analysis and Results

7.1 Introduction

This chapter presents the results of analysis of the qualitative data, which were
collected using focus group and open-ended question techniques. The first part of the
chapter presents the analysis and discussion of the results of the focus groups
including the demographic profile of the participants. The second part presents the
analysis and discussion of the additional factors and barriers highlighted by the
survey respondents and focus groups participants, which were obtained using an

open-ended question technique.

7.2 Focus Groups Analysis and Findings

The focus groups were conducted in Arabic with three focus groups (A, B, and C) to
validate the quantitative findings presented in Chapter 6. The focus groups questions
were designed and worded based on the survey questions. These questions were
formed base on the constructs of the research model as presented in Chapter 4.
During the focus groups, the participants’ answers were recorded. The recorded
conversations were then transcribed and analysed. Thematic analysis was used
during the analysis of the focus groups. The analysis commenced by organizing the
transcribed data, and then read them carefully to enable the researcher to have
general understanding of the data. After that, the data were organized into codes, and
the codes were further grouped into related categories or themes which were based
on the constructs of the extended TAM3 model. Next subsections present the
demographic profile of the focus groups participants and the focus groups analysis

findings.

7.2.1 Demographic Profile of the Focus Groups Participants

This section presents the demographic information of the focus groups participants.
The focus groups participants were 5, 4, and 5 members for group A, B, and C
respectively. The participants in the three focus groups were labelled as Al to A5,
B1 to B4, and C1 to C5. The demographic variables used in the focus groups were

age, academic major, year of study, computer knowledge, and Internet experience.
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The complete demographic information for all the participants in the three groups A,
B, and C was presented in Table 7.1, Table 7.2, and Table 7.3 respectively.

Table 7-1 Demographic information for Group A

Participant  Age Acadgmic Year of Computer Inter_net
Major Study Knowledge Experience
Al 22 Arts 3 Very Good Excellent
A2 23 Arts 3 Fair Good
A3 23 Arts 3 Good Good
A4 22 Arts 2 Very Good Very Good
A5 22 Arts 3 Good Very Good

Table 7-2 Demographic information for Group B

Participant  Age Acadgmic Year of Computer Internet
Major Study Knowledge Experence
Bl 22 Sciences 3 Very Good Very Good
B2 21 Sciences 3 Very Good Very Good
B3 21 Sciences 3 Excellent Excellent
B4 21 Sciences 3 Good Very Good

Table 7-3 Demographic information for Group C

Participant  Age Acadgmic Year of Computer Internet
Major Study Knowledge Experience
C1 23 Sciences 4 Very Good Very Good
Cc2 22 Sciences 4 Excellent Excellent
C3 21 Sciences 3 Good Very Good
C4 23 Sciences 4 Very Good Excellent
C5 22 Sciences 4 Very Good Very Good

7.2.2 Focus Groups Findings

This section presents the results of the analysis of the focus groups responses to the
questions developed according to the proposed model constructs. The aim of the
analysis was to validate the findings of the quantitative phase of this study. The
following subsections present the findings of analysis related to the research model

constructs in more details.

7.2.2.1 Behavioural Intention (BI)

The behavioural intention in this study is the main determinant of students’ intention
to adopt cloud computing applications. Therefore, the students” willingness to adopt

the cloud computing applications will be determined by the level of student’s
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intention; this implies that students who are willing to adopt the cloud computing
applications would have high intention to adopt them once applied in their
universities. The following was the participants’ responses regarding their intention

to adopt cloud computing applications.

Concerning a question that asked the participants if they intend to use cloud
applications such as Google Docs when they had access to it, there was complete
agreement among the participants concerning the adoption of cloud computing
applications once applied in the university. They all showed favourable attitude
towards adopting the technology because of the potential benefits that they could
gain such as saving time and effort. According to participant Al, he intends to use
cloud computing applications such as Google Docs since he can use it to edit and
submit assignments easily and comfortably. Participant C5 agreed that he will use
cloud applications such as Google Docs, “because it will facilitate too many things”.
Similarly, participant B3 mentioned that, “surely | think that the majority will agree
to this idea to use the cloud applications”.

All the participants perceived that they will use cloud computing applications such as
Google Dacs if they are applied in their university and they have the permissions to
access them. One of the participants (A1) mentioned that, he thought there would be
no hesitation on using cloud applications such as Google Docs especially to send
assignments because it would be better than submitting hardcopy assignments.
Participants C2 and C4 mentioned that, they would use cloud computing applications

such as Google Docs if it is available and accessible.

Finally, all the participants agreed that they will use cloud computing applications
such as Google Docs in the future. Participant B3 indicated that, “if this technology
is able to make things easier for us, sure we are going to use it”. In the same way,
participants C2 and C5 mentioned that, they are planning to use cloud applications
such as Google Docs in the future because it is easy for them and other students to do
their learning and collaborative tasks like assignments. As participant C2 mentioned

that, “I am planning to use it since it is helpful to do my assignments”.

Therefore, these conversations were evidence of the participants’ readiness to adopt
cloud computing applications when applied in their university. Hence, this confirmed
students’ intention to adopt cloud computing applications for learning and other

collaborative tasks.
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7.2.2.2 Perceived Usefulness (PU)

In this study, perceived usefulness is referred to the extent to which the students
believe that using cloud computing applications will improve the performance of
their learning and collaborative activities. The participants’ responses related to this
factor are presented below.

All the participants believed that using cloud computing applications such as Google
Docs would enable them to accomplish their learning tasks like assignments more
quickly when compared with conventional ways. Participant B4 stated that “if we
have any assignment, we can do it and share it with our teachers via Google Docs
without any need to meet physically, it is a faster and easier way”. Similarly,
participant C4 felt the same and commented that “instead of going to the university,
you may find the teacher or not; from Google Docs | can send my assignments easily
from house”. Participant B3 expressed the same idea and argued that, “as mentioned
by my colleagues, with this service we will save too much time, if we have any work
we can do it and share it with our colleagues and teachers more quickly while we are
at home, so 1 think that it is too useful”. Participants A1l and A2 supported the same
argument and agreed that it is easier and faster to do assignment using cloud
computing applications especially group assignments because students from different
parts of the country do not have to meet physically in order to do their assignments.
For instance, participant Al argued that “if we have a group assignment, for
example, of the distance, if one in the north and one in the south, instead of being
forced to going to him, just by a button click, we can send and do everything”.
Further, participant C1 indicated how cloud computing applications assist in
simplifying their study by providing the necessary resources for every assignment,
which in turn contributes to savings of time and effort. He stated that “it enables me
to achieve my assignments faster because | can get the scientific materials that | want
anytime from anywhere through Internet”.

The majority of the participants agreed that cloud computing applications would
improve their performance in their study. Participant C5 commented that *“yes, it
could be useful for me in too many things, it may encourage me to send my
assignments, encourages me to talk to the teacher more easily, you may establish a
group that contains all your classmates, so in case you have any problem or if you
have anything to discuss you may find four or five people to help you”. Similarly,
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participant C1 stated that, “it improves my performance in study because | can

contact with my teachers anytime | want”.

All the participants believed that their productivity in study would be increased when
they use cloud computing applications. Participant B3 thought that “since | can get
ideas from my colleagues’ shared assignments with them, so sure my productivity
would be enhanced”. Similarly, participant C3 concluded that “absolutely cloud
computing applications would increase our productivity since it can improve our

performance”.

Majority of the participants agreed that cloud computing applications such as Google
Docs would enhance their effectiveness in study since it enables them to simplify and
accomplish their tasks more quickly compared to the traditional way. For example,
participant C3 stated that “as long as it facilitated too many things for us, and solve
the go and come issue, sure there will be effectiveness, it means, there are no
obstacles, like movement from home to university for simple issues”. Similarly,
participant B3 related that, “for example during exams time, if we have too many
assignments we can submit them easily from home, instead of going to the university
and wasting your time so it saves our time to prepare for the exams, the matter that
will improve effectiveness”. Equally, participant C5 supported the same argument
and commented that, “yes it will encourage you to study, encourage you to do your
assignments, | mean, it facilitates many things for you”.

There was a total agreement among the participants concerning the ability of cloud
computing applications to make it easier for the students to perform learning tasks.
Participant A3 agreed that doing tasks using cloud computing applications would be
easier because other students’ works would be available during collaboration or
sharing which will give ideas to some students. Another participant C2 expressed
that, the whole study task processes are become easier using cloud computing
applications since typically if a task is given to the student and he has to return it to
the teacher in a short time, so if there is any mistakes the student has to go back
home and do it again; but using cloud computing applications the task can be sent in
less than a minute and the teacher can immediately acknowledge and comment on
the task. In terms of the functionalities of cloud computing applications such as

Google Dacs, participant C3 stressed that, “for example, | have a task that | need to
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add some pictures on it, or videos, make tables or researches, things like that, all

these features are available in Google Docs”.

All the participants were with the opinion that cloud computing applications would
be useful in their study especially related to interacting with teachers and colleagues,
and accomplishing learning and collaborative tasks such as sending assignments.
Participants A3, B3, C1, and C4 emphasized that cloud computing applications such
as Google Docs would be useful since the documents created such as assignments
and projects would be stored electronically on the cloud, so any time like during
exam students can access the documents from anywhere. Specifically, participant C1
mentioned that, “if | needed to review my assignment from anywhere | can open it,
but if it was saved on my computer, | cannot access it, so by using Google Docs even
if I was out home and there is another available computer I can log in to my account

and see all the documents”.

The focus groups discussion presented above supported the positive influence of
perceived usefulness on the students’ intention to adopt cloud computing
applications.

7.2.2.3 Perceived Ease of Use (PEOU)

In the context of this study, perceived ease of use is defined as the perception of
students that using cloud computing applications would be easy. The following

opinions are from the discussion of the focus groups participants.

Nearly all the participants agreed that learning to use cloud computing applications
such as Google Docs would be easy since most of the students use Microsoft Office
program. As participant Al highlighted that “cloud computing applications are easy
to use because everyone has used Microsoft Office program, so it is the same as
Microsoft Office”. Similarly, participants A3 and C3 mentioned that, learning to use
cloud computing applications such as Google Docs is easy because its interface is
easy and everything about it is clear. Participants also further elaborated that using
cloud computing applications could be easy for those students who have experience
in using computers; however it could be difficult for those who do not. Participant
C2 clearly explained this concern “some of them know how to use computer and it

will be easy to them, and some don’t know how to use computer and it will be
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difficult to them”. Likewise, participants A2 and B3 supported the same argument
and explained how providing training courses to those who are not familiar with
cloud computing applications can enhance their abilities to use the cloud computing
applications. For instance, participant B3 stated that “the university must provide a
brief introduction to it, at least one or two lectures in order to make the students

practice and use it easily”.

All the participants strongly agree that they can easily use cloud computing
applications to perform activities related to their learning process such as
accessibility of documents, doing and sending assignments, and collaboration among
students and with their teachers. Participant A3 related that, “I can get any document
at any time in any place easily”. Similarly, participant B4 mentioned that “for me it

will be easy for accessing the task solution and all the saved Google Docs | have”.

The majority of the participants believed that, their interaction with cloud computing
applications would be clear and understandable. For example, participants C1 and C2
maintained that the interaction with cloud computing applications such as Google
Docs would be clear and understandable since its icons and interface design are clear
and easy to understand. Participant C1 stated that “yes it would be easy to use,
because its interface designed is easy and comfortable so it would not be
complicated”. On the other hand, a few participants expressed that it can only be
clear and understandable if a student has a previous experience or a background
about these applications. Participant B4 said, “you must have a background in order
to be clear and understood, but if it was the first time to use it, it will not be easy and

understood”.

All the participants thought that, since cloud computing applications are easy, clear,
and use different languages then it would be flexible. For instance, participants A3
and B3 expressed that the interaction with cloud applications such as Google Docs
would be flexible since it is easy to use and it supports various languages. Participant
B3 stated that “the system would not be difficult to use and the used language would

be understood, so it would be flexible”.

All the participants agreed that students can easily become skilful in using cloud
computing applications such as Google Docs since it includes programs like
Microsoft Office package with which most of the students are familiar. Participant

B3 said, “possibly, because we already have the skills in using Microsoft programs
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so Google Docs is the same”. Participant C4 expressed that by continuously using
cloud computing applications such as Google Docs he will surely become skilful at
using the cloud applications; as he said, “even the students who did not understand

this application in the beginning by continuing using they will become skilful”.

All the participants strongly agreed that cloud computing applications would be easy
to use. Participant Al expressed that, “I think no one will find it difficult because
even in high schools they study computer course, studying Word and PowerPoint,
and they make presentations, so it is not a difficult thing to them, they have learned
the basics”. Participants A2 and B4 mentioned that experience is needed in order to

better utilize cloud computing applications such as Google Docs.

Taken together, the focus groups analysis results suggested that perceived ease of use
positively influence the adoptionof cloud computing applications by students.

7.2.2.4 Trust (TR)

Trust in the context of this study is referred to the confidence and reliance of students
in both cloud computing applications and cloud applications providers. The
following are the participants’ responses regarding trust.

Majority of the participants are with the opinion that using cloud computing
applications would be secure due to the requirement that users must provide a valid
username and password before they can be granted access to the cloud applications,
and their trust on the cloud applications providers. In relation to this, participant Al
expressed that “not anyone can log in except by user name and password, | can open
the password of the computer but this (Google Docs) | cannot”. Another participant
B4 related that, “it will be enough for you to know that it is by Google, so it is safe”.
However, participant C4 claimed that it is difficult to ascertain the security of cloud
computing applications before use, so the assessment can only be done after trial. He
commented that “we can judge it after trial it is safe or not, it is hard to be judged in

advance whether it is safe or not”.

Majority of the participants agreed that they can trust the ability of cloud applications
providers such as Google to protect their personal data. Participant C2 said, “I think
that it will keep your privacy with very strong protection”. One of the participants

(B1) believes that strong cloud applications providers companies like Google keep
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privacy of users’ data. On the other hand, a few participants argued that the ability of
the cloud applications providers such as Google to protect their data would not
guarantee 100%. As participant B3 argued that “there is no 100% guarantee even
though the company name is strong”. Similarly, participant C3 argued that there is no
guarantee that cloud applications providers would protect privacy of their data
because, “since | will not save my data in my computer, I will save them to an
external server, it means that anyone could see them, it is possible for the person who
designed the protection to see the data of all people, it is normal, so it would not be

that much secure”.

Majority of the participants emphasized that they consider cloud applications
providers like Google as trustworthy since it is a big company with a good record
and reputation. Participant Blargued that, “sure all people trust Google applications”.
Participants A1 and B2 agreed that cloud applications providers like Google can be

trusted since they are very strong companies with good reputation.

Most of the participants agreed that cloud applications providers would keep their
promises and commitments. Participant Al claimed that, “if it doesn’t fulfil its
promises and commitments first it will lose a number of its users”. In contrast,
another participant (B3) argued that in order to know if cloud applications providers
such as Google would keep its promises, its services must first be tried. He

commented that “we must try, we do not know”.

Most of the participants believed that cloud applications providers would keep their
best interests in mind. As participant (B4) emphasized that, people will not be using
cloud applications if the cloud applications providers did not protect the interests of

their customers.

The above focus groups results are an evidence of the positive effect of trust on the

adoption of cloud computing applications by students.

7.2.2.5 Subjective Norm (SN)

In this study, subjective norm is the perception of students regarding how their
instructors or peers can influence their cloud computing applications usage
behaviour. The views of the focus groups participants concerning the influence of

subjective norm are presented as follows.
186



The majority of the participants argued that their teachers and colleagues that
influence them would not think that they should use cloud computing applications
since they need to know the technique well before using it. As participant B4 said
“no, because | did not understand what is included or what is excluded”. On the other
hand, some of the participants stressed that their teachers and colleagues that
influence them would think that they should use cloud computing applications.
Participant C5 mentioned that, “for sure | will use it if a colleague comes and tells
me that it is easy and contains lots of things and shows me that it is too much better

for me I will certainly use it”.

The majority of the participants disagreed with the opinion that, people who are
important to them would think that they should use cloud computing applications.
The participants argued that their decision to adopt the cloud computing applications
depends on the perception of the benefits they can derive from using the cloud
applications rather than the influence of their friends or teachers. Participants Al,
B2,and B4 stated that their decision to adopt the cloud computing applications would
only be influenced by the benefits the cloud applications provide. Participant B2
said, “you will not use unless you see a benefit from it”. Similarly, participant Al
confirmed that he will only use cloud applications such as Google Docs because of
its benefits. However, a few participants agreed with the opinion that, people who are
important to them would think that they should use cloud computing applications.
One participant (C4) emphasized that, “if the important people are using Google

Docs and they recommend it to me | will for sure use it”.

Likewise, the majority of the participants disagreed with the opinion that, people
who they value their opinions would rather want them use cloud computing
applications. Participants C2 and C3 mentioned that their decision to adopt the cloud
computing applications would not be influenced by the opinions of people they
value, but rather would be influenced by the benefits expected, and how easy and
enjoyable are the cloud applications. In contrast, some participants agreed that people
who they value their opinions would rather want them use cloud computing
applications. Participant C5 commented that, “sure, | will use it because | appreciate

the views of my friends”.

The above responses explain the role of subjective norm on the cloud computing

applications adoption. Some participants were in agreement with the statements that
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suggest a significant influence of subjective norm on the adoption of cloud
computing applications, whereas majority of the participants were not in agreement
with the statements. Therefore, it can be concluded that subjective norm has no

significant effect on adopting cloud computing applications by students.

7.2.2.6 Image (IMG)

In this study, image is the extent to which students believe that using the cloud
applications will result in elevating their status in the academic environment. The
following statements are the views of the focus groups participants regarding the

influence of image factor.

The majority of the participants thought that those who use cloud computing
applications such as lecturers and their colleagues would not be honoured more than
those who do not. As participant Al argued that “the fame doesn’t come from using

the technologies but by cooperation”.

Majority of the participants disagreed that students who use cloud computing
applications in their university would have high profile. For instance, participant B3
argued that, “I do not expect that if someone uses these technologies he would gain a
high rank, | think it is natural things that anyone can use them”. Similarly, participant
A2 confirmed that using cloud applications such as Google Docs would not increase
the rank of the user. He stated that “for me | think this technology does not play an
important role, there is no problem if I use it or not, it means | do not feel any

impact”.

When asked if having cloud computing applications such as Google Docs would be a
status symbol in the participants’ university, the majority of the participants
disagreed with this argument. For example, participant C1 did not believe that having
cloud computing applications such as Google Docs would be a status symbol in his
university. He stated that, “it is natural, anyone can use Google Docs, so for me using

Google Docs is very normal”.

The results of the focus groups above indicate the non-significant influence of image
on the adoption of cloud computing applications by students since majority of the

participants did not agree with the statements.
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7.2.2.7 Job Relevance (REL)

Job relevance in this study is conceptualized as study relevance. Study relevance is
the degree to which the students perceive cloud computing applications as relevant
for collaboration and learning related activities. The following opinions are from the
participants of the focus groups.

All the participants stressed that using cloud computing applications would really be
important in their study, especially in terms of the activities related to assignments
and collaboration works. Participant C5 expressed that cloud computing applications
such as Google Docs are important for doing their learning activities and
collaboration works. He commented that “the benefits are for sending assignments,
researching, discussing with teachers, discussing with colleagues, we can make a
group”. Another participant (C1) expressed a similar view that using cloud
computing applications would be important because, they could find all the study
related documents easily. He stated that “all the scientific subjects or materials I
upload them to Google Docs so | can access them when | need them”. Likewise,
participant B3 agreed that cloud computing applications such as Google Docs would
be important since they would be flexible, save time, and are easy to learn. He
commented that “since there is flexibility, easiness of learning, efficiency, so no
difficulty would be there, but it needs practice, and it will be really helpful in our

study”.

When asked whether cloud computing applications are relevant to their study, all the
participants emphasized that they would be relevant to their study since they could
do assignments, access files from anywhere and anytime, share lectures materials,
and collaborate with their teachers and colleagues. Participant A1 mentioned that,
“we can deliver our assignments, sharing it and modifying any part in the
assignment”. Similarly, participant C5 said, “sure it will be related if my university is

using it, it will be tightly related to my study”.

All the participants agreed that using cloud computing applications would be
pertinent to their various study related tasks since they can communicate with their
teachers and colleagues; and access course materials, course assignments and files
from anywhere and anytime as pointed out by participants C2 and C3. In the same
way, participant Al believed that cloud computing applications such as Google Docs

would be very important since lecturers can use it to send course materials, like notes
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to students and ensure that each student have received them, unlike in the
conventional way where the notes may be missing or some students may not get it at
the right time. Participant C3 supported the same argument and he explained further,
how cloud computing applications would provide them with the speed for accessing
the files they need for their study from anywhere. He argued that “cloud computing
applications would give us the speed in accessing the files we need, for example, if |
was in the university and | needed an assignment or something else, in case | have
forgotten my notebook in the house so no problem as long as | have Internet | can see
my assignment and anything | want”. Similarly, participant C5 felt the same and
commented that, “it is really important and it will be of benefit to both students, as
well as teachers, they can make lots of things easy so they have to accelerate the

process of using it, it will be much better”.

The positive influence of job relevance on the adoptionof cloud computing
applications by students can be seen from the above conversations since the
participants agreed with the questions asked.

7.2.2.8 Output Quality (OUT)

In this context, output quality is the extent to which students believe that the cloud
computing applications perform learning activities and other collaborative works
well. The views of the focus groups participants are presented as follows.

The majority of the participants thought that the quality of the outputs such as the
created documents from cloud computing applications like Google Docs would not
be high since they do not provide all the features that can be found in the
conventional Office applications. This concern is clearly mentioned by participant
Al, “the problem as | said before, the program will not give you all the features,
which are available in the Microsoft Office, it means there are things you may want
to do but you don’t find them here, so here is the problem”. Participant B3 felt that
the quality of the output form Google Docs would not be high since the Google Docs
applications such as Word are not like the Microsoft Word. In contrast, a few
participants believed that quality of the outputs from cloud computing applications
such as Google Docs would be high when compared with handwritten documents.
One participant (C2) mentioned that, “the quality of the outputs such as solving the

assignment in the notebook by using the computer will be clear and easy”.
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There was disagreement among the students concerning the quality of the cloud
applications output such as Google Docs. Majority of the participants thought that
they would have some problems with the output quality of the cloud applications
such as Google Docs since most of the features they may need are not available in
the cloud applications. Participants A2 and B3 stated that they will have issues with
the output of the cloud applications, since it may be different from the output of the
applications they are familiar with. On the contrary, some of the participants argued
that they would not have any problem with the output quality of the cloud
applications such as Google Docs, since its quality is better than the paper work. As
one participant (C4) commented that “there will be a difference if it was on paper it
will be a low quality, but with Google Docs it will for sure be at a better level even if

it is not of a high quality but still it will be better than paper work”.

There was disagreement among the students concerning how the results of the cloud
applications such as Google Docs can be rated. Majority of the participants had some
thought about rating the results of the cloud applications and they were not confident
to say it is excellent as one participant (A2) commented that “I really can’t say it is
excellent”. Participant A5 expressed that he would rather rate it as adequate. On the
other hand, some of the participants agreed that the results from cloud applications
such as Google Docs could be rated as excellent. One participant (C3) said the result
would be excellent, “because the people who designed the Docs they have done this
job after they have realized the problems of the people and considering their

circumstances”.

The above responses described the role of output quality on the adoption of cloud
computing applications. Although some participants agreed with the statements that
suggest the influence of output quality on the adoption of cloud computing
applications, majority of the participants disagreed with the statements. Hence, it can
be concluded that output quality had a non-significant effect on the adoptionof cloud
computing applications by students.

7.2.2.9 Result Demonstrability (RES)

Result demonstrability in this context is viewed as the extent to which the students

believe that the result of using cloud computing applications is tangible, observable,
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and communicable. The following opinions are from the participants regarding the

influence of result demonstrability factor.

Majority of the participants thought that it would be difficult for them to tell others
about cloud computing applications results before knowing the applications very
well. As one participant (B3) said that “first we must use and practice it in order to
know it more”. Likewise, participant B4 said “anything in the beginning is difficult,
you have to learn in order to know how to convey the information to the others”.

When the participants were asked if they could communicate to others the
consequences of using cloud applications such as Google Docs there was a
disagreement about this statement. Majority of the participants believed that they
could communicate the consequences of using cloud computing applications such as
Google Docs to others only when they have experience about the cloud application
and they realize its benefits. As participant C3 said that “if I have the full experience
and full background about this application I will tell other students why not”. Also,
participant A1 commented that “yes, if it benefits me with high percentage I would
like the others to utilize it, and hoping that they could take the advantages of it”.

When the participants were asked if they think the results of using cloud applications
such as Google Docs would be apparent to them or not, majority of the participants
believed that cloud computing applications results would not be clear to them since
they do not have enough knowledge about them. As one participant (A2) argued that
“for some students it is not clear for them since they do not know how to use the
program itself and they don’t have a background about it”. Similarly participant B4

commented that “if I understand it perfectly, it would be clear, otherwise not”.

Regarding if the participants would have any difficulty explaining why using cloud
applications such as Google Docs may or may not be beneficial; majority of the
participants disagree with the statement and argued that first they need to have some
experience with the cloud applications such as Google Docs before they can tell
others about their benefits. As one participant (Al) said that “if 1 knew the

application well and its benefits, | would tell others about it”.

The results of the focus groups above indicate the non-significant influence of result
demonstrability on the adoption of cloud computing applications by students since

majority of the participants did not agree with the statements.
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7.2.2.10 Self-Efficacy (SE)

Self-efficacy in this research refers to students’ confidence in their ability to use
cloud computing applications for learning and other collaborative works.In order to
assess the confidence of participants in their ability to use cloud computing
applications, they were asked a series of questions related to self-efficacy.

The majority of the participants pointed out that students without background may
find it difficult to use cloud applications without guiding. Participants B3 and B4
mentioned that students without the required background may not be able to use
cloud applications alone. Participant C3 also further elaborated that “you may meet a
student who has never touched a laptop before and he has never worked on a PC
before, so how shall he be able to use it”. Participants A2, B1 and C1 also further
explained how the potential barriers to use cloud applications can be reduced or
eliminated with help from those who have more experience. As participant Bl

mentioned that “in the beginning we need someone to teach us”.

The participants were asked if they had a lot of time to complete tasks using cloud
computing applications. The majority of the participants expressed that, although
time is an important thing and cloud applications save time, they need a lot of time
especially when they begin using cloud computing applications such as Google
Docs. Participant B4 mentioned that, they need time to complete learning and other
collaborative tasks like assignments using cloud applications such as Google Docs
because if the time is limited they may not be able to do the tasks correctly and
completely. Participant C1 mentioned that time is important especially at the
beginning when users have no experience, as he commented that “yes I need much

time to know what the application contains in order to use it faster at the beginning”.

When they were asked whether they could complete the tasks using cloud
applications such as Google Docs if they had only the built-in help facility for
support, majority of the participants disagreed with this statement and they preferred
to have some training before using the cloud applications to assist them on how to
use the cloud applications and the help tool itself. As participant B3 commented that
“there are students who do not know how to use it, so there must be an introduction
to Google Docs about the way of using, and the way of using the help tool itself,
since there are some students who do not know how to use the help tool”. In contrast,

some of the participants agreed with the statement and they argued that, adding built-
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in help facility in cloud applications would be enough to assist them on how to use
the cloud applications. As participant C5 mentioned that, “if the program itself has a
help tool so | will know what to do, what steps | shall do after | log into the

application, if that exists | will for sure be able to do everything from the first day”.

Majority of the participants agreed that they could easily complete learning and other
collaborative tasks using cloud applications such as Google Docs if someone showed
them how to use it. Participant A2 expressed that, “if someone came explain to me, it
would be better, I mean I can finish it quickly, instead of completing the task in half
an hour, I will complete it in 15 minutes”. Another participant (B3) said, “if someone

came and explained the full system I will know how to use it”.

The participants were asked if prior experience with systems similar to cloud
computing applications such as Google Docs would help them to accomplish
learning and other collaborative tasks. Majority of the participants believed that,
prior experience with systems similar to cloud computing applications would not be
enough to use the cloud applications. Participants B3, C2, and C5 claimed that since
there are specific features for every application so they could not use the cloud
applications without a prior experience with it. Participant B3 said that “we did not
use it before, so we are unable to use it”. In contrast, some of the participants argued
that, they could use the cloud applications if they had prior experience with systems
similar to cloud computing applications. Participant Al revealed that, he used similar
systems before, like Word, Excel and PowerPoint so this would make it easier for

him to use cloud computing applications such as Google Docs.

The responses from the participants provided insight into the role of self-efficacy on
the adoption of cloud computing applications.There was mixed reaction on this issue
from the participants, some participants agreed with the statements that indicate the
influence of self-efficacy, while majority of the participants expressed their
disagreement with the statements, which implies that self-efficacy has a non-

significant effect on the adoptionof cloud computing applications by students.

7.2.2.11 Perceptions of External Control (PEC)

In this study, perceptions of external control is the students’ perception of the

presence of available resources in the university such as Internet, support, computer
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devices, and infrastructure that are necessary to use cloud computing services. The

views of the participants are presented as follows.

The participants agreed that the control of activities such as editing and sharing of
documents and files using cloud computing applications will be in the hand of the
students. Participant B4 expressed that, “this is really important, because if there was
no control you may send something that could go to many people while you want to
send it to a specific person”. Another participant (C1) mentioned that, “it is possible
that | have the control | can allow him to edit or not, so the control is in the sender’s
hand”.

Concerning the availability of the necessary resources to use cloud computing
applications, the majority of the participants argued that the availability of the
necessary resources such as personal computers and Internet to use cloud computing
applications is necessary to use cloud computing services. For example, participant
Al commented that, “the resources like computers and Internet are necessary for
accessing the cloud applications”. It is clear the major concern for majority of the
participants is the availability of Internet. Participant C4 confirmed that “Internet is
the most important requirement than computer, because one can use his mobile

device like Smartphone”.

All the participants confirmed that they would have the required knowledge to use
cloud applications such as Google Docs because they believed that they could not
use it if they do not have the knowledge required. According to participant B4, “if
you do not have the required knowledge you may not be able to use Google Docs”.
This is the view of the majority of the participants. Similarly, participant Al
supported the same argument and claimed “you must have the knowledge, if you

don’t have the knowledge you can’t use this program”.

The participants agreed that using cloud applications would be easier when there are
available resources, opportunities, and the students have the required knowledge.
Participant B3 emphasized that, “for sure without them you will not be able to do
anything”. Participant C1 further stressed that, “if there was no required knowledge

and the needed resources do not exist how shall | use it?”.

Majority of the participants mentioned that cloud computing applications such as

Google Docs would be compatible with other applications they used such as
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Microsoft Office. However, one participant (Al) claimed that cloud computing
applications such as Google Docs do not fully meet his needs since some features are
not there. He commented that “the basic tools are available, but the additional

complementary tools of Microsoft Office do not exist”.

The above conversations indicate that perceptions of external control positively do
influence the adoption of cloud computing applications by students.

7.2.2.12 Anxiety (ANX)

Anxiety in this study is defined as the extent of students’ worry or fear when using
cloud computing applications. The participants’ opinions regarding anxiety were

presented as follows.

Majority of the participants strongly agreed that they would not feel apprehensive
about using cloud computing applications. Participant Al said, “I don’t think there is
any fear in it, it’s the same as any regular applications”. Similarly, participant C2
supported the same argument and claimed that he does not feel apprehensive when
using cloud computing applications, as he said “I am skilled in using Google Docs, |
understand it very well, some people might feel scared because they do not
understand the program”. On the other hand, participant C5 claimed that, “I will feel
scared in the beginning since | store some information that | am afraid that they may

be lost, my data for example, applications, assignments that | am afraid to lose”.

Regarding the scare of losing information by hitting wrong keys, majority of the
participants indicated that they would not be scared when they think of losing
information using cloud applications such as Google Docs by hitting wrong keys
because they are used to programs that are similar to cloud computing applications
such as Google Docs. Participant Al argued that, if the students do not have the
required skills they might feel scare otherwise not. He commented that “if you don’t
have the skills, you will feel afraid”. Participant B3 supported the same argument and
he explained further, how they could find a way to restore any file deleted wrongly.
He commented that “you must find a way to restore the files that you have
mistakenly deleted, like a recycling bin which is in Windows if you delete any file it
will go automatically to the bin not permanently deleted, so the same feature should

be in this system, to restore the file if it was mistakenly deleted”. In contrary to the
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above view participant C5 claimed that he would be scared of using cloud
applications since one click may cost him the work of a few hours. He commented
that “sure | am afraid that with one click I might delete information that | have
worked on for two or three hours | mistakenly click a button and everything will

disappear”.

The majority of participants thought that they would not hesitate to use cloud
applications such as Google Docs for fear of making mistake that they cannot correct
because it is like Microsoft Office applications, which almost every student knows.
They further stressed that, there will be hesitation only if a student does not have a
background on how to use the cloud applications. Participant A1 mentioned that
“yes, it may happen if they do not have a background about it”.

Despite the fact that some participants mentioned that they would be somewhat
intimidated by using cloud computing applications when they first start using them,
majority of the participants expressed that they would not be intimidated. Participant
C3 said, “there is no fear, since the way of using it is very easy so there is nothing to
be scared about”. Additionally, participant C1 said, “since the saving is automatic,
and there is protection there is nothing to be scared of, these are the most important
points auto save and protection”. Another participant (A2) took the issue further and
he elaborated how the fear will be eliminated by the time, he commented that, “at the

beginning fear exists, but by the time it will be something normal”.

The participants’ responses shed light on the influence of anxiety on the adoption of
cloud computing applications. There was a variety of responses among the
participants. Some participants are with the opinion that anxiety has influence, while
majority of the participants expressed their disagreement with the statements that
suggest the influence of anxiety. Hence, this indicates that anxiety had a non-
significant effect on the adoptionof cloud applications by students.

7.2.2.13 Playfulness (PLAY)

Playfulness in this study can be referred to as the extent to which the students feel
spontaneous, creative and playful while using the cloud applications. The views of
the participants related to playfulness are as follows.
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The participants were asked if they can characterize themselves as spontaneous when
using cloud computing applications. Most of the participants agreed that they would
be spontaneous. Participant C2 expressed that, “I would be spontaneous because |

use the computer very often”.

Majority of the participants agreed that they would be creative when using cloud
computing applications because according to participants A2 and B3, creativity is
essential. Participant A2 mentioned that he would be creative, “because sometimes
you can’t find someone to ask him how to do this and that, so it is necessary to try
things by yourself”. Similarly, participant C4 said, “l would use it more than | used
paper work, for drawing, colours, beautiful shapes, so | will be more creative in

comparison with paper work”.

Majority of the participants admit that they would be playful when they use cloud
computing applications such as Google Docs. Participant C3 emphasized that he will
surely be playful when using cloud applications especially if there is graphic output
involved. He commented that “as long as there is graphics output it will be easy and
attract any person, and | will be playful that I am using this application”. Similarly,

participant (C2) noted that, “you will be playful if it saves you lots of time”.

The majority of participants further agreed that they would consider themselves
original when they use cloud computing applications. For instance, participant A2
described how he would feel original when using cloud computing applications such
as Google Docs. He commented that “if it is normal, | will use it like any other

program”.

The above focus groups conversations provide evidence of the positive influence of

playfulness on the adoption of cloud applications by students.

7.2.2.14 Perceived Enjoyment (ENJ)

In this study, perceived enjoyment is the degree to which the students perceive the
use of the cloud computing applications as enjoyable and pleasant task without
considering any consequences of performance as a result of system use. The
following opinions reflect the views of the focus groups participants on perceived

enjoyment.
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Most of the participants thought that they would find using cloud applications
enjoyable because they are easy to use and save lots of time and effort. For instance,
participant A3 commented that, “I knew how to use the program and deal with it, it is
enjoyable for me”. Similarly, participant B3 felt the same and further elaborated how
cloud applications are enjoyable especially the display and user interface. He
commented that “it is enjoyable in the way of displaying”. Furthermore, participant
C2 argued that using cloud applications such as Google Docs is enjoyable since it
helps him to save time and effort. He comment that, “enjoyable on the level of saving
time and effort means that if you have something to do it will be finished quickly,
sure you will be psychologically relieved”. Participant B4 also further elaborated that
using cloud applications such as Google Docs would be enjoyable especially for

those who are creative students.

The majority of participants strongly agreed that, the process of using cloud
computing applications such as Google Docs would be pleasant. One of the
participants (A2) mentioned that “it’s a beautiful thing frankly, fun practically in way

of use to get the job done, I mean make me continue and go on until finish it”.

There was a total agreement among the participants regarding having fun by using
cloud computing applications. For example, participant A2 commented that, “I
would have fun with it when | have for example, completed the assignment and any
work, but if I exit with no benefit there will not be fun or exciting”. Participants A5,
C2, and C5 agreed that using cloud computing applications such as Google Docs

would be fun since it is easy and saves time and effort.

Overall, the conversations above indicate that perceived enjoyment had a positive

influence on the adoptionof cloud applications by students.

7.2.3 Summary of the Focus Groups Findings

The focus groups were conducted with the aim of validating the empirical findings.
This would overcome the weakness of relying on one research method, and also
allow the participants to express their views concerning the topic under study in a
more detail. Based on the detailed analysis of the three focus groups, the results
were consistent with the quantitative findings. Specifically, the focus groups analysis

findings showed that job relevance, perceived usefulness, playfulness, perceived ease
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of use, perceptions of external control, trust, and perceived enjoyment had significant
impact on the students’ intention to adopt cloud computing applications, whereas
self-efficacy, anxiety, image, subjective norm, result demonstrability and output
quality had non-significant influence. In addition, the focus groups findings related to
behavioural intention strongly supported that the participants were willing to adopt

cloud computing applications.

The participants also mentioned several suggestions, as well as concerns and barriers
that were not related to factors of the modified TAM3 model, which however are
worth mentioning here so they can be considered by the universities decision makers
particularly in Saudi Arabia context to make cloud computing applications
implementation successful in universities and also to make the adoption of the cloud
applications easier by the students. Furthermore, these suggestions, as well as
concerns and barriers could be helpful for cloud applications providers for improving
cloud applications in general. The suggestions, as well as concerns and barriers
mentioned by the participants are reported in Sections 7.3.1 and 7.3.2 below.

7.3 Open-Ended Question Analysis

The questionnaire survey and focus groups included open-ended question that asked
the respondents to provide additional information related to factors not considered in
the proposed research model. The main objective of the open-ended question was to
get more information from the respondents about the difficulties, barriers, concerns,
and any other important factors that were not covered in the proposed model. It
enables the respondents to feel free to express their opinions and make suggestions
regarding the topic under study. The open-ended question was “in your opinion, are
there any other factors or barriers that affect the adoption of cloud computing
applications in your university which are not covered in this study, or any additional

information which you think would be useful to this study”.

Consequently, a total of 527 questionnaires were distributed to the respondents of the
study. However, only 188 (36%) answered the open-ended question, whereas
majority of the participants in the focus groups answered the open-ended question.
The open-ended question responses from the questionnaire survey respondents and

focus groups participants were analysed by grouping and combining them into
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related themes, which emerged during the analysis. The main themes are presented

below, as barriers and concerns, and suggestions.

7.3.1 Barriers and Concerns

This section presents the findings from the open-ended question analysis which
reveales the barriers and concerns that may prevent students from adopting and using
cloud computing applications. These findings form an important and useful
foundation for decision makers in Saudi Arabia universities and cloud applications
providers to enable them to have a clear understanding on the barriers and concerns
that students think are important to them. The following subsections present the

identified barriers and concerns in detail.

7.3.1.1 Unavailability or Lack of High Speed Internet in the University

This concern was the most cited by students that may prevent them from using cloud
computing applications. They thought that without Internet the cloud applications
would not be accessible. Also with low speed Internet, use of these applications
would become frustrating. According to most of the questionnaire respondents and
focus groups participants, the Internet services in their universities are either slow,
weak or very bad. One respondent said, “in my opinion the Internet services and the
network in my university are not good enough, sometimes we have to go outside the
campus to get a good quality network connection. I suggest that the campus should
be supplied with high quality Internet connection, that will give us a chance to do our
study activities like assignments or share documents while we are far from our
houses”. Further, some questionnaire respondents also mentioned that Internet
services in their universities are not available at all for students especially the Wi-Fi
service. The same argument also mentioned by the focus groups participants. They
claimed that the Internet is always slow which will make the cloud applications
lagging. One of the focus groups participants mentioned that “lack of Internet inside

the university is hindering the use of cloud computing applications”.
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7.3.1.2 Lack of Knowledge and Experience to Use Cloud Applications

This concern was also identified from the open-ended question data as the key barrier
that may affect the adoption of cloud computing applications. Some of the
questionnaire respondents and the focus groups participants believed that some of
their colleagues and lecturers may lack the knowledge required to use cloud
computing applications. One of the questionnaire respondents commented that some
lecturers especially those who are not in Faculty of Science or Computer Engineering
may not have the necessary knowledge to use cloud computing applications. He
commented that “not all the lecturers are well qualified to use such a service
especially lecturers from outside the Faculties of Science and Computer
Engineering”. Similarly, the focus groups participants felt the same and they
commented that the lack of knowledge about the cloud computing applications
between students and the lecturers is an issue that may prevent the adoption of this
technology. As one participant mentioned that, “the students and the lecturers have

no knowledge about the technology and how to use it”.

7.3.1.3 Lack of High Quality of Internet Services in Student’s City/Home

Absence of high quality of Internet services in students’ homes and city was another
barrier that affects the adoption of cloud applications as mentioned by some
questionnaire respondents and focus groups participants. According to one of the
questionnaire respondents, “Internet in the city is very bad”. Another respondent
commented that, “the Internet in the city is very bad, so are the land lines and the
mobile networks”. Similarly, focus groups participants supported the same argument
and claimed how the Internet providers do not take the needs of their clients into
their account as one of the participants commented, “the telecommunication
companies do not take their clients’ needs into account, and we wish that they will do
that soon by setting up fibre optic lines in all over the kingdom because | think that

the services of the cloud applications more depend on the Internet speed”.

7.3.1.4 Lack of Training on Cloud Computing Applications

Students claimed that lack of training on how to use cloud computing applications in

their universities was one of the main factors that they think may prevent the use of
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this technology by students. One questionnaire respondent revealed that, “one of the
reasons that affect the use of technology is the lack of training courses of this
important service”. In the same way one of the focus groups participants said
“introduction lecture about cloud computing applications is needed to help students
use the cloud computing applications efficiently”.

7.3.1.5 Students’ Lack of Computer Related Knowledge

Lack of computer knowledge was another issue that affects the adoption of cloud
computing applications by students. In this respect, some questionnaire respondents
mentioned that they do not use computer and they do not even know how to use it.
One respondent commented that, “we do not know about computer and how to use it
and the university did not provide us with workshops on how to use computers”.
Likewise, one of the focus groups participants revealed that, “some students in the
literary departments or English language department do not even know how to turn
on the computer, so this is a problem and there must be an introduction course about
the applications usage, in order to make the process of dealing with Google Docs

easy for them”.

7.3.1.6 University Restrictions to Download Files from the Websites

Another barrier that may affect the adoption of cloud applications by students was
the university’s restrictions to download files from the websites in campus. The
questionnaire respondents argued that the adoption of cloud computing applications
will not be effectively used by students as a result of some restrictions in their
universities. For example, one questionnaire respondent commented that, “using the
cloud computing applications in the university would not be effective because the
university forbids file downloading from all sites such as videos, images and

documents”.

7.3.1.7 Storage Space

Another concern was related to the storage space that was allocated to each user from

the cloud application providers. Some of the questionnaire respondents related that
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they were worried about the storage space that will be allocated to each student,
which may not be enough for the students during the period of their study in the
university. One questionnaire respondent specifically mentioned that “the saving

space allocated for each student is not sufficient”.

7.3.1.8 High Price of Internet Services in Saudi Arabia

This was another barrier that may prevent some students from using cloud computing
applications. Some of the questionnaire respondents admitted that Internet price was
very expensive in Saudi Arabia. One of the questionnaire respondents said, “speed,
quality and the price of the Internet service are the main reasons that influence the
use of cloud applications”. Similarly, another questionnaire respondent commented
that “the prices of the Internet services are very high and the speed does not match

with what the service providers advertised”.

7.3.1.9 Concern Regarding Forgetting Username and Password

The study respondents also further elaborated their concern regarding forgetting
username and password of cloud applications for user account as another barrier that
may affect the adoption of cloud computing applications by students. Even though
username and password provide security to files saved in all of the cloud based
applications, one respondent expressed his fear that he may forget his username and

password so he becomes unable to access his data.

7.3.1.10 Commitment of Lecturers

Commitment of lecturers to use cloud applications was another barrier that the
students think will affect the adoption of the cloud applications. Some students
mentioned that some lecturers may not have the desire to adopt and use cloud
computing applications. One of the questionnaire respondents claimed that the
adoption of cloud computing applications may be affected by “the lecturer’s way of
thinking, they do not have any desire to learn a new thing”. In the same way, another
respondent said, “there may be no encouragement by the lecturers to use this

technology”.
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7.3.1.11 Cultural Influence

Cultural influence was another barrier that may affect the adoption of cloud
computing applications as mentioned by some of questionnaire respondents and
focus groups participants. Some parents due to cultural influence do not support the
idea of having Internet at home, which in turn will influence the adoption and use of
cloud computing applications. As one of questionnaire respondents commented that,
“some parents do not accept the idea of having Internet in the house”. Another
questionnaire respondent, a female student related that some female students would
not be able to use cloud computing applications to interact with their colleagues or
lecturers since their parents don’t allow the female students and also male students to
use Internet at home. Likewise, one of the focus groups participants argued that

“parents don’t allow the use of Internet at home”.

7.3.1.12 Lack of Encouragement by the Lecturers to Share Files Using Cloud
Applications

Another barrier that may affect the adoption of cloud computing application was the
fear of lack of encouragement by the lecturers to share files using cloud applications
as mentioned by the focus groups participants and the questionnaire respondents. As
one of the questionnaire respondents expressed his worry over this issue because
some lecturers may not like and use the idea of sharing files using cloud computing
applications, he commented, “maybe the lecturers would not encourage the students

to share files through Google Docs”.

7.3.1.13 Lack of Availability of Trainers in the University

The focus groups participants and the questionnaire respondents also mentioned that
the lack of availability of trainers in the universities was another barrier that might
affect the adoption of cloud computing applications. As one of the questionnaire
respondents claimed that the adoption and use of cloud computing applications
would be affected by the lack of availability of trainers in the university who can
help the students learn how to use the cloud computing applications. He commented
that “lack of trainers who can help and illustrate how to use the cloud computing
applications will affect the use of the technology”. Similarly, one of the focus groups
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participants claimed that, “there are some of students who cannot use it, but if
someone is there to explain to them, they will find something that they will benefit

from it”.

7.3.1.14 Lack of Commitment and Interest in Using Cloud Applications by
Students

Lack of students’ commitment and interest in using cloud applications was another
barrier expected to affect the adoption of the technology as reported by some of the
questionnaire respondents. One of the questionnaire respondents stated that there
may be less commitment and interest in using cloud computing applications by
students. Another questionnaire respondent related that, “some students may not
have the desire to learn this technology perhaps because they may be unaware of the

benefits of this technology”.

7.3.1.15 Financial Constrains

Financial constrain was another factor that may affect the adoption of cloud
computing applications by students since some students may not have the financial
strength to acquire computer and Internet service. One of the questionnaire
respondents specifically said, “I do not have a computer”. Another questionnaire
respondent on this issue also mentioned that, “lack of financial abilities to buy

computers and Internet service may hinder the use of cloud computing applications”.

7.3.1.16 Lack of Awareness

Lack of awareness among the students about the cloud computing applications was
another barrier that may affect the adoption of cloud computing applications as
mentioned by the questionnaire respondents. One of the questionnaire respondents
commented that, “I see this side is neglected in my study. Despite my specialization
in Computer Science field, 1 did not know about having a cloud storage in Google”.
Similarly, another respondent commented that “I could see that there is a lack of

awareness among students and workers in the university about these applications”.
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7.3.1.17 Unavailability of Computer Labs in the University

Unavailability of computer labs in the universities was another barrier that may
affect the adoption of cloud applications by students as mentioned by questionnaire
respondents and focus groups participants. Although there were some labs in the
universities but they were only for Computer Science and Information Technology
students which may affect the adoption of cloud applications by students in other
different majors, as one questionnaire respondent mentioned that the adoption of
cloud applications by students was affected by “monopolism in using the computer
labs only by the Computer Science and Information Technology students”. One of
the questionnaire respondents claimed that, “there are no labs that are opened all the
times for the students to use them whenever they like”. Likewise, another respondent
commented that “the lack of PC devices in the university may become as an obstacle

for using the cloud applications”.

7.3.2 Suggestions

Various important suggestions for decision makers in universities and the cloud
applications providers were mentioned by the questionnaire survey respondents and
focus groups participants to increase the adoption rate of cloud computing
applications by students as well as to improve the design of cloud applications. The

suggestions are presented as follow.

A) Suggestions for the decision makers in universities:

» Universities should conduct an efficient awareness campaign to increase the
knowledge about cloud computing applications.

» Training courses on how to use cloud computing applications should be
provided to all students as part of their study.

» Universities should provide trainers to train and help students to use cloud
applications easily and effectively since the participants acknowledged that
some of students cannot use cloud applications.

» The students should be taught the basics of using cloud computing
applications by adding it as a chapter in computer skills course or create a

brochure to highlight its benefits in education.
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» Universities decision makers should assign at least one hour per week within
the study plan for each student in every semester to motivate the students and
enable them to use cloud applications in university.

» Universities should provide IT support office for students who have some
issues or queries about cloud computing applications.

» Computer labs with high speed Internet facilities should be provided and
made them available to students to enable them use the cloud computing
applications.

» The decision makers in universities should accelerate the implementation and
use of cloud computing applications in order to derive its benefits for
students.

» Another training courses on how to use computer devices are required for
students who do not know how to use computer devices, because some
students especially those Art majors are computer illiterates.

» Universities should encourage the lecturers to use cloud computing
applications for interaction with students in order to guide and encourage
them.

» The lecturers should motivate the students to use cloud computing

applications.

B) Suggestions for cloud applications providers:

» The providers of cloud computing applications should provide concise,
clear and understandable steps in the help menu of the cloud applications
to facilitate their use by students.

» The cloud applications providers should develop cloud applications with
all the features of the existing computer based applications or develop
more features than the existing computer based applications; for instance,
cloud applications that are used to create and edit documents should at
least have all the features of Microsoft Word.

> The design of cloud applications should be made appealing to attract
students to adopt and use cloud applications.

» Effective and fast online support services should be available in all cloud

computing providers’ websites to ensure the quality of services provided.
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Automatic saving functionality should also be added to cloud computing
applications so that if user forgets to save his work it will be
automatically saved in case computer turned off or sudden electricity cut.
Cloud computing applications should have support for chat in the form of
text or video.

Cloud applications providers should add notification or acknowledgment
service in the cloud applications to notify the sender when the user
received the file.

Menus and links should be made simple so that students can easily
understand the contents of the cloud computing applications and the steps
required to use the cloud applications efficiently.

Cloud computing applications should have restore functionality to recover
deleted files.

Cloud applications providers should ensure that users’ data and login
credentials are protected.

Cloud applications providers should provide cloud applications that
support software required by students in Arts and Sciences majors to
make the cloud applications effectively and equally used by all university
students.

Cloud applications providers should make cloud applications run the
processes and activities quickly without delay.

Cloud applications providers should provide cloud applications that
support Arabic language, to make students easily understand how to use

the cloud applications.

7.4 Chapter Summary

This chapter presented the findings of the analysis of the qualitative data, which were

collected using focus groups and open-ended question. The qualitative research was

conducted to validate the quantitative findings, and to explore factors that were not

covered by the proposed model. The findings from the focus groups were consistent

with the quantitative findings. The participants in the focus groups and respondents

in questionnaire have revealed important barriers and concerns that may impede the

adoption of cloud applications by students. They also have mentioned a number of

suggestions to improve the design of the cloud applications, and to increase the

209



adoption rate among the students. Hence, it is expected that the adoption of cloud
applications would be increased by students when the barriers and concerns are

addressed by decision makers in Saudi universities and cloud applications providers.
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Chapter 8: Discussion of Findings

8.1 Introduction

This chapter presents and summarizes the research findings of both quantitative and
qualitative data. The discussion involves connecting together the findings of both the
quantitative and qualitative studies with existing studies in relation to the research
questions. This chapter provides discussions about the findings of the constructs of
the original TAM3 model, findings related to the additional construct in the research
model, which is trust, and findings related to the moderating factors defined in the

proposed model. Finally, the chapter discusses the findings of the open-end question.

8.2 Discussion of Findings of the Study

This section presents discussion about the research findings which are related to each

of the research questions.

8.2.1 Discussion Related to Research Question 1

This subsection discusses the findings related to the original TAM3 model constructs
and their relationships with the dependent construct which is behavioural intention.
The proposed model in this study was assessed using a quantitative approach and the
results were later validated using a qualitative approach. The constructs from the
original TAM3 model considered in this study are: perceived usefulness, perceived
ease of use, behavioural intention, anxiety, self-efficacy, perceptions of external
control, perceived enjoyment, output quality, subjective norm, job relevance,
playfulness, image, and result demonstrability. The research question related to these

constructs is as follows:

RQ1: What is the influence of the TAM3 based factors on the adoption of cloud

computing applications by Saudi Arabian university students?

The following subsections discuss the findings related to the constructs.
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8.2.1.1 Perceived Usefulness (PU)

Perceived usefulness is defined in this study as the extent of students’ belief that
cloud applications will improve the performance of their learning activities. This
factor was measured by the belief about enhancement of students’ productivity,
performance and effectiveness of their learning and collaboration activities by using
cloud computing applications. The factor was also measured by the ability of
students to quickly and easily accomplish learning tasks using cloud computing
applications. As hypothesized in TAM by Davis et al. (1989), this study postulated
that perceived usefulness will positively affect behavioural intention of cloud
computing applications adoption. The finding showed that perceived usefulness has a
significant positive influence on behavioural intention, which supports the relevant
hypothesis (H1). This finding is also supported by the focus groups results. This
implies that the adoption of cloud applications by Saudi Arabian students will
increase when they perceive the usefulness of cloud applications. Therefore, the
universities can let their students realize the benefits of cloud applications, especially
those that are related to the improvement of the productivity and effectiveness in
their learning and collaboration activities in order to promote the adoption of cloud
applications. The finding of this study is consistent with TAM3 study where
perceived usefulness was found to have a positive impact on behavioural intention
(Venkatesh & Bala, 2008). This finding is also supported by various existing studies
in different fields like K. M. Fagih and Jaradat (2015) on mobile commerce adoption
in Jordan, Al-Gahtani (2014) on e-Learning adoption in Saudi Arabia; Behrend et al.
(2011) on cloud computing adoption in USA, and Li and Chang (2012) on cloud
applications adoption in Taiwan. The positive impact of perceived usefulness on
behavioural intention may be because of the desire of university students to carry out
their learning and collaboration activities by adopting the cloud computing
applications, especially because these activities are achievable by performing tasks
such as creating, editing, formatting, and sharing documents or spreadsheets on cloud
applications like Google Docs. Although, the perceived usefulness has significant
impact on behavioural intention, the Saudi universities are recommended to conduct
more specialized training courses and seminars to encourage the students’ adoption
of cloud computing applications by spreading the knowledge and increasing the
awareness of students about the effectiveness of using cloud applications for
achieving their learning activities and collaboration tasks.
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8.2.1.2 Perceived Ease of Use (PEOU)

In the context of this study, perceived ease of use is the perception of students on the
ease of using, learning, and utilizing the cloud computing applications. This factor
was measured by the perception of ease of learning, using and getting the cloud
computing applications to do what the user wants it to do, perception about clarity
and flexibility of user’s interaction with cloud applications such as Google Docs, and
also the effort required to practice, become skilful and interact with these
applications. Perceived ease of use was hypothesized in this study to predict
perceived usefulness as well as behavioural intention as in the original models that
formed TAM3 by Venkatesh (2000) and Venkatesh and Davis (2000). The
assumption on the influence of perceived ease of use on both behavioural intention
and perceived usefulness is that the performance of students in learning activities
will increase when they utilize cloud applications that are easy to use. The
relationship between perceived ease of use and perceived usefulness on one hand,
and the impact of perceived ease of use on behavioural intention, on the other hand,
were found both significant as a strong positive effect was realized. Consequently,
H2 and H3 hypotheses related to perceived ease of use were supported. The focus
groups confirmed these findings. These findings confirmed the assumption that
students would adopt cloud applications because they perceive it as easy to use,
flexible, and easy to become proficient in using it. The great impact of perceived
ease of use on the adoption of cloud applications was clearly seen from its strong
positive effect on both perceived usefulness and behavioural intention. The
significant effect of perceived ease of use on both perceived usefulness and
behavioural intention was in line with various studies, not only TAMS3 related studies
but in many original TAM related studies (Al-Gahtani, 2014; K. M. Fagih & Jaradat,
2015; Venkatesh & Bala, 2008; Venkatesh & Davis, 2000). The findings imply that
the adoption of cloud computing applications by Saudi Arabian students would be
increased when the students perceive the cloud applications are easy to use.
Therefore, universities can promote the adoption of cloud applications by increasing
the awareness among students about the flexibility and ease of use of cloud
applications. Also universities should provide training courses to make the use of the
cloud applications by students easier. Moreover, the providers of cloud applications
are recommended to consider the flexibility and easiness issues so that the students
can perceive the ease of use of cloud applications which will facilitate its adoption.
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8.2.1.3 Subjective Norm (SN)

In this study, subjective norm is the perception of students that their instructors or
peers think they should use the cloud computing applications. It was measured by the
perception of the ability of important people such as instructors or peers to influence
student’s intention to use cloud computing applications. Similar to TAM2
assumption (Venkatesh & Davis, 2000), this study hypothesized that subjective norm
influences perceived usefulness, image, and behavioural intention. The influence of
subjective norm on the main TAM belief and behavioural factors (perceived
usefulness and behavioural intention respectively) were both found to be
insignificant which is consistent with the findings of the focus groups. This suggests
rejection of hypotheses H6 and H7 which implies that the influence of people such as
teachers and peers in the student’s social group has no impact on students’ belief and
behaviour toward cloud applications adoption. Although these results contradict the
findings of some existing studies that supported the impact of subjective norm on
behavioural intention and perceived usefulness (Al-Gahtani, 2014; C. Anderson et
al., 2008; Gottschalk & Kirn, 2013; Macharia & Nyakwende, 2010; Venkatesh &
Bala, 2008; Venkatesh & Davis, 2000), the results are in agreement with findings of
other previous studies for subjective norm to perceived usefulness relationship and
subjective norm to behavioural intention relationship (S. J. Chang & Im, 2014; Chih-
Yang, Tsai-Chu, Ping-Teng, & Chih-Wei, 2011; Chismar & Wiley-Patton, 2003;
Mathieson, 1991; Zafiropoulos, Karavasilis, & Vrana, 2012).

Similarly, Venkatesh et al. (2003) found subjective norm significant only in
mandatory setting; and even in the mandatory setting, the influence is weakened as
users gain experience with the system. Perhaps this is one of the reasons why the
impact of subjective norm on behavioural intention and perceived usefulness is
insignificant in this study, since the usage of cloud applications such as Google Docs
was voluntary by university students. Another explanation of such results may be
because of the fact that the cloud computing application used in this study is an
Internet based application, and from the demographic profile of the respondents it is
shown that majority (84.2%) of the respondents have a good Internet proficiency,
where proficiency in using Internet increases the self-confidence that in turn may
reduce the influence of others’ thinking and opinion. Conversely, the findings show a

strong positive effect of subjective norm on the other social influence factor (image).
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This provides an evidence to support the hypothesis (H8) as reported in some studies
(Al-Gahtani, 2014; K. M. Fagih & Jaradat, 2015). Hence, these findings indicate that
the adoption of cloud computing applications by Saudi Arabian students is a matter
of personal belief that cannot be affected by the influence of others such as
instructors or peers. However, in order to promote the adoption of cloud applications,
Saudi universities are recommended to encourage the participation of students in
designing learning activities and collaborative tasks that depend on cloud
applications, on one hand, and to conduct more specialized seminars and workshops
to encourage the students’ usage of cloud applications for different learning activities

and collaborative works on other hand.

8.2.1.4 Image (IMG)

In this study, image is the extent of students’ belief that using cloud applications will
result in elevating their status in the academic environment. Image was measured by
the belief about whether the status and profile of people such as teachers and students
who use cloud computing applications in universities is higher than that of those who
do not use the applications or not. Therefore, in this study it was postulated that
perceived usefulness will be positively affected by image. However, results showed
that image had a non-significant effect on perceived usefulness, which led to the
rejection of hypothesis (H9) that assumed a positive influence of image on perceived
usefulness existed. The focus groups results confirmed this finding. Although this
finding was contrary to the expectation of the influence of image on perceived
usefulness in both TAM2 and TAMS3 (Venkatesh & Bala, 2008; Venkatesh & Dauvis,
2000), it was in line with existing studies that reported a non-significant relationship
between image and perceived usefulness (S. J. Chang & Im, 2014; Chismar &
Wiley-Patton, 2003; Zafiropoulos et al., 2012). One possible explanation of this
finding is, since the adoption of cloud computing applications in this situation is
solely due to personal beliefs so the students did not consider enhancement of status
as part of the perceived usefulness. Thus, gaining recognition is not considered as a
benefit expected from using the cloud applications. Therefore, Saudi universities are
recommended to appreciate and consider students who use cloud applications,
besides the continuous encouragement to students to the adoption of cloud

computing applications, by establishing support groups and conducting specialized
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workshops and training courses to encourage the adoption of cloud applications by

students.

8.2.1.5 Job Relevance (REL)

In the current study, job relevance which is denoted by study relevance, is the
students’ perception on the extent to which the cloud applications are relevant for
learning related activities and collaborative works. This factor was measured by the
belief of the students that using cloud computing applications like Google Docs
would be important and relevant in their study. As postulated in TAM2 (Venkatesh
& Davis, 2000), this study hypothesized that job relevance will have a positive
influence on perceived usefulness. This implies that students in Saudi universities
would adopt the cloud computing applications as they think that such applications
are relevant to their studies. A significant positive influence of job relevance on
perceived usefulness was revealed in this study, which supported H10 hypothesis.
This finding was also supported by the focus groups results. This result confirms the
relevance of cloud applications to students learning related activities and
collaborative works. The demographic characteristics of the respondents also
supports this finding since the cloud computing application used was
computer/Internet based application; majority of the respondents have computers
(87.1%), high Internet connection at home (75.4%), good Internet proficiency level
(84.2%), and spend more than 3 hours using Internet daily (54.1%). This finding is
consistent with various studies that reported similar finding (Agudo-Peregrina et al.,
2014; Al-Gahtani, 2014; S. J. Chang & Im, 2014; Chih-Yang et al., 2011; Huang et
al., 2012; Macharia & Nyakwende, 2010; Zafiropoulos et al., 2012). As there is a
positive impact of job relevance on perceived usefulness of cloud computing
applications, it is recommended that the designers of study-related tasks such as
assignments, reports, and courses presentations; and cloud applications providers
should consider the compatibility and relevance of these tasks and cloud applications
to students’ learning activities. Moreover, the Saudi universities are recommended to
include students in the planning and implementation of cloud based learning

activities.
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8.2.1.6 Output Quality (OUT)

In the context of this study, output quality is the degree to which the students believe
that the cloud applications are effective in performing the learning activities and
other collaborative tasks better. In other words, the output quality in this context
denotes the outcomes of using the cloud applications in performing the learning
activities and other collaborative tasks. It is measured by the opinions of the
respondents regarding the quality of cloud computing applications output. In this
situation, the output is the documents created by using Google Docs application.
Similar to TAM2 theory (Venkatesh & Davis, 2000), this study hypothesized that
output quality positively affect perceived usefulness. The assumption on the
influence of output quality on perceived usefulness is that students’ productivity and
effectiveness will be enhanced as they get a high quality and excellent output from
the cloud computing applications. Nevertheless, the results of this study did not
support this assumption, leading to the rejection of the relevant hypothesis (H11).
This was similar to the findings of the focus groups. This result was in line with
findings from earlier studies by Chismar and Wiley-Patton (2002), Venkatesh and
Bala (2008), Jung et al. (2014), S. J. Chang and Im (2014) and Zafiropoulos et al.
(2012). The findings of this study indicated that the adoption of cloud applications by
students in Saudi universities was not affected by the quality of cloud computing
applications’ output, which means that the students did not perceive the cloud
application used in this study provided high quality output. Therefore, the cloud
applications’ providers are recommended to design applications that have excellent
and high quality output, in order to make it possible for the students to distinguish
the output of cloud applications from the output of other non-cloud based
applications. Moreover, Saudi universities should allow students to participate in
determining the required specifications of high quality output expected from the

cloud applications that will be adopted by students.

8.2.1.7 Result Demonstrability (RES)

Result demonstrability can be viewed as the extent of students’ belief that the result
of using cloud computing applications is tangible, observable, and communicable.
Result demonstrability was measured by the perception of the respondents about the

result of using cloud applications like Google Docs, and how they can explain the
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consequences and benefits of using it to others. In this study, result demonstrability
was hypothesizedto positively affect perceived usefulness of cloud computing
applications, as postulated in TAM2 (Venkatesh & Davis, 2000). This assumption
implies that performance, productivity, and effectiveness of the students related to
their study will increase if the results of the adopted cloud applications are apparent
and they find no difficulty in explaining their experience with those applications.
Hypothesis (H13) of this study, which was related to result demonstrability, was
rejected as the finding showed a non-significant impact of result demonstrability on
perceived usefulness. This was in line with focus groups findings. Although similar
findings were reported in various studies (Al-Gahtani, 2014; S. J. Chang & Im, 2014;
K. M. Fagih & Jaradat, 2015; Jung et al., 2014), other studies found positive
relationship between result demonstrability and perceived usefulness (C. Anderson et
al., 2008; Venkatesh & Bala, 2008; Venkatesh & Davis, 2000). The insignificant
effect of result demonstrability on perceived usefulness might indicate that the
students did not believe that the results of using cloud computing applications such
as Google Docs are observable, tangible, and communicable. Therefore, providers of
cloud computing applications are recommended to pay more attention to the output
of such applications to be more tangible. In addition, decision makers in universities
are recommended to collaborate with students to design learning activities and

collaboration tasks of tangible and observable results.

8.2.1.8 Self-Efficacy (SE)

Self-efficacy in this research refers to students’ confidence in their abilities to use
cloud computing applications for learning and other collaborative tasks. This factor
was measured by the ability of the students to use cloud computing applications
without assistance from others. It was measured also by the belief about having
enough time required to complete a task using cloud applications such as Google
Docs by the students, as well as the belief about whether experience with similar
systems will assist the students to complete tasks using cloud applications. Similarly,
as hypothesized by Venkatesh (2000), this study assumed a positive impact of
students’ self-efficacy on ease of using cloud computing applications for learning
and other collaborative work activities. Contrary to this assumption, self-efficacy

was found to have a non-significant effect on perceived ease of use so was also found
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in the focus groups results. As a result, the related hypothesis (H14) was rejected.
The non-significant effect indicated that the students were unable to perform the
required tasks independently without the help of anybody else. Although this finding
contradicts some studies that established the existence of significant positive impact
of self-efficacy and perceived ease of use relationship (C. Anderson et al., 2008;
Venkatesh, 2000), it supports findings from other technology adoption studies where
a non-significant relationship was reported (Agudo-Peregrina et al., 2014; Jung et al.,
2014). This finding implies that Saudi universities should carry out training courses
that enable students to adopt cloud computing applications easily by elevating their

self-confidence to use the new technologies independently.

8.2.1.9 Perceptions of External Control (PEC)

In this study, perceptions of external control is viewed as the perceptions of students
that facilities and resources such as Internet, computers devices, and technical
support are provided by their universities to support the use of cloud computing
applications. Perceptions of external control was measured by the belief of students
that they would have resources, knowledge, and control over using cloud
applications such as Google Docs, and that cloud applications would be compatible
with other software that students use. As hypothesized in one of the models that
formed TAMS3 theory (Venkatesh, 2000), perceptions of external control is
hypothesized to have a positive impact on perceived ease of use of cloud computing
applications. This study revealed that perceptions of external control was a
determinant of perceived ease of use, which supported the relevant hypothesis (H15).
This finding was also supported by the focus groups results. Therefore, improving
the adoption of cloud applications by universities students through perceived ease of
use involve providing the resources in universities such as Internet and computer
devices needed to use cloud applications. This finding was supported by various
studies (Agudo-Peregrina et al., 2014; Al-Gahtani, 2014; S. J. Chang & Im, 2014; K.
M. Fagih & Jaradat, 2015; Jung et al., 2014; Venkatesh, 2000; Venkatesh & Bala,
2008). However, this finding implies that Saudi universities should not only provide
the facilities, technical resources, and equipment needed for cloud applications

adoption by students, but also increase the awareness of availability of these
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resources and participation of students in the utilization of these resources to support

the adoption of cloud applications.

8.2.1.10 Anxiety (ANX)

In this research, anxiety refers to the degree of students’ worry or fear when they are
faced with the possibility of using cloud computing applications. It was measured by
the perception of students’ nervous or negative reaction toward using a cloud
technology. It was also measured by the belief about students’ fear that they may lose
information by hitting the wrong key, and the feeling that using cloud applications
such as Google Docs would be intimidating. Therefore, similar to the model of
predictors of perceived ease of use that was proposed by Venkatesh (2000), this
study assumed a negative influence of anxiety on the perceived ease of use of cloud
computing applications such that the presence of anxiety or horrible emotional
conditions among students will lead to developing unfavourable perception toward
the adoption and use of cloud applications. This is may be due to the lack of
computer skills, or preference for other conventional ways of learning, sharing, or
collaboration. However, the findings did not support the assumption of negative
influence of anxiety on perceived ease of use of cloud computing applications, hence
leading to the rejection of hypothesis (H16). This finding was consistent with focus
groups findings. This is perhaps because the students have prior experience with
computer and Internet as supported by the demographic profile of the respondents
that 84.2% and 80.9% of the respondents have good Internet proficiency and
computer knowledge respectively. This result was consistent with a study on cloud
computing adoption and usage in a community college (Behrend et al., 2011), which
was also supported in various studies (K. M. Fagih & Jaradat, 2015; Huang et al.,
2012). Conversely, the negative influenceof anxiety on perceived ease of use was
confirmed by TAM3 (Venkatesh & Bala, 2008) and other studies (C. Anderson et al.,
2008; S. J. Chang & Im, 2014; Gottschalk & Kirn, 2013; Jung et al., 2014; Macharia
& Nyakwende, 2010; Venkatesh, 2000). Therefore, the decision makers and cloud
applications providers should not be concerned about students” anxiety towards using
cloud applications when providing and implementing it because of its insignificant
effect.
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8.2.1.11 Playfulness (PLAY)

In the context of this study, playfulness can be referred to as the extent to which the
students perceive themselves as spontaneous, creative, and playful when using cloud
computing applications. This factor was measured by how the students characterized
themselves as spontaneous, creative, playful, and original when using cloud
applications such as Google Docs. As hypothesized in one of the models that formed
TAMS3 theory (Venkatesh, 2000), playfulness is theorized in this study to positively
affect perceived ease of use of cloud applications. The results of this study confirmed
the presence of intrinsic motivation of students to adopt cloud applications. Thus,
hypothesis H17 was accepted since a significant impact of playfulness on perceived
ease of use was found. This was in line with focus groups findings. This finding was
also supported in various studies (Agudo-Peregrina et al., 2014; Gottschalk & Kirn,
2013; Venkatesh, 2000; Venkatesh & Bala, 2008). This significant impact of
playfulness on perceived ease of use of cloud applications implies that the adoption
of cloud applications by students would be increased when they feel spontaneous and
playful while using cloud computing applications. Hence, decision makers in the
universities and cloud applications providers should focus on designing cloud

applications for students with playful attitude to adopt it easily.

8.2.1.12 Perceived Enjoyment (ENJ)

In this study, perceived enjoyment is regarded as the degree to which the university
students perceive that using cloud computing applications is an enjoyable task
unrelated to any performance consequences resulted from the use of such
applications. Perceived enjoyment was measured by the belief of students about how
using cloud applications such as Google Docs would be enjoyable and pleasant, and
the fun the students are expected to get when using these applications. This study
postulated that perceived enjoyment affects perceived ease of use positively, as
hypothesized in the model of determinants of perceived ease of use (Venkatesh,
2000), such that the students’ perception about ease of using cloud applications will
increase when they find that using cloud application is a pleasurable task itself. A
strong positive impact of perceived enjoyment on perceived ease of use was found in
this research, which supported hypothesis H18. This result was supported by the

focus groups findings and other empirical studies conducted in Saudi Arabia setting
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(Al-Gahtani, 2014), and other different settings (C. Anderson et al., 2008; S. J.
Chang & Im, 2014; Venkatesh, 2000). Therefore, providers of cloud computing
applications are recommended to present more enjoyable cloud computing
applications to increase its adoption by students through perceived ease of use, while
universities are recommended to encourage students to participate in designing
enjoyable learning activities and collaboration tasks to be carried out using cloud

applications.

8.2.2 Discussion Related to Research Question 2

This subsection discusses the result regarding to the additional construct in the

proposed model, which is trust. The question related to this construct is as follows:

RQ2: What is the influence of trust on the adoption of cloud computing applications
by Saudi Arabian university students?

The following subsection discusses the findings related to trust construct.

8.2.2.1 Trust (TR)

Trust was added to the model of this study to examine cloud computing applications
adoption by university students because there is uncertainty involved as a result of
lack of standards, regulations, and complexity of the technology (Gefen et al., 2003;
P. A. Pavlou, 2003; Quynh et al., 2014). Trust was measured by perception of
students about trustworthiness and ability of cloud applications providers such as
Google to protect the privacy of the students and keep its promises and
commitments; and how secure the cloud applications would be. This study assumed a
positive impact of trust on the intention of adoption of cloud computing applications
as hypothesized in previous studies (Carter & Weerakkody, 2008; Gefen et al., 2003;
P. A. Pavlou, 2003), and on perceived usefulness of cloud computing applications as
hypothesized by Gefen et al. (2003), Chircu, Davis, and Kauffman (2000), Alsajjan
and Dennis (2010), and Belanche, Casald, and Flavian (2012). A positive significant
impact of trust on perceived usefulness was found in this study that led to the
acceptance of the hypothesis (H5). The focus groups results confirmed this finding.

However, a non-significant relationship between trust and behavioural intention was

222



found, which led to the rejection of hypothesis (H4). The non-significant impact of
trust on behavioural intention perhaps may be as a result of the indirect effect of trust

on behavioural intention via perceived usefulness.

Although some research found a significant influence of trust on behavioural
intention (Carter & Weerakkody, 2008; Gefen et al., 2003; P. A. Pavlou, 2003), the
finding that trust had a non-significant effect on behavioural intention in this study
was consistent with finding from Zafiropoulos et al. (2012), while the finding related
to the significant effect of trust on perceived usefulness was in line with findings
from various studies (Belanche et al., 2012; Chircu et al., 2000; Gefen et al., 2003).
This implies that students are highly relating the adoption of cloud applications with
trust, such that if students trust such applications, their performance in learning
activities and collaborative tasks will be enhanced. Therefore, the cloud applications
providers are recommended to present more trustable and secure applications to
promote its adoption by university students. In addition, the cloud applications
providers and decision makers in universities should educate students on the possible
threats related to the security and privacy, and solutions should be provided in order
to increase students’ confidence in cloud computing applications and build trust with

students.

8.2.3 Discussion Related to Research Question 3

This subsection discusses the results related to the moderating constructs defined in
the extended TAM3 model, which are output quality and Internet experience. The

question related to the moderator constructs is as follows:

RQ3: What is the influence of the moderating factors (Internet experience and output

quality) on the hypothesized relationships in the proposed model?

The following subsections discuss the effect of the moderator constructs on the

hypothesized relationships in the proposed model.

8.2.3.1 Output Quality (OUT)

In this study, output quality is hypothesized to moderate the relationship between

perceived usefulness and job relevance, as proposed by Venkatesh and Bala (2008).
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This study found that, output quality did not moderate the relationship between job
relevance and perceived usefulness, thus the related hypothesis (H12) was rejected.
This implies that the effect of job relevance on perceived usefulness is not influenced
by the output quality of cloud computing applications. This finding was contrary to
the previous findings that found output quality as a factor that moderates job
relevance and perceived usefulness relationship (Al-Gahtani, 2014; Huang et al.,
2012; Venkatesh & Bala, 2008). The inability of output quality to positively
moderate the relationship between job relevance and perceived usefulness of cloud
computing applications implies that the providers of cloud applications should take
into consideration that not only a high quality output is required, but also the output
should be related and relevant to students’ learning and collaborative tasks and

activities.

8.2.3.2 Internet Experience (IE)

Internet experience in this study is viewed as the extent to which the students have
Internet experience to use cloud computing applications. It was measured by the
number of years the students spent using Internet. Although, TAM3 has included
experience as a moderator factor that moderates the specified relationships between
the hypothesized factors, it was changed to Internet experience in the proposed
model because cloud computing applications are Internet-based services. It was
expected that students with higher Internet experience are likely to be more skilful in
using such applications. As hypothesized in TAMS3, Internet experience was
theorized to moderate between perceived ease of use and perceived usefulness
relationship, between perceived ease of use and behavioural intention relationship,
between subjective norm and perceived usefulness relationship, between subjective
norm and behavioural intention relationship, between anxiety and perceived ease of
use relationship, between playfulness and perceived ease of use relationship, and
between perceived enjoyment and perceived ease of use relationship. This study
found that Internet experience did not have the moderating effect on the
hypothesized relationships in the proposed model. Therefore, the hypotheses (H19a,
H19b, H19c, H19d, H19e, H19f, and H19g) were all rejected. This is perhaps
because the Internet experience of the respondents was sufficient to use cloud

applications as supported by the demographic profile of the respondents that 84.2%
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of the respondents have good Internet experience. This insignificant moderating
effect contradicted with the original TAM3 assumption that experience affected the
hypothesized relationships in the model (Venkatesh & Bala, 2008). This result was
partially supported in various studies. For instance, an insignificant moderating effect
of experience on computer anxiety to perceived ease of use, computer playfulness to
perceived ease of use, as well as perceived ease of use to perceived usefulness
relationships were found in some studies such as K. M. Faqgih and Jaradat (2015);
Huang et al. (2012). In addition, a non-moderating effect of experience on computer
anxiety and perceived ease of use relationship, and computer playfulness and
perceived ease of use relationship were found by Al-Gahtani (2014). Therefore, the
decision makers in Saudi universities should not pay more attention on students’
Internet experience when implementing cloud applications, however they have to
provide the students with relevant training on how to use the cloud applications,

which in turn will increase its adoption.

8.2.4 Discussion Related to Research Question 4

This subsection discusses and presents a summary of the open-ended question
findings. The open-ended question asked the respondents to identify other factors
that were not considered in the proposed model which may affect the adoption of
cloud computing applications by university students in Saudi Arabia. The research
question related to open-ended question is presented as follows:

RQ4: What new factors that are not covered in the proposed research model can be

identified using open-ended questions?

The questionnaire respondents and focus groups participants mentioned important
concerns and barriers that impede the adoption of cloud applications by students in
Saudi universities, and also they provided suggestions to improve the adoption rate
of cloud applications by students as presented and explained in section 7.3. The
identified barriers and concerns will help the decision makers in Saudi Arabia
universities and cloud applications providers to focus on these highlighted issues that
influence the adoption and use of cloud computing application by students. It is
expected that when the decision makers in universities particularly in Saudi Arabia
and cloud applications providers tackled the barriers and concerns, the cloud
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applications would be implemented successfully in Saudi Arabian universities, and
adopted easily by students, which will lead to improvement in the rate of adoption of
cloud applications by students.In addition, it is expected that when the suggestions
are carefully followed by decision makers in Saudi Arabia universities and cloud
applications providers; the cloud computing applications and its adoption rate by

students would be improved.

8.3 Chapter Summary

This chapter discussed the findings of the study. The results of the hypotheses related
to the proposed model constructs were discussed. Findings related to the primary
TAMS3 constructs showed that perceived ease of use had a strongest positive impact
on perceived usefulness. Perceived usefulness and perceived ease of use both had a
strong impact on behavioural intention. The social influence factor subjective norm
had no significant influence on perceived usefulness and behavioural intention.
Image had no significant impact on perceived usefulness. Subjective norm had a
significant influence on image. Similarly, the influence of the three cognitive
instrumental processes (output quality, job relevance, and result demonstrability)
revealed that, only the path between job relevance and perceived usefulness was
found significant. Additionally, playfulness and perceptions of external control were
the only factors from the four anchors (self-efficacy, playfulness, anxiety, and
perceptions of external control) that had a significant effect on perceived ease of use.
Adjustment factor perceived enjoyment had a significant influence on perceived ease
of use. Trust was also found to have a significant effect on perceived usefulness but
not on behavioural intention. Finally, the moderating effect of two moderator factors
(output quality and Internet experience) were both found to have a non-significant
moderating effect on the hypothesized relationships in the extended TAM3 model.
Furthermore, the chapter discussed the results of open-ended question, which was
added in the questionnaire and focus groups. The respondents mentioned important
issues categorised as barriers and concerns that affect the successful implementation
and adoption of cloud computing applications, and also they mentioned suggestions
that should be considered to improve the cloud applications as well as its adoption
rate by the students.
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Chapter 9: Conclusion

9.1 Introduction

This chapter provides a summary of the study findings including both the
quantitative and qualitative findings. The chapter also discusses the theoretical and
methodological contributions. In addition, the chapter highlights the practical
implications of the study. Finally, the chapter presentsthe limitations of the study and

future research directions.

9.2 Overview of the Study

This research sought to investigate factors that influence cloud computing
applications adoption by Saudi university students in order to increase its adoption
rate. This will provide important implications and suggestions to decision makers in
Saudi universities and cloud applications providers so that students can easily adopt
and use cloud computing applications. One of the benefits of cloud computing
applications in education is to make teaching, learning and research easier. This
research was motivated by the fact that there was lack of studies that investigate
factors affecting the adoption of cloud computing applications by university students

in developing countries in general and Saudi Arabia in particular.

The study adopted TAM3 model as the theoretical framework, which was modified
to suit our research context. The research model was empirically validated and
qualitative data collected using focus groups were later used to validate the empirical
findings. Furthermore, an open-ended question was also used in the survey
questionnaire and focus groups in order to identify additional factors that may affect
the adoption process which were not considered in the research model. The summary
of the study findings is presented in the following section.

9.3 Summary of Study Findings

The proposed model in this study was assessed to find out the influence of the model

constructs on the adoption of cloud computing applications by Saudi Arabian
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university students. The empirical findings related to the main constructs of the TAM
model revealed that perceived ease of use had a positive significant influence on
perceived usefulness; and both perceived usefulness and perceived ease of use had a
positive direct significant effect on behavioural intention. These results supported the
findings from a study on e-Learning in Saudi Arabia (Al-Gahtani, 2014) and
previous studies by Venkatesh (2000), Venkatesh and Davis (2000), and Venkatesh
and Bala (2008). This is evidence of suitability of using TAM to study cloud
computing applications adoption that also supports the impact of perceived
usefulness and perceived ease of use in determining the behavioural intention of
Saudi university students on the adoption of cloud computing applications.
Consistent with TAM3 and focus groups results, perceived usefulness and perceived
ease of use were the main determinants of behavioural intention (Venkatesh & Bala,
2008). The finding implies that the adoption of cloud computing applications by
Saudi Arabian students will increase when they perceive that they require less effort
to use cloud applications and become proficient in using it; and cloud applications
will help them to increase their productivity and effectiveness related to learning and
other collaborative tasks. The behavioural intention in this study was the main
dependent construct that measures the intention of the students to adopt cloud
computing applications. Findings from the focus groups supported that behavioural
intention was significant in determining the adoption of the cloud applications, which
means that the students are willing to adopt the cloud computing applications once

implemented in their university.

Furthermore, the quantitative findings related to the two social influence factors
(subjective norm and image) found a direct positive influence of subjective norm on
image. This supported similar hypothesis in prior studies (Al-Gahtani, 2014; K. M.
Faqih & Jaradat, 2015). However, subjective norm had a non-significant influence on
perceived usefulness and behavioural intention. In addition, image had a non-
significant effect on perceived usefulness. Therefore, these results suggested that the
influence of other people such as peers and teachers in the social group of the
students only affect the formation of perception about enhancing the students’ status,
but has no role in the formation of the actual belief and behaviour about cloud
computing applications adoption. The non-significant effect of image on perceived
usefulness was supported by findings from the focus groups and findings from
previous studies (S. J. Chang & Im, 2014; Chismar & Wiley-Patton, 2003;
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Zafiropoulos et al., 2012). In addition, findings related to subjective norm was
supported by the focus groups findings as well as findings from previous studies (S.
J. Chang & Im, 2014; Chih-Yang et al., 2011; Chismar & Wiley-Patton, 2003;
Mathieson, 1991; Zafiropoulos et al., 2012).

Additionally, quantitative findings related to the three cognitive instrumental
processes (job relevance, result demonstrability, and output quality) show that only
job relevance had a strong positive influence on perceived usefulness, whereas
output quality and result demonstrability had a non-significant effect on perceived
usefulness. This means that in spite of the fact that the students perceive cloud
computing applications as relevant to their study and learning activities, they do not
believe that the results obtained are tangible, and the cloud applications such as
Google Docs can be used to perform learning and collaboration tasks effectively and
provide high quality and excellent output. The qualitative findings and previous
studies supported the empirical evidence of the influence of job relevance on
perceived usefulness (Agudo-Peregrina et al., 2014; Al-Gahtani, 2014; S. J. Chang &
Im, 2014; Chih-Yang et al., 2011; Huang et al., 2012; Macharia & Nyakwende,
2010; zafiropoulos et al., 2012); and the non-significant effect of output quality on
perceived usefulness (S. J. Chang & Im, 2014; Chismar & Wiley-Patton, 2002; Jung
et al., 2014; Venkatesh & Bala, 2008; Zafiropoulos et al., 2012), and result
demonstrability on perceived usefulness (Al-Gahtani, 2014; S. J. Chang & Im, 2014;
K. M. Fagih & Jaradat, 2015; Jung et al., 2014).

Moreover, all the four anchors proposed in TAM3 (self-efficacy, playfulness,
anxiety, and perceptions of external control) that are expected to predict perceived
ease of use were adopted in this research. The empirical findings revealed that
perceptions of external control and playfulness significantly predicted perceived ease
of use. This means that the availability of resources in the university such as Internet
and computer devices, and intrinsic motivation of the students such as they feel
playful and spontaneous when using cloud applications play important roles in the
formation of perception of perceived ease of using cloud applications (Venkatesh,
2000). The focus groups findings and findings from previous studies supported the
significant influence of playfulness on perceived ease of use (Agudo-Peregrina et al.,
2014; Gottschalk & Kirn, 2013; Venkatesh, 2000; Venkatesh & Bala, 2008), and

perceptions of external control on perceived ease of use (Agudo-Peregrina et al.,
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2014; Al-Gahtani, 2014; S. J. Chang & Im, 2014; K. M. Fagih & Jaradat, 2015; Jung
et al., 2014; Venkatesh, 2000; Venkatesh & Bala, 2008).

Also consistent with the focus groups and previous studies findings, the empirical
findings showed that self-efficacy had a non-significant effect on perceived ease of
use (Agudo-Peregrina et al., 2014; Jung et al., 2014), and also anxiety did not
influence perceived ease of use (Behrend et al., 2011; K. M. Fagih & Jaradat, 2015;
Huang et al., 2012). This means that the students are not confident of using cloud
computing applications without assistance from others, and the students do not have

any negative feelings toward using the cloud applications.

The only system characteristic factor related to adjustment that was adopted in this
study is perceived enjoyment. Perceived enjoyment had a strong positive effect on
perceived ease of use and this result was supported by Al-Gahtani (2014), and also
supported by the qualitative findings. This finding implies that the students’ belief
about the ease of using cloud applications will increase when the students perceived

that the applications are enjoyable.

Finally, trust which was the additional construct in the proposed model had a
significant influence on perceived usefulness, but a non-significant effect was found
on behavioural intention. This result was contrary to cloud computing applications
adoption study in Saudi Arabia in which trust had a significant influence on
behavioural intention and a non-significant influence on perceived usefulness
(Alotaibi, 2014). This is perhaps because the students consider trust as part of the
benefits expected from adopting cloud computing applications especially when used
for leaning and collaboration tasks. This finding was supported by the focus groups
results, since its effect on the adoption of cloud computing applications by students

was found to be significant.

Moreover, the empirical findings showed that effect of the two moderating factors
(output quality and Internet experience) were non-significant. The finding related to
moderator factor output quality was contrary to the previous findings that found
output quality moderates job relevance and perceived usefulness relationship (Al-
Gahtani, 2014; Huang et al., 2012; Venkatesh & Bala, 2008). This implies that
output quality will not influence the effect of job relevance on perceived usefulness.

Therefore, based on the significant influence of job relevance on perceived
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usefulness, it can be established that the students consider the cloud applications

relevant for learning and collaboration tasks regardless of the quality of its output.

Although various studies found that experience with a service or product moderated
relationships between beliefs and behavioural intention (Lin, 2013), our study found
that Internet experience had no moderating effect on the relationships between
subjective norm and behavioural intention, subjective norm and perceived
usefulness, anxiety and perceived ease of use, playfulness and perceived ease of use,
perceived enjoyment and perceived ease of use, perceived ease of use and perceived
usefulness, and perceived ease of use and behavioural intention. This was in
conformity with prior studies that found an insignificant moderating effect of
experience on computer playfulness and perceived ease of use relationship, computer
anxiety and perceived ease of use relationship, as well as perceived ease of use and
perceived usefulness relationship (K. M. Fagih & Jaradat, 2015; Huang et al., 2012).
The insignificant moderating effect of Internet experience found in this study implies
that the students have adequate Internet experience.

Furthermore, the open-ended question reported a number of important issues which
were grouped into barriers and concerns that influence the respondents’ intention to
adopt cloud computing applications; and also the respondents mentioned important
suggestions to increase the adoption rate of cloud applications by students and also to
improve cloud applications as discussed in section 7.3. Therefore, it is anticipated
that the adoption of cloud applications by students in Saudi Arabia universities
would increase when the barriers and concerns are addressed, and the suggestions are
carefully followed by decision makers in Saudi Arabia universities and cloud

applications providers.

9.4 Research Contributions

This research provides important contributions that help understand the factors that
affect the adoption of cloud computing applications by university students in Saudi
Arabia. This research extended Technology Acceptance Model 3 (TAM3) to gather
both quantitative and qualitative data for an in-depth understanding of the research
problem. The research contributions are divided into theoretical and methodological

contributions, which are explained in the following subsections.
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9.4.1 Theoretical Contributions

This study contributes by providing a theoretical understanding of the factors
affecting the adoption of cloud computing applications by university students in
Saudi Arabia. This is an important contribution to knowledge that will guide
researchers to understand the factors that affect the adoption of cloud applications by
university students in Saudi Arabia, since Saudi Arabia is considered as one of the
first Arab countries that show interest in cloud computing adoption (Alsanea &
Wainwright, 2014; Ministry of Communications and Information Technology, 2014).
This research is the first study that utilized TAM3 to examine and study factors that
influence students’ intention to adopt cloud computing applications in Saudi Arabian
higher education context. The first theoretical contribution is the development and
validation of the proposed TAM3 based model. The second theoretical contribution
is the integration of trust into modified TAM3 model and suggestion of the
relationship between trust and perceived usefulness, and another relationship
between trust and behavioural intention. This is based on the influence of trust on
technology acceptance and particularly cloud computing services (Zhou, Zhang, Xie,
Qian, & Zhou, 2010). The third theoretical contribution is the conceptualization of
experience moderator factor into Internet experience, and testing the moderating
effect of Internet experience on the specified relationships as proposed in TAM3.
This is important and relevant since cloud applications are Internet based
applications and the influence of Internet experience on the adoption of online
services has been established (Nysveen & Pedersen, 2004; Szymanski & Hise, 2000;
Varma Citrin et al., 2000). Finally, the development and validation of TAM3 based
Arabic instrument to collect data from Arabic speaking respondents is another

theoretical contribution.

9.4.2 Methodological Contributions

The methodological contributions of this research centre on the research method that
has been adopted in this study. As opposed to most studies in cloud computing
adoption context which commonly used the single method approach, this research
applied a mixed method approach that combined quantitative (questionnaire survey)
and qualitative (focus group and open-ended question) approaches. The main reason

for adopting mixed method approach in this research relates to the fact that studies
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that investigate the factors affecting cloud computing applications adoption by
university students in Saudi Arabia are lacking. Therefore, understanding the
important factors that affect adoption of cloud computing applications by university
students requires more effort. In this regard, quantitative research was conducted to
test the proposed model using a questionnaire survey. Moreover, qualitative research
was conducted to validate the findings from the quantitative phase and to identify
additional factors that were not covered in the proposed model using focus group and
open-ended question techniques respectively. Therefore, this study contributes by
bringing together both exploratory and empirical methods in Information Systems
research to combine the strengths and overcome the weaknesses of the single

method.

9.5 Practical Implications

This study has contributed to cloud computing applications adoption initiatives in
higher education institutions by identifying and examining the critical factors that
influence the students’ intention to adopt cloud computing applications in Saudi
Arabian universities using modified TAM3 model. The factors in the proposed
TAMBS3 based model were assessed using data collected by survey questionnaire, and
then the empirical findings were validated using data collected by conducting focus
groups. The findings of this study provided a comprehensive and deep understanding
of the factors that influence students’ intention to adopt cloud computing applications
in Saudi Arabia universities. Therefore, the results of this study will be used as a
guideline for the decision makers in academic institutions in general, and in Saudi
Arabia particularly to help ensure successful adoption of cloud applications among
students. The findings also will help cloud applications providers better comprehend
the factors that impact the intention of students to adopt cloud applications, and when
these factors are considered they can develop cloud computing applications that

would be effectively utilized by students.

In this study, the students were positively influenced mainly by their perception
about the potential benefits of cloud computing applications such as Google Docs
and its expected simplicity based on the significant influence of perceived usefulness

on the adoption of cloud computing applications. Therefore, cloud applications
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providers and the university management should emphasize on the issues that would
improve students’ performance academically using cloud computing applications. In
addition, based on the significant influence of job relevance on the adoption of cloud
computing applications, the university management should ensure that the students
realize the relevance of cloud computing applications to learning, research, and other
academic activities. Cloud applications providers should focus on features that make
cloud applications easy to use, and also various trust mechanisms should be
employed in order to enhance the students’ intention to adopt cloud computing
applications. This is based on the positive influence of perceived ease of use and trust
in the proposed model. Cloud applications need to be secured so that students can
safely collaborate, share their work and store it in the cloud. Similarly, the positive
influence of playfulness and perceived enjoyment in this study suggested that the
cloud applications should be developed such that the students will feel playful,
enjoyable and pleasurable when they use cloud applications. The significant
influence of subjective norm on image suggests that the universities should organize
specialized seminars and workshops to encourage the usage of cloud applications for
different learning activities and collaborative works in order to increase the status of
the students among their colleagues. Finally, the significant positive influence of
perceptions of external control in this study suggests that the university should
provide all the resources such as Internet, support, training courses, computer labs

and other infrastructures the students require to use cloud applications.

Furthermore, the findings from the open-ended question provided important barriers
and concerns that affect the adoption of cloud applications by students besides the
significant factors found in this study. Hence, the decision makers in Saudi Arabia
universities and cloud applications providers should focus on the barriers and
concerns in order to increase the adoption rate of cloud computing applications by

students.

9.6 Limitations and Future Research Directions

This study has some limitations like any other research. First, in this study Google
Docs was used as the instance of cloud computing applications. Therefore, the

outcome of the study may differ when cloud applications other than Google Docs are
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used. Hence, there is a need to examine the effect of the factors considered in this
study on other cloud computing applications in order to generalize the results to
cloud computing services. Similarly, more studies should be conducted to identify
and examine other factors that affect the adoption of cloud computing applications

by university students.

Second, during this study, the students used Google Docs in computer devices, since
cloud applications can be accessed using mobile devices. In the future there is a need
to examine the effect of mobile devices’ specific characteristics such as screen size

and mobile Internet speed on the adoption of cloud services.

Third, this research examined students’ beliefs and behaviours about adoption of
cloud computing applications by collecting data one time only (cross-sectionally)
due to the limited allocated time for the study, despite the fact that a longitudinal
design was used in the original TAMS3 study (Venkatesh & Bala, 2008). Therefore, in
the future there is a need to examine the behavioural intention and use at different
points in time (longitudinal) in order to have an in-depth understanding of the
phenomena and examine if there is any change in the behavioural intention or use by

university students regarding the adoption of cloud applications.

Fourth, the usage construct was not included in the proposed model since the
construct requires assessments of users’ beliefs and attitudes in different time period
and the empirical data in this study were collected cross-sectionally. Hence, studies
should be conducted to include usage construct in their research models, which

would increase the prediction capacity of the cloud applications adoption.

Fifth, the study was conducted in two universities in Saudi Arabia because it was
difficult to study the whole population of undergraduate students in Saudi
universities due to time and resources constraints. Therefore, in the future a more
studies should be conducted to cover Saudi universities in order to generalize the

findings.

Sixth, the focus groups were conducted only with male students from King
Abdulaziz University, which may not reflect the view of all male and female students
from Taibah University, and female students from King Abdulaziz University. The

selection of only male students from King Abdulaziz University as the focus groups
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participants was due to time, budget and culture constraints. Therefore, in the future
another focus groups should be conducted with female and male students from other

Saudi universities for more generalized findings.

Seventh, objective usability construct was omitted in the proposed TAM3 based
model even though it was part of the original TAM3. This is because objective
usability construct cannot be measured using the cloud application utilized in this
study since it requires a special research design to enable keystroke model to
measure the novice-to-expert ratio of effort in order to compute time taken to carry
out series of tasks with the cloud application. Hence, future research should add this

construct and examine its effect to add more value to the results.

Finally, cloud computing applications adoption by students in Saudi universities is
still at an early stage, and there is lack of studies conducted to identify the factors
affecting the adoption of cloud applications by students in Saudi universities. Hence,
in future research, interview and questionnaire survey should be conducted with
students from various Saudi universities in order to explore and examine new factors
that could influence the adoption of cloud computing applications; this may lead to
generalization of the findings or find out other factors that occur only in some
universities. In addition, the perception of teachers, decision makers in Saudi
universities, administrative, IT and other relevant personnel should be studied since
they are believed to play a significant role in the successful cloud computing
applications implementation and use. Another future research direction is to replicate
this study using the proposed TAM3 based model in other universities within Saudi
Arabia and other Arabian Gulf countries to assess the validity of the proposed
research model. Moreover, there is a need to investigate the rationale behind the
insignificant effects of the factors which are subjective norm, self-efficacy, image,
output quality, result demonstrability, and anxiety, as well as the moderator factors

(Internet experience and output quality) found in this study.

9.7 Chapter Summary

This chapter summarized the findings of this study and presented the contributions

categorized as theoretical and methodological contributions. The practical
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implications of the research were also presented. In addition, this chapter highlighted

the limitations of the study and future research directions.
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Appendix A: Questionnaire - English Version

Brief Introduction:

This study is a part of a project entitled “Factors influencing the adoption and usage of cloud
computing applications in Saudi universities”. This project will investigate the factors
influencing the adoption of cloud computing applications by university students in Saudi
Arabia. Cloud computing applications such as Google Documents (Google Docs) allow you
to create word documents, spreadsheets, and presentations in the cloud servers. They enable
students and academic staff to share documents and collaborate with each other, as they allow
anytime, anywhere access to the documents via the Internet. Microsoft and Google are among
the reputable cloud computing service providers. For the purpose of this study, Google Docs
will be used as an example of cloud applications.

Section (1): General Information

A. Please answer the following questions by ticking (\) the appropriate box:

1. Which university do you study at? [ _]King Abdulaziz University [ ] Taibah University
2. What is your academic major? [ JArt [ ] Science

3. What is your gender? [ ] Male [ ] Female

4. Which age group are you in?

<18 years | 18-22 years | 23-27years | 28-32years > 32 years

5. Please indicate your year of study:

Other

First year | Second year | Third year | Fourth year (please specify)

6. Do you have a computer? [ ]Yes [ ] No



7. Approximately, how many years have you been using the computer?

<1year 1-3 years 4-6 years 7-9 years > 9 years
8. How would you rate your computer knowledge?

Poor Fair Good Very good Excellent

9. Do you have high-speed Internet connection at home? [ ]Yes

10. Is the Internet available to you in your university? [ ]Yes

11. Are computer labs available to you in your school? [ ]Yes

12. Approximately, how long have you been using the Internet?

<1 year

1-3 years

4-6 years

7-9 years

> 9 years

13. On average, how long do you spend on the Internet daily?

<lhour 1-3 hours 4-6 hours 7-9 hours > 9 hours
14. How would you rate your proficiency with the Internet?
Poor Fair Good Very good Excellent
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[ ] No
[ ] No
[ ] No



Section (2): Questions Related to Cloud Computing Applications Adoption Based on
Modified TAM3 Model

Please select the most appropriate answer that indicate the level of your agreement or

disagreement with each statement (Please circle one option only as in the example below).

Example:
= Strongl Strongl
= rongly . rongly
3 ) D N | A
2 z lten Disagree isagree eutra gree Agree
I would find Google Docs useful in my
1 2 3 5
study @

Please select the most appropriate answer that indicate the level of your agreement or disagreement with
each statement (please circle one option only).

>

E= Strongly| .. Strongly

3

> g Items Disagree Disagree|Neutral|Agree Agree

1. |Using Google Docs in my study would enable me to 1 2 3 4 5
accomplish learning tasks more quickly.

2. |Using Google Docs would improve my performance in 1 2 3 4 5
my study.

3. |Using Google Docs in my study would increase my 1 2 3 4 5
productivity.

4. |Using Google Docs would enhance my effectiveness in 1 2 3 4 5
my study.

5. |Using Google Docs would make it easier to do my 1 2 3 4 5
learning tasks.

6. I would find Google Docs useful in my study. 1 2 3 4 5

7 Learning to use Google Docs would be easy for me. . 2 3 4 S

8. |l would find it easy to get Google Docs to do what | want 1 2 3 4 5
it to do.

9. |My interaction with Google Docs would be clear and 1 2 3 4 5
understandable.

10. I would find Google Docs to be flexible to interact with. 1 2 3 4 S
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>

S = Strongly| . Strongly

3

g g Items Disagree Disagree|Neutral|Agree Agree

11. |It would be easy for me to become skillful at using 1 2 3 4 5
Google Docs.

12. I would find Google Docs easy to use. 1 2 3 4 S

13. Assuming | had access to Google Docs, | intend to use it. 1 2 3 4 5

14. |Given that | had access to Google Docs, | predict that | 1 2 3 4 5
would use it.

15. I plan to use Google Docs in the future. . 2 3 4 5

S Items

5 =

(1°]
& 3 Strongly| . Strongly
@ Disagree Disagree|Neutral|Agree Agree
o | could complete the task using Google Daocs...

16. ....If there was no one around to tell me what to do. . 2 3 4 S

17. ....If I had a lot of time to complete the task. 1 2 3 4 S

18. ....IT I had just the built-in help facility for assistance. 1 2 3 4 5

19. ....ITf someone showed me how to do it first. . 2 3 4 5

20. |....If I had used similar systems before this one to do the 1 2 3 4 5
same task.

S Items

C -

25

< gt.;gggz Disagree|Neutral|/Agree Sgglrjgy

e The following questions ask you how you would
characterize yourself when you use Google Docs:

21. 1 2 3 4 5
...Spontaneous

22. . 1 2 3 4 5
...creative

23. 1 2 3 4 5
...playful

24. . 1 2 3 4 5
...original
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>

E= Strongly| .. Strongly

3

> g Items Disagree Disagree|Neutral|Agree Agree

25. |1 would have control over using Google Docs (e.g., 1 2 3 4 5
editing, sharing documents with others, etc.)

26. |l would have the resources necessary (e.g., computer, 1 2 3 4 5
Internet, etc.) to use Google Docs.

27. |l would have the knowledge necessary to use Google 1 2 3 4 5
Docs.
Given the resources, opportunities and knowledge it takes

28. . 1 2 3 4 5
to use Google Docs, it would be easy for me to use
Google Docs.

29. |Google Docs would be compatible with other software 1 2 3 4 5
that | use (e.g., Microsoft office).

30. I would feel apprehensive about using Google Docs. . 2 3 4 S

31. |It would scare me to think that I could lose a lot of 1 2 3 4 5
information using Google Docs by hitting the wrong key.

32. [l would hesitate to use Google Docs for fear of making 1 2 3 4 5
mistakes that | cannot correct.

33 Google Docs would be somewhat intimidating to me. 1 2 3 4 S

34. I would find using Google Docs to be enjoyable. 1 2 3 4 5

35. [The actual process of using Google Docs would be 1 2 3 4 5
pleasant.

36. I would have fun using Google Docs. . 2 3 4 5

37. |People (teachers/ friends) who influence my behaviour 1 2 3 4 5
would think that | should use Google Docs.

38. [People who are important to me would think that I should 1 2 3 4 5
use Google Docs.

39. |People whose opinions | value would prefer me to use 1 2 3 4 5
Google Docs.

40 People (teachers/ friends) in my university who use 1 2 3 4 5

" |Google Docs would have more prestige than those who

do not.

41. |People in my university who use Google Docs would 1 2 3 4 5
have a high profile.

4 Having Google Docs would be a status symbol in my 1 5 3 4 5

university.
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>

S = Strongly| . Strongly

3

) g Items Disagree Disagree|Neutral|Agree Agree

@

43 In my study, usage of Google Docs would be important. 1 2 3 4 S

44. In my study, usage of Google Docs would be relevant. . 2 3 4 5

45. |The use of Google Docs would be pertinent to my various 1 2 3 4 5
study-related tasks.

46. |The quality of the output (e.g., the created documents) 1 2 3 4 5
that | would get from using Google Docs would be high.

47. (I would have no problem with the quality of Google 1 2 3 4 5
Docs’ output.

48. I would rate the results from Google Docs as excellent. . 2 3 4 5

49. |1 would have no difficulty telling others about the results 1 2 3 4 5
of using Google Docs.

50. |l believe I could communicate to others the consequences 1 2 3 4 5
of using Google Docs.

51. |The results of using Google Docs would be apparent to 1 2 3 4 5
me.

52. |l would have no difficulty explaining why using Google 1 2 3 4 5
Docs may or may not be beneficial.

53. Using Google Docs would be secure. 1 2 3 4 5

54. |l trust the ability of Google (the provider of cloud 1 2 3 4 5
applications) that would protect my privacy.

55. |Google (the provider of cloud applications) would be 1 2 3 4 5
trustworthy.
Google (the provider of cloud applications) would keep

56. |. \ . : 1 2 3 4 5
its promises and commitments (e.g., cloud services
availability).

57. |l trust that Google (the provider of cloud applications) 1 2 3 4 5

would keep my best interests in mind.
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Section (3): General Question

In your opinion, are there any other factors or barriers that affect the adoption of cloud
computing applications in your university which are not covered in this study, or any additional
information which you think would be useful to this study?

As part of my study, | will conduct focus groups with students if you are interested to volunteer

to participate please contact me on +966 555069896 or by email (alma0138@flinders.edu.au), or
provide us with your mobile number.

Thank you very much for your participation.
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Appendix B: Questionnaire - Arabic Version
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Appendix C: Practical Session Tasks Guide - English Version

Section |I: Brief Introduction

Google Docs is a free cloud based application that allows users to create and edit documents,
sheets, and slides online. It also enables multiple users to share and work on the same document.
The application includes word, spreadsheet, and presentation editors. The documents stored in
Google Docs can be accessed and edited from anywhere at any time using a web browser. This
enables team members to collaborate and work on one document at the same time from
anywhere. Google Docs is a simple to use application that requires the user to only have Gmail

account to get started.

This practical session is designed to allow you to use cloud application (Google Docs) since you
may not have prior experience with this cloud application. This will also enable you to answer
the questionnaire more effectively. The practical session including the introduction and live
demonstration on how to access and use Google Docs and completing the questionnaire will take
not more than 2 hours of your time. Specifically, the introduction and live demonstration will
take about 50 minutes, performing the giving tasks will take approximately 40 minutes, and

completing the questionnaire after performing the designed tasks will take about 30 minutes.

Section I1: Practical Session Tasks List

Please perform the following tasks in the given order.

Task Task description Time to
Task
No. complete
the task
1 Open a new browser window, type the | To visit Google Docs web page 6-8
following address, and press ENTER: | to get additional information | minutes
https://www.google.com/intl/ar/docs/a | related to its advantages, features,
bout/#start and how you can start using it.
Also, to know how it is useful in
collaboration and sharing of files.
2 Click on “Go to Google Docs” at the | To experiment, access and use | 1 minute
top right hand side of the window. Google Docs.
3 Sign in using your Gmail account and | To experiment, access and use 6-8
password to use Google Docs, or go to | Google Docs. minutes
“Create account” if you don’t have
Gmail account.
4 Create new document by clicking on | To create new cloud based | 1 minute
“+” at the bottom left hand side of the | document.
window.
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Name the  document  “Cloud
Computing” in the rename box at the
top right hand side of the window by
replacing the text “Untitled document”
with “Cloud Computing”.

To familiarize you with cloud
based documents, and to discover
how to rename and use the
documents.

1 minute

In the created document please type
the following text:

- Introduction to Cloud Computing

- Google Docs is a free cloud based
application that allows user to create
and edit documents, sheets, and slides
online.

To write on cloud based
document.

4-6
minutes

e Make “Introduction to Cloud
Computing” the title in the
document.

e Make the title blue and at the
center.

To use the settings and menu bar
in the document, and to enable
you format the document.

3 minutes

Share your file with your friend. Press
on “Share” button at the top left hand
side of the window and then add your
friend’s email in the new small
window and click on “Send”.

To show you how to share
documents with others.

3 minutes

Go to main menu by clicking on
“Docs home” the first button at the
top right hand side of the window.

To show you how to move from
one page to another in Google
Docs.

2 minutes

10

Open the shared document sent
from vyour friend. Type under the

previous text:

Google Docs enables multiple users to
share and work on the same document.

To show you how to access and
open shared document, and also
how you can write and add text in
the same shared document.

4-6
minutes

11

Click on your email address at the top
left hand side of the window, and then
click on “Sign out”.

To show you how to exit from
Google Docs.

2 minutes

Thank you for your time and participation
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Appendix D: Practical Session Tasks Guide - Arabic Version
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Dr Haifeng Shen

Senior Lecturer

School of Computer Science,
Engineering and Mathematics
Flinders University

GPO Box 2100

Adelaide SA 5001

Tel: +61 8 82013969

Fax: +61 8 8201 2904

Email:
haifeng.shen@flinders.edu.au
http://www.flinders.edu.au/peopl
e/haifeng.shen

CRICOS Provider No. 00114A

Appendix E: Letter of Introduction - English Version

Dear Participant,

This letter is to introduce Mr. Abdulwahab Almazroi who is a doctorate student in the School of
Computer Science, Engineering and Mathematics at Flinders University in Australia. He will

produce his student card, which carries a photograph, as proof of identity.

Abdulwahab is undertaking research leading to the production of a thesis entitled “Factors

influencing the adoption and usage of cloud computing applications in Saudi universities”.

He would be most grateful if you would volunteer to assist in this project by participating in a
practical session and then completing a questionnaire, and also later participate in focus group
which covers certain aspects of this topic. The aims of the practical session, questionnaire, and
focus group are presented as follows:

e The practical session is designed to allow you to use cloud application (Google Docs)
since you may not have prior experience with this cloud application. This will also enable
you to answer the questionnaire more effectively.

e The questionnaire aims to investigate the factors influencing the adoption of cloud
computing applications by university students in Saudi Arabia. The factors may represent
issues that need to be considered in order to improve adoption of cloud applications by
university students.

e The focus group aims to investigate the factors that influence the adoption of cloud
applications by university students in Saudi Arabia. This involves examining your
perceptions and opinions regarding the factors in order to have successful adoption of

cloud applications by university students.
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No more than 2 hours of your time would be required for participation in the practical session as
well as answering the questionnaire out of which90 minutes are reserved for the introduction and
conducting the practical session, and 30 minutes for answering the questionnaire. You may also
be asked to participate in the focus group which will also take about 2 hours. If you agree to
participate in the practical session and focus group, please sign the consent form provided as an

indication of your agreement.

Be assured that any provided information will be treated in the strictest confidence and none of
the participants will be individually identifiable in the resulting thesis, report or other
publications. To guarantee participants anonymity in the focus group, the researcher will provide
assurance to participants that he will respect confidentiality and anonymity, and because he will
have no control over other participants in the group he will remind group members of this
limitation and gain verbal agreement between all participants that they will maintain anonymity
of other members and the confidentiality of the discussion. You are, of course, entirely free to

discontinue your participation at any time or to decline to answer particular questions.

Since Abdulwahab intends to make an audio recording for the focus group, he will seek your
consent, on the attached form, to use the information from focus group recording (transcript) in
preparing the thesis, report or other publications, on condition that your name or identity will not
be revealed. The summary of the focus group will be given for confirmation about the accuracy

of the information provided during the focus group.

Any enquiries you may have concerning this project should be directed to me at the address
given above or by telephone on (+61 8 82013969) or by e-mail (haifeng.shen@flinders.edu.au).
Abdulwahab can be contacted on (+61 8 82013969) or by email (alma0138@flinders.edu.au).

Thank you for your attention and assistance.

Yours sincerely

Dr. Haifeng Shen
Senior Lecturer
School of Computer Science, Engineering and Mathematics

Flinders University
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This research project has been approved by the Flinders University Social and
Behavioural Research Ethics Committee (Project number 6379). For more information
regarding ethical approval of the project the Executive Officer of the Committee can be
contacted by telephone on 8201 3116, by fax on 8201 2035 or by email

human.researchethics@flinders.edu.au
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Abdulwahab Almazroi

PhD student

School of Computer Science,
Engineering and Mathematics
Flinders University

GPO Box 2100 Adelaide SA
5001

Tel: +61 8 82013969

Email:
alma0138@flinders.edu.au
CRICOS Provider No. 00114A

Appendix G: Information Sheet for Participation in Practical Session -

English Version

Title: “Factors influencing the adoption and usage of cloud computing applications in

Saudi universities”

Investigators:

Mr Abdulwahab Almazroi

School of Computer Science, Engineering and Mathematics
Flinders University

Ph: +61 8 82013969

Supervisor (Principal Supervisor):

Dr Haifeng Shen

School of Computer Science, Engineering and Mathematics
Flinders University

Ph: +61 8 82013969

Description of the study:

This study is a part of a project entitled “Factors influencing the adoption and usage of cloud
computing applications in Saudi universities”. This project will investigate thefactors influencing
the adoption of cloud computing applications by university students in Saudi Arabia. This
project is supported by Flinders University, School of Computer Science, Engineering and

Mathematics.
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Purpose of the study:
This project aims to:

e identify the factors that influence university students’ adoption of could computing
applications in Saudi Arabia,

e develop and examine an adoption model of cloud computing applications by university
students in Saudi Arabia,

e expose barriers that hinder the adoption of cloud computing applications by university
students, and

e assist the Saudi universities and cloud application providers to overcome the barriers that
hinder the students’ adoption of cloud computing applications in order to effectively

implement and use these applications in Saudi universities.

What will | be asked to do?
¢ Participation in the Practical Session

You will be asked to voluntarily participate in the practical session and complete a questionnaire
at the end of the session. In the practical session you will be given an introduction and live
demonstration on how to access and use Google Docs which will take around 40-50 mins. You
will then be asked to use Google Docs to perform certain tasks in cloud based word document
designed by the researcher to familiarise and enable you have an experience with the cloud
application that will be used in this study. This will also enable you to answer the questions in
the questionnaire more effectively. It will take around 30-40 mins to perform the tasks, and 20-
30 mins to complete the questionnaire.

e Participation in the Focus Group

You will be invited to voluntarily participate in focus group with the researcher who will ask a
set of questions about the factors that affect the adoption and use of cloud computing
applications in Saudi universities. The focus group will take between 1.5- 2 hours. The focus
group will be recorded using a digital voice recorder to help the researcher listen to the focus
group conversations. Once recorded, the focus group will be transcribed (typed-up) and stored on
a password protected computer. The audio files will then be destroyed once the analysis of the

results is done.
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What benefit will I gain from being involved in this study?

Sharing your experiences will help in overcoming the barriers and factors that affect the adoption
of cloud computing applications by students in Saudi universities. We are very keen to identify
the barriers and factors so that we can suggest solutions for overcoming the barriers. The results
of the study will highly help Saudi universities and cloud applications providers to overcome the

barriers so that the students will successfully adopt the cloud applications in the future.

Will I be identifiable by being involved in this study?

We do not need your name or any other personal information; thus, you will be anonymous. Any
identifying information will be removed and the typed-up file will be stored on a password
protected computer that only the researcher will have access to. Your comments will not be

linked directly to you.

Are there any risks or discomforts if I am involved?

Other group members may be able to know your contributions in the focus group so group
members should be aware of this limitation and | will gain verbal agreement between all
participants that they will maintain anonymity of other members and the confidentiality of the
discussion. The researcher anticipates few risks from your involvement in this study. If you have
any concerns regarding anticipation or actual risks or discomforts, please raise them and inform
the researcher. Participants can withdraw their information by contacting the researcher within
two weeks after the data has been collected. The researcher can be contacted by phone or by

email.

How do I agree to participate?

Participation is voluntary. You may answer ‘no comment’ or refuse to answer any questions and
you are free to withdraw from the practical session and focus group at any time without effect or
consequences. Consent forms for the participation in the practical session and focus group are

provided. If you agree to participate please read and sign the consent forms.

How will | receive feedback?

Outcomes of the project will be summarised and given to you by the researcher if you would like
to see them. If you have any concerns or questions regarding this research, please feel free to
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contact the researcher Mr. Abdulwahab by phone on +61 8 82013969 or by email
(alma0138@flinders.edu.au) or the supervisor Dr. Haifeng Shen on +61 8 82013969 or by email

(haifeng.shen@flinders.edu.au).

Thank you for taking the time to read this information sheet and we hope that you will

accept our invitation to be involved.

This research project has been approved by the Flinders University Social and Behavioural
Research Ethics Committee (Project number 6379). For more information regarding ethical
approval of the project the Executive Officer of the Committee can be contacted by telephone on
8201 3116, by fax on 8201 2035 or by email human.researchethics@flinders.edu.au
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Appendix I: Consent Form for Participation in Research (by Practical

Session) - English Version

Research Title: “Factors influencing the adoption and usage of cloud computing
applications in Saudi universities”

being over the age of 18 years hereby consent to participate as requested in the Letter of
Introduction for the research project on Factors Influencing the Adoption and Usage of Cloud

Computing Applications in Saudi Universities.

1. I have read the information provided.
2. Details of procedures and any risks have been explained to my satisfaction.

3. | am aware that I should retain a copy of the Information Sheet and Consent Form for future
reference.
4. 1 understand that:
o I may not directly benefit from taking part in this research.

o I am free to withdraw from the project at any time and am free to decline to

answer particular questions.

o While the information gained in this study will be published as explained, I will

not be identified, and individual information will remain confidential.

o Whether | participate or not, or withdraw after participating, will have no effect

on my progress in my course of study, or results gained.

Participant’s signature............ccovvvieiiiiicie e e e Date.........covvvvnvnnnn.
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| certify that | have explained the study to the volunteer and consider that she/he understands

what is involved and freely consents to participation.

Researcher’s name:

Researcher’s signature...........o.cooveeieiii e e, Date.........oooveeiennn,
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Appendix J: Consent Form for Participation in Research (by Practical

-

Flinders

UNIVERSITY

Session) - Arabic Version
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Appendix K: Focus Group Schedule - English Version

Section (1): Participants Demographics

Please answer the following questions:

1. Participant’s Name:

2. What is your academic major? [ | Art [ ] Science
3. What is your age?
4. Please indicate your year of study:
First year | Second year | Third year | Fourth year (pleagetzgt;ci fy)
5. How would you rate your computer knowledge?
Poor Fair Good Very good Excellent

6. How would you rate your proficiency with the Internet?

Poor

Fair

Good

Very good

Excellent

306




Section (2): Proposed Model Questions:

ltem
NO.

Statements

Perceived Usefulness (PU)

Response and Comments

PU1 Using Google Docs in my study would enable
me to accomplish learning tasks more quickly.

PU2 Using Google Docs would improve my
performance in my study.

PU3 Using Google Docs in my study would increase
my productivity.

PU4 Using Google Docs would enhance my
effectiveness in my study.

PU5 Using Google Docs would make it easier to do
my learning tasks.

PU6

I would find Google Docs useful in my study.

Perceived Ease of Use (PEOU)

Response and Comments

PEOU1 | Learning to use Google Docs would be easy for
me.

PEOU? | | would find it easy to get Google Docs to do
what | want it to do.

PEOU3 | My interaction with Google Docs would be clear
and understandable.

PEOU4 | | would find Google Docs to be flexible to
interact with.

PEOUS | It would be easy for me to become skillful at
using Google Docs.

PEOUG

I would find Google Docs easy to use.
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Self-Efficacy (SE)

Response and Comments

I could complete the task using Google Docs...

....If there was no one around to tell me what to

SE1
do.
SE2 ....If I had a lot of time to complete the task.
SE3 ....IT I had just the built-in help facility for
assistance.
SE4 ....If someone showed me how to do it first.
SE5 ....IT I had used similar systems before this one

to do the same task.

Perceptions of External Control (PEC)

Response and Comments

I would have control over using Google Docs

PEC1 (e.g., editing, sharing documents with others,
etc.)

PEC2 | I would have the resources necessary (e.g.,
computer, Internet, etc.) to use Google Docs.

PEC3 | I would have the knowledge necessary to use
Google Docs.

PEC4 Given the resources, opportunities and
knowledge it takes to use Google Docs, it would
be easy for me to use Google Docs.

PEC5 | Google Docs would be compatible with other

software that | use (e.g., Microsoft office).

Playfulness (PLAY)

Response and Comments

The following questions ask you how you would
characterize yourself when you use Google Docs:

PLAY1| . spontaneous
PLAY2|  creative
PLAY3| . playful
PLAY4 |  original
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Anxiety (ANX)

Response and Comments

ANX1 | I would feel apprehensive about using Google
Docs.

ANX2 It would scare me to think that | could lose a lot
of information using Google Docs by hitting the
wrong key.

ANX3 | I would hesitate to use Google Docs for fear of
making mistakes that | cannot correct.

ANX4 | Google Docs would be somewhat intimidating to

me.

Perceived Enjoyment (ENJ)

Response and Comments

ENJ1 I would find using Google Docs to be enjoyable.

ENJ2 | The actual process of using Google Docs would
be pleasant.

ENJ3

| would have fun using Google Docs.

Subjective Norm (SN)

Response and Comments

SN1 People (teachers/ friends) who influence my
behaviour would think that I should use Google
Docs.

SN2 People who are important to me would think that
I should use Google Docs.

SN3 People whose opinions | value would prefer me
to use Google Docs.

Image (IMG)

Response and Comments

IMG1 People (teachers/ friends) in my university who
use Google Docs would have more prestige than
those who do not.

IMG2 | People in my university who use Google Docs
would have a high profile.

IMG3 | Having Google Docs would be a status symbol
in my university.
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Job Relevance (REL)

Response and Comments

REL1 | In my study, usage of Google Docs would be
important.

REL2 | In my study, usage of Google Docs would be
relevant.

REL3 | The use of Google Docs would be pertinent to

my various study-related tasks.

Output Quality (OUT)

Response and Comments

The quality of the output (e.g., the created

ouTl documents) that | would get from using Google
Docs would be high.

OuUT2 | I would have no problem with the quality of
Google Docs’ output.

OUT3 | I would rate the results from Google Docs as

excellent.

Result Demonstrability (RES)

Response and Comments

RES1 | I would have no difficulty telling others about
the results of using Google Docs.

RES2 | I believe | could communicate to others the
consequences of using Google Docs.

RES3 | The results of using Google Docs would be
apparent to me.

RES4 | I would have no difficulty explaining why using
Google Docs may or may not be beneficial.

Trust (TR) Response and Comments

TR1 Using Google Docs would be secure.
| trust the ability of Google (the provider of

TR2 | cloud applications) that would protect my
privacy.

TR3 Google (the provider of cloud
applications)would be trustworthy.
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TR4 Google (the provider of cloud
applications)would keep its promises and
commitments(e.g., cloud services availability).

TRS | trust that Google (the provider of cloud
applications)would keep my best interests in
mind.

Behavioural Intention (BI) Response and Comments

BI1 Assuming | had access to Google Docs, | intend
to use it.

BI2 Given that I had access to Google Docs, | predict
that 1 would use it.

BI3 | plan to use Google Docs in the future.

Section (3): General Question

In your opinion, are there any other factors or barriers that affect the adoption of cloud
computing applications in your university which are not covered in this study, or any additional

information which you think would be useful to this study?

Thank you for your time and participation.
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Appendix L: Focus Group Schedule - Arabic Version
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Appendix M: Information Sheet for Participation in Focus Group- English

Version

Title: “Factors influencing the adoption and usage of cloud computing applications in

Saudi universities”

Investigators:

Mr Abdulwahab Almazroi

School of Computer Science, Engineering and Mathematics
Flinders University

Ph: +61 8 82013969

Supervisor (Principal Supervisor):

Dr Haifeng Shen

School of Computer Science, Engineering and Mathematics
Flinders University

Ph: +61 8 82013969

Description of the study:

This study is a part of a project entitled “Factors influencing the adoption and usage of cloud

computing applications in Saudi universities”. This project will investigate thefactors

influencing the adoption of cloud computing applications by university students in Saudi

Arabia. This project is supported by Flinders University, School of Computer Science,

Engineering and Mathematics.
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Purpose of the study:

This project aims to:

e identify the factors that influence university students’ adoption of could computing
applications in Saudi Arabia,

e develop and examine an adoption model of cloud computing applications by
university students in Saudi Arabia,

e expose barriers that hinder the adoption of cloud computing applications by university
students, and

e assist the Saudi universities and cloud application providers to overcome the barriers
that hinder the students’ adoption of cloud computing applications in order to

effectively implement and use these applications in Saudi universities.

What will | be asked to do?
e Participation in the Focus Group

You will be invited to voluntarily participate in focus group with the researcher who will ask
a set of questions about the factors that affect the adoption and use of cloud computing
applications in Saudi universities. The focus group will take between 1.5—- 2 hours. The focus
group will be recorded using a digital voice recorder to help the researcher listen to the focus
group conversations. Once recorded, the focus group will be transcribed (typed-up) and stored
on a password protected computer. The audio files will then be destroyed once the analysis of

the results is done.

What benefit will I gain from being involved in this study?

Sharing your experiences will help in overcoming the barriers and factors that affect the
adoption of cloud computing applications by students in Saudi universities. We are very keen
to identify the barriers and factors so that we can suggest solutions for overcoming the
barriers. The results of the study will highly help Saudi universities and cloud applications
providers to overcome the barriers so that the students will successfully adopt the cloud

applications in the future.
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Will I be identifiable by being involved in this study?

We do not need your name or any other personal information; thus, you will be anonymous.
Any identifying information will be removed and the typed-up file will be stored on a
password protected computer that only the researcher will have access to. Your comments

will not be linked directly to you.

Are there any risks or discomforts if I am involved?

Other group members may be able to know your contributions in the focus group so group
members should be aware of this limitation and | will gain verbal agreement between all
participants that they will maintain anonymity of other members and the confidentiality of the
discussion. The researcher anticipates few risks from your involvement in this study. If you
have any concerns regarding anticipation or actual risks or discomforts, please raise them and
inform the researcher. Participants can withdraw their information by contacting the
researcher within two weeks after the data has been collected. The researcher can be contacted

by phone or by email.

How do I agree to participate?

Participation is voluntary. You may answer ‘no comment’ or refuse to answer any questions
and you are free to withdraw from the focus group at any time without effect or consequences.
A consent form for the participation in the focus group is provided. If you agree to participate

please read and sign the consent form.

How will | receive feedback?

Outcomes of the project will be summarised and given to you by the researcher if you would
like to see them. If you have any concerns or questions regarding this research, please feel
free to contact the researcher Mr. Abdulwahab by phone on +61 8 82013969 or by email
(alma0138@flinders.edu.au) or the supervisor Dr. Haifeng Shen on +61 8 82013969 or by

email (haifeng.shen@flinders.edu.au).

Thank you for taking the time to read this information sheet and we hope that you will

accept our invitation to be involved.
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This research project has been approved by the Flinders University Social and Behavioural
Research Ethics Committee (Project number 6379). For more information regarding ethical
approval of the project the Executive Officer of the Committee can be contacted by telephone
on 8201 3116, by fax on 8201 2035 or by email human.researchethics@flinders.edu.au
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Appendix O: Consent Form for Participation in Research (by Focus Group) -

English Version

Research Title: “Factors influencing the adoption and usage of cloud computing
applications in Saudi universities”

being over the age of 18 years hereby consent to participate as requested in the Letter of
Introduction for the research project on Factors Influencing the Adoption and Usage of Cloud

Computing Applications in Saudi Universities.

1. I have read the information provided.
2. Details of procedures and any risks have been explained to my satisfaction.
3. lagree to audio recording of my information and participation.
4. 1 am aware that I should retain a copy of the Information Sheet and Consent Form for future
reference.
5. I understand that:
o I may not directly benefit from taking part in this research.
o I am free to withdraw from the project at any time and am free to decline to
answer particular questions.
o I will provide the researcher with the verbal agreement to maintain the anonymity
of other members and the confidentiality of the discussion.
o Whether | participate or not, or withdraw after participating, will have no effect
on my progress in my course of study, or results gained.
o I may ask that the recording be stopped at any time, and that I may withdraw at

any time from the session or the research without disadvantage.
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Participant’s signature.............ooovoieiin i e, Date........coovvvvneennnn.

I certify that | have explained the study to the volunteer and consider that he understands what is
involved and freely consents to participation.

Researcher’s name: Abdulwahab Almazroi

Researcher’s signature............ccocvvieiieiiecin e, Date.........covvvvnvennnn.
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Appendix P: Consent Form for Participation in Research (by Focus Group) -

Arabic Version

Gl 3 AS Liial) o A8 gal) 5 jlaiaad

(B & pana G2 )

33 graal) Claalall 8 Lealatiind 5 Aol Tows sall il slaie) e 5 i gal) Jal sall” :indl ) gic

£ 5 il oy paill ilaal) 8 Cosllan sa LS AS LA e 5 laiud) o3 congar (381505 A 18 aSTjanll e gl
A gl ilaalal 3 Lgalaiind 5 dplall da sal) ks slaiel e 5 i3all Jal gall o) ging g3 aal)

i) il sladll 3oy cuad a8 ]

A ya b g AS L) e A e 05S5 8 i 4l 5 Slel ja Y Jpalili 7 il i 52
(S iy e staal (3 seall Janaill e (38151,3

Siisal) (8w 5aS 4881 gall 5 jlaiasl 5 il sheall 48 5 (g iy Basind o e gy aily &0 4

1 ob agdl 5

Candl 138 8 AS Ll (e s il il Y e

Apne Al i DY) (b Ay iy (4l B 5 phall o o) A4 all Glhe e

G Ay e Jaliall g cpd s pma e (n AY) ebime Y1 ol o digdl 480 pa Cialil by S o bl Cigie

Al i) f ¢ il o il e 8l ol GUAT () o (18 AS liiall aey Camasil i o HLaT A o S LT 2 ) s
a0 g sl (A ) o AL (e eV Sy WS (5 ol A Jamll Galay) 2y of callal ) iiSase

Canll S Hlaal e A e (58 55 AS i) dpala agdy by e 5 g shaiall Aul jall s2a s i 38 il g

325



326

=504 Gl e - dald) aud



Appendix Q: Univariate Outliers Test Results

Zscore ltem Minimum Maximum
Zscore (PU1) -3.56601- 1.11260
Zscore (PU2) -3.75933- 1.36677
Zscore (PU3) -3.70288- 1.39635
Zscore (PU4) -3.67959- 1.37985
Zscore (PU5) -3.80839- 1.02307
Zscore (PU6) -3.69437- 1.15617
Zscore (PEOU1) -3.78561- 1.17390
Zscore (PEOU2) -3.70597- 1.20267
Zscore (PEOUQJ) -3.98852- 1.40930
Zscore (PEOU4) -3.90543- 1.31725
Zscore (PEOUS) -3.59272- 1.12779
Zscore (PEOUG) -3.90766- 1.21174
Zscore (BI1) -3.94366- 1.09127
Zscore (BI12) -3.92396- 1.11794
Zscore (BI3) -3.74259- .99208
Zscore (SE1) -2.15531- 1.36978
Zscore (SE2) -3.74404- 1.31532
Zscore (SE3) -3.32448- 1.40158
Zscore (SE4) -3.16439- 1.10848
Zscore (SE5) -3.22778- 1.18687
Zscore (PLAY1) -3.06678- 1.31711
Zscore (PLAY?2) -2.76685- 1.30776
Zscore (PLAY3) -2.95181- 1.25108
Zscore (PLAY4) -3.62976- 1.33091
Zscore (PEC1) -3.78731- 1.62227
Zscore (PEC2) -3.82820- 1.08715
Zscore (PEC3) -2.49448- 1.55961
Zscore (PEC4) -3.82285- 1.16732
Zscore (PEC5) -3.57599- 1.34850
Zscore (ANX1) -1.22083- 1.98963
Zscore (ANX2) -1.64926- 1.50585
Zscore (ANX3) -1.49838- 1.73884
Zscore (ANX4) -1.44522- 1.79754
Zscore (ENJ1) -3.44024- 1.43884
Zscore (ENJ2) -3.55058- 1.51285
Zscore (ENJ3) -3.34215- 1.48124
Zscore (SN1) -2.32981- 1.60556
Zscore (SN2) -2.51737- 1.58501
Zscore (SN3) -2.78301- 1.50074
Zscore (IMG1) -2.44911- 1.34008
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Zscore ltem Minimum Maximum
Zscore (IMG2) -2.15950- 1.49847
Zscore (IMG3) -2.68508- 1.26589
Zscore (REL1) -3.66200- 1.30510
Zscore (REL2) -3.62611- 1.41745
Zscore (REL3) -3.68087- 1.43098
Zscore (OUT1) -2.12442- 1.35331
Zscore (OUT2) -2.67113- 1.38162
Zscore (OUT3) -3.17943- 1.39084
Zscore (RES1) -2.82235- 1.29035
Zscore (RES2) -3.27418- 1.26937
Zscore (RES3) -2.91496- 1.34300
Zscore (RES4) -2.68650- 1.38615
Zscore (TR1) -2.73557- 1.31613
Zscore (TR2) -2.57401- 1.28915
Zscore (TR3) -3.08152- 1.31300
Zscore (TR4) -3.84719- 1.37896
Zscore (TR5) -3.41978- 1.31126
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Appendix R: Correlation Matrix Coefficients for all Items

= Perceived Usefulness (PU):

Correlation Matrix

PU1 PU2 PU3 PU4 PU5 PU6
Correlation  PU1 1.000 678 564 612 514 574
PU2 .678 1.000 .625 621 429 547
PU3 564 625 1.000 .602 464 577
PU4 612 621 .602 1.000 524 531
PU5 514 429 464 524 1.000 595
PU6 574 547 577 531 .595 1.000
= Perceived Ease of Use (PEOU):
Correlation Matrix
PEOU1 | PEOU2 | PEOU3 | PEOU4 | PEOU5 | PEOU6
Correlation PEOU1 | 1.000 543 517 526 491 482
PEOU2 543 1.000 .583 538 507 452
PEOU3 517 .583 1.000 .626 545 495
PEOU4 526 538 .626 1.000 538 .625
PEOU5 491 507 .545 538 1.000 550
PEOUG6 482 452 495 625 .550 1.000
= Behavioural Intention (BI):
Correlation Matrix
Bl1 BI2 BI3
Correlation BI1 1.000 .709 .620
BI2 .709 1.000 .636
BI3 .620 .636 1.000
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= Self-Efficacy (SE):

Correlation Matrix

SE2 SE3 SE4 SE5
Correlation SE2 1.000 543 .508 486
SE3 543 1.000 504 428
SE4 .508 504 1.000 583
SE5 .486 428 583 1.000
= Playfulness (PLAY):
Correlation Matrix
PLAY1 | PLAY2 | PLAY3 | PLAY4
Correlation PLAY1 1.000 482 501 521
PLAY?2 482 1.000 579 485
PLAY3 501 579 1.000 483
PLAY4 521 485 483 1.000
= Perceptions of External Control (PEC):
Correlation Matrix
PEC1 PEC2 PEC4 PEC5
Correlation PEC1 1.000 452 479 497
PEC2 452 1.000 534 501
PEC4 479 534 1.000 .614
PEC5 497 501 614 1.000
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= Anxiety (ANX):

Correlation Matrix

ANX1 | ANX2 | ANX3 | ANX4
Correlation ANX1 1.000 465 .564 597
ANX2 465 1.000 671 611
ANX3 .564 671 1.000 .700
ANX4 597 611 .700 1.000
= Perceived Enjoyment (ENJ):
Correlation Matrix
ENJ1 ENJ2 ENJ3
Correlation ENJ1 1.000 714 .691
ENJ2 714 1.000 736
ENJ3 .691 736 1.000
= Subjective Norm (SN):
Correlation Matrix
SN1 SN2 SN3
Correlation SN1 1.000 .649 549
SN2 .649 1.000 .645
SN3 549 .645 1.000
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= |Image (IMG):

Correlation Matrix

IMG1 IMG2 IMG3
Correlation IMG1| 1.000 573 444
IMG2 573 1.000 .604
IMG3 444 .604 1.000
= Job Relevance (REL):
Correlation Matrix
REL1 REL2 REL3
Correlation REL1 1.000 .648 .614
REL2 .648 1.000 .664
REL3 .614 .664 1.000
= Qutput Quality (OUT):
Correlation Matrix
OouUT1 OouUT2 OuUT3
Correlation OUT1| 1.000 .563 .458
OouUT?2 .563 1.000 515
OouT3 458 515 1.000
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= Result Demonstrability (RES):

Correlation Matrix

RES1 RES2 RES3 RES4
Correlation RES1 1.000 710 .695 .620
RES2 .710 1.000 672 552
RES3 .695 .672 1.000 .678
RES4 .620 552 678 1.000
= Trust (TR):
Correlation Matrix
TR1 TR2 TR3 TR4 TR5
Correlation TR1 1.000 704 .595 525 467
TR2 704 1.000 770 535 547
TR3 .595 770 1.000 .600 613
TR4 525 535 .600 1.000 550
TR5 467 547 .613 .550 1.000
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