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Abstract

With the population ages, global climate changes, pandemic spreads, other

chronic diseases are increasingly resulting in people’s death, the trend in deaths

rate increasing may be unavoidable. However, death and dying are taboo in con-

temporary western societies. Under this circumstance, people may not have the

ability to face death when they are exposed to death or dying. For this reason,

a study on death and dying called Dying2Learn (Tieman et al. 2018) has been

proposed. The principal purpose of the Dying2Learn research is to have a deeper

look at the public’s views on the topic of death and dying so that to improve the

people’s death competence (the capabilities and attitudes to deal with death). The

Dying2Learn is a survey-based study, applied linguistic sentiment methodology to

activities held on Massive Open Online Courses (MOOCs). These courses are de-

signed for encouraging the public to discuss dying and death, so many participants

of the courses made comments on dying or death. All the discussions have been

collected as study data. However, as the Dying2Learn MOOCs are running year

after year, a large amount of text-based data are available, which make it a heavy

workload for researchers to analyse. Let alone maintain the analysis consistency.

Therefore, efficient and accurate solutions have been called for analysing all these

data.

Based on this background, the present research focused on investigating different

natural language processing technologies and developing an efficient and accurate

solution for Dying2Learn research. After reviewing different baseline algorithms

for sentiment analysis such as Native Bayes classifier, SVMs classifiers and lexicon-

based algorithms, we explored a widely used algorithm for sentiment analysis, which

is the combination of Global Vectors for Word Representation (Pennington et al.

2014) with Long short-term memory (Hochreiter & Schmidhuber 1997) network.

Also, we proposed two novel methods that make use of Global Vectors for Word

Representation (Pennington et al. 2014), the Universal Sentence Encoder (Cer et al.

2018) and Warriner et al. (2013)’s affective lexicon.

The main contribution of this present research is that a novel solution has

been proposed for Dying2Learn research. The proposed method can be used as

a black box which only requires the data from Dying2Learn research as inputs;

it automatically analyses all the data and outputs the results. So, the proposed

method meet the objectives of this present study that develop an efficient and

accurate solution.
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1 Introduction

People’s lifespan and awareness of health are continuously increasing (Zuo et al.

2018). Although this leads people to live longer and better than ever before, the

trend in death rate increasing may be unavoidable (Commission 2013) as the pop-

ulation ages, the global climate changes, pandemic spreads, other chronic diseases

are increasingly resulting in people’s death. However, death and dying are taboo

in contemporary western societies. People avoid talking about death and dying

(McIlfatrick et al. 2013, Gellie et al. 2014), let alone prepare for death or manage

this part of life. Under this circumstance, people may not have the ability to face

death when they are exposed to death or dying (Balk et al. 2007, Fonseca & Testoni

2012, Gellie et al. 2014).

Massive Open Online Courses (MOOCs) provide a unique opportunity for peo-

ple to discuss and learn more about death. Being able to talk about death and dying

openly can help individuals and communities with the outcomes of their health and

make decisions on care options. In addition, online learning has been employed in

palliative care (Hughes et al. 2016) and used as a strategy to support awareness

and use of the CareSearch evidence resources in the CareSearch project. In this

background, a six-week Massive Open Online Course (MOOC), Dying2Learn, was

designed as a community platform for people to discuss death, dying, and pallia-

tive care. It aims to enable participants to talk and discover about concerns around

living, death and dying openly and supportively, and to exchange unheard ideas

and views around death and dying (Tieman et al. 2018, Miller-Lewis et al. 2020),

trying to increase the participants’ abilities to deal with death.

Also, the Dying2Learn MOOC offers researchers an opportunity to have a closer

look if online conversations about death and dying can influence death competence.

According to Robbins (1994), death competence refers to the capabilities and at-

titudes people have to deal with death. In the six-weeks MOOC, there were dif-

ferent activities in different modules. By analysing the data from these activities,

researchers tried to identify the changes in death competence during the MOOC,

determining the contribution of the MOOC to community discussions around death

and dying (Tieman et al. 2018).

However, one restriction with the research is the survey-based measurement

maybe not suitable for text-based description. Initially, researchers used a five-

point Likert scale which includes ‘strongly disagree’, ‘disagree’, ‘not sure’, ‘agree’

and ‘strongly agree’ to measure what degrees the participants agree with state-

ments of death attitudes and MOOC satisfaction. After that, they used statistical

approaches to analyse these data, determining the contributions of the MOOC to

death competence (Tieman et al. 2018). Nevertheless, there are still large amounts

of unstructured, text-based information about death and dying available from the

MOOC which the study was done by Tieman et al. (2018) did not examine. As

mentioned before, many different activities were in different modules of the MOOC,
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and many of them are text-based-description activities. For example, one of these

activities was the “3 Words to describe feelings about death” (3words activity),

which asked participants to use three words to describe their feelings about death

in the introduction module and the final reflections module. Although these ac-

tivities were designed to encourage participants to use emotional words related to

death, how to measure the sentiment of the words or comments was still a problem.

Moreover, as the MOOC runs year after year, the volume of the data may increase

rapidly, and to maintain consistency can be a heavy workload for researchers to

analyse all the data. Therefore, efficient and accurate solutions have been called.

Nature language processing (NLP) technologies may help with processing and

analysing those large amounts of text-based data from the MOOC. According to

Collobert et al. (2011), NLP refers to the process which extracts simpler represen-

tations from complex text that can describe limited aspects of the textual infor-

mation and motivated by specific applications. NLP aims to develop algorithms

for computers to ‘understand’ natural languages and solving practical problems in-

volving languages (Manning et al. 2017). There are different tasks in NLP, from

speech recognition to semantic interpretation and discourse processing. For the Dy-

ing2Learn MOOC, since some activities asked participants to use words to describe

their feelings, some others asked participants to make comments on the topic death

and dying, so the data from those activities can be divided into two categories:

words and sentences. Furthermore, one of the objectives of the MOOC is to ‘un-

derstand’ the words and the comments participants used in those activities, which

is also one of the aims of NLP. So, some NLP technologies should be solutions for

Dying2Learn research.

Many applications of sentiment analysis have proved that NLP technologies can

be the solutions for Dying2Learn research. Sentiment analysis is also known as

opinion mining. The word ‘sentiment’ was firstly used in the papers by Das &

Chan (2001) and Tong (2001). It refers to the automatic analysis of evaluative

text and tracking of predictive judgments. After that, a sizeable number of papers

used the term ‘sentiment analysis’ to mean the specific application of studying

affective states and subjective information using natural language processing. In

general, sentiment analysis investigates at three levels which are document level,

sentence level, entity and aspect level (Liu 2012). The opinions from others are

always important for us during decisions making. This is the reason why sentiment

analysis is one of the high demanded topics in Artificial Intelligence in recent years;

and sentiment analysis has been employed in many applications like review-related

websites, as a sub-component technology, or being in business and government

intelligence (Pang & Lee 2008). To our knowledge, although no study applied

sentiment analysis for the topic of death and dying, many studies used sentiment

analysis on social media for products reviews (Cabral & Hortacsu 2010), predicting

the stock market (Bollen et al. 2011) and political sentiment (Laver et al. 2003,
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Mullen & Malouf 2006). Besides, one task of Dying2Learn MOOC is similar to the

applications mentioned above, classifying the sentiment of words and comments.

It is reasonable to believe that sentiment analysis can be applied to Dying2Learn

research.

The present research aims at exploring different natural language processing

technologies to propose a useful and accurate solution for the Dying2Learn MOOCs.

Because a large amount of text-based data for the MOOCs have not been examined,

an automatic, accurate and efficient solution would help Dying2Learn research, and

the solution can also be applied to other sentiment analysis related project.

The present research will discuss and review the related works of sentiment

analysis in the Literature Review section. After that, the datasets, the proposed

methods and the evaluations for different proposed methods will be presented in the

Experiments section. The analysis of the results from different proposed methods

will be shown in the Results and Analysis section. The discussion and the future

work of this research will be presented in the Discussion section. The conclusion

section will summarise this research.

2 Literature Review

2.1 The difficulties of sentiment analysis

Tasks in NLP come in varying levels of difficulty; sentiment analysis is inherently

at the hard level. The difficulties of NLP tasks can be divided into three levels. For

example, the spell checking; keyword search and finding synonyms are at the easy

level, parsing information from documents is at the medium level, while Machine

Translation, semantic analysis, coreference, question answering are at the hard level

(Manning et al. 2017). Sentiment analysis is at the hard level since it requires more

‘understanding’. One challenge in sentiment analysis is that sentiment can be ex-

pressed in a latent way (Pang et al. 2002). For example, the sentence “What a

day!” contains no word expressing any sentiment, but this sentence can be pos-

itive or negative by context. The other difficulty in sentiment analysis is order

dependence. For example, the sentence

“Removed due to copyright restriction. Original quote can be viewed

in (Pang & Lee 2008)”

includes three positive words and one positive phrase, but the sentiment of this

sentence is decided by the last part “However, it can’t hold up” to be negative

(Pang & Lee 2008). These difficulties require the algorithms for sentiment analysis

can capture the semantic (connected with the meanings of words) and syntactic

(relating to the grammatical arrangement of words in a sentence) information to

‘understand’ the sentiment of the sentences. However, many machine learning al-

gorithms may not help with the semantic and syntactic information, which may be
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the reason why Chomsky (1965, 1969) claimed that machine learning algorithms

give no insight into the syntax. He derided researchers in machine learning use

purely statistical methods to mimic the behaviour in the real world when he at-

tended at the Brains, Minds, and Machines symposium held during MIT’s 150th

birthday party (Cass 2011).

2.2 Baseline algorithms for sentiment analysis

2.2.1 Naive Bayes

Naive Bayes is a probabilistic classifier, which is a baseline algorithm for sentiment

analysis (Pang & Lee 2008). It is one of those supervised machine learning algo-

rithms that use purely statistical methods to mimic the behaviour in realities. For

a sentence S, out of all classes of sentiment c ∈ C, the classifier returns the class

Ci which has the maximum posterior probability given the sentence (Jurafsky &

Martin 2014). The Naive Bayes classifier so-called because it is constricted by the

naive Bayes assumption, which assumes that given a positive (or negative) sen-

tence, the probability of words occurs in that sentence is independent. It means

the Naive Bayes classifiers does not consider the dependence in the sentence and

may not able to capture the syntactic information. Despite this restriction, the

Naive Bayes classifier is widely used as a baseline algorithm for sentiment analysis

(Pang et al. 2002, Dave et al. 2003, Airoldi et al. 2004, Gamon 2004, Mullen & Col-

lier 2004, Matsumoto et al. 2005); indeed, the Naive Bayes classifier performs well

for certain datasets; Yu & Hatzivassiloglou (2003) achieved high accuracy by using

Naive Bayes classifier to separate facts from opinions and identifying the polarity

of opinion sentences. Because of two issues, this algorithm may not be suitable for

the Dying2Learning. As mention before, it cannot capture the syntactic informa-

tion, which means it may not be able to identify the sentiment of sentences. The

biggest problem with this approach is that it cannot deal with words, let alone the

unlabelled data from the Dying2Learn.

2.2.2 Support Vector Machines

Like Naive Bayes classifiers, support vector machines (SVMs) are in supervised

machine learning algorithm category and widely used as baseline algorithm for sen-

timent analysis (Pang et al. 2002, Dave et al. 2003, Airoldi et al. 2004, Gamon 2004,

Mullen & Collier 2004, Matsumoto et al. 2005). SVMs are usually used for clas-

sification. In traditional text classification tasks, SVMs usually outperform Naive

Bayes classifiers (Lewis 1998). The basic mechanism behind SVMs is to minimise

the loss function, finding a hyperplane which not only can separate data points in

one class from those in the other, but also for which the separation, or margin,

is as large as possible; this is why SVMs are also known as large margin classi-

fiers. SVMs have been applied to sentiment analysis by many researchers. Tanesab
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et al. (2017) use SVMs to analyse the sentiment fo comments from Youtube. Huq

et al. (2017) use SVMs to conduct sentiment analysis on Twitter data. Usually,

SVMs need to work with feature extraction procedure which is the process of trans-

forming the input data into a set of features by term-weighting schemes (like term

frequency-inverse document frequency ) or affective lexicon (Zainuddin & Selamat

2014, Tanesab et al. 2017). The basic idea of term-weighting schemes is to extract

the most important features as an input to the classifier by calculating frequency,

while affective lexicon can be used to identify the sentiment of words in the sen-

tence determining the sentiment of the sentence. Although the SVMs can work

with words and sentences, it still cannot capture the semantic and syntactic in-

formation based on its feature extraction mechanism; in addition, because SVM

is a supervised machine learning algorithm, but the data from Dying2Learning is

unlabelled, so it may not be a suitable solution.

2.2.3 Lexicon-based algorithms

One restriction of these supervised algorithms mentioned previously is that they

both trained with labelled data, so Bakshi et al. (2016) used an unsupervised algo-

rithm to analyse tweets. It can be categorised as a lexicon-based algorithm. The

basic idea of this algorithm is to create a dictionary by assigning polarities to words;

1 for positive, -1 for negative and 0 for neutral. According to the created dictionary,

the algorithm will assign correspond score to a word only if that word is in the dic-

tionary. The algorithm determines the sentiment of a sentence by assigning scores

each word in a sentence and summing all the scores. If the result is bigger than 1,

the sentence will be classified as positive, while the result is small than -1, the sen-

tence will be labelled as negative; the sentence will be determined as neutral if the

result equals to 0. However, there are two problems in this method. The first one is

that the lexicon created manually can be unreliable. The study done by Pang et al.

(2002) shows that human-produced lists of sentiment indicator words might be less

trivial than one might initially think. In that study, Pang et al. (2002) asked two

graduate students in computer science to chose keywords that they would consider

to be good indicator words of sentiment in movie reviews. The result showed that

statistics-based word list achieved higher accuracy than human-produced lists. In

fact, researchers do not need to create a dictionary by themselves, since there are

some large-scale affective lexicons have been developed. The second drawback of

this algorithm is that it still cannot deal with the semantic and syntactic informa-

tion contained in a sentence. It still cannot correctly classier the example sentence

mentioned before. With this algorithm, that example sentence will be classified as

positive as there are four positive words but only one negative word in the sentence.

Bakshi et al. (2016) are not the only researchers that have applied lexicon-based

algorithms for sentiment analysis, and they are not necessary to create a dictionary

manually since a few large-scale sentiment norms have been developed for the high
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demand in emotional ratings of words. Leveau et al. (2012) developed a computer

program to identify the sentiment of texts on the basis of lexicons. The lexicon they

used is Affective Norms for English Words (ANEW) (Bradley & Lang 1999). These

norms use three dimensions, which are in line with Osgood et al. (1957)’s theory of

emotions, to measure the emotional ratings for 1, 034 words. The first dimension,

the most important one, concerns the valence (the pleasantness of a stimulus) of

the emotion invoked by a word, going from ‘unhappy’ to ‘happy’. The second

dimension address the degree of arousal (the intensity of emotion provoked by a

stimulus) evoked by a word, rating from ‘calm’ to ‘excited’. The third dimension

refers to dominance (or power, the degree of control exerted by a stimulus) of a word,

denoting something that is weak / submissive or strong / dominant (Warriner et al.

2013). However, the number of words covered by the ANEW may not be sufficient

for large-scale factorial experiments. Although there is another tool frequently used

for studying text called Linguistic Inquiry and Word Count (LIWC) (Pennebaker

et al. 2001), it only works in document level and identifies the sentiment of text by

using discrete labels like positive and negative. Because the emotional ratings of

words are in high demand, Warriner et al. (2013) based on the ANEW developed

norms to rate the majority of the well-known 13, 915 English lemmas (the base

forms of words. i.e., the ones used as entries in dictionaries). Warriner’s lexicon

(Warriner et al. 2013) is also in line with Osgood et al. (1957)’s theory of emotions,

using continuous ratings ranging from 1-9 with valence, arousal, and dominance

three dimensions to measure the sentiment of a word, which provides researchers

with an advanced lexicon to reference. Although lexicons can be directly used

to measure the sentiment of words from Dying2Learn, they may not be the best

choice. The first reason is, even the Warriner et al. (2013)’s lexicon extended the

ANEW norms to nearly 14, 000 English lemmas, some words like ‘Ok’, ‘Jesus’ and

‘when’ are still not in the lexicon. The second reason is that lexicons cannot be

used to identify the sentiment of sentences directly, and as mentioned before, the

algorithm used by Bakshi et al. (2016) cannot capture the syntactic information.

So only using affective lexicon for Dying2Learn research may not be the suitable

approaches.

2.3 Word Embeddings

In the NLP field, word embeddings are used to capture semantic and syntactic

information. In many previous NLP works, words were treated as atomic units,

which act like indices in dictionaries and cannot indicate the similarity between

words (Mikolov, Chen, Corrado & Dean 2013). In reality, words in a language may

have some relations like synonym, antonym, and hypernym (a word whose meaning

includes a group of other words). The objective of the word embeddings is to encode

word tokens into some vectors which can represent points in some N-dimensional

‘word’ space that the relationships between words can be captured. It means these
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dimensions can encode all semantics of human languages to indicate semantic infor-

mation like tense (past or present or future), count (singular or plural), and gender

(masculine or feminine). Using syntactic analogy questions, Mikolov, Yih & Zweig

(2013) demonstrated that the word embeddings capture syntactic regularities. For

example, the analogy “the king is to queen as man is to woman” can be encoded as

simple algebraic operations performed on word vectors as vector (‘King’) - vector

(‘Man’) + vector (‘Woman’), results in the word vector of the word ‘Queen’.

2.3.1 Word2vec algorithm

Word2vec (Mikolov, Chen, Corrado & Dean 2013) is one of word embedding algo-

rithms. Word2vec algorithms are based on distribution semantic theory and utilise

neural networks to obtain word embeddings. The idea behind Word2vec algorithms

is distribution similarity, which is a fundamental hypothesis in linguistics that sim-

ilar words have similar context. The context of a word refers to the set of words

surrounding that word in a corpus. In 1957, Firth (1957) summarised this hypoth-

esis as: “You shall know a word by the company it keeps.” Word2vec algorithms

contain two different algorithms: continuous bag-of-words (CBOW) and skip-gram.

These two algorithms belong to the unsupervised learning algorithm category. The

way these two algorithms make use of neural networks is to leverage neural networks

whose parameters are the word vectors to perform some certain tasks. Therefore,

the CBOW model aims to predict a centre word given the surrounding context in

terms of word vectors, while skip-gram model predicts the distribution (probabil-

ities) of context words given a centre word. These two models make use of the

similarity of the word vectors for centre words and context words to calculate the

probability of context words given a centre word (or vice versa). Because the word

vectors decide the probability, the algorithms can get the word embeddings, which

are the parameters of the model mentioned before, by using the backpropagation

algorithm (Rumelhart et al. 1986) to penalise the model parameters that caused

the error to minimise the loss function (the loss function is used to calculate the

error between predicted probability and the real probability (Rong 2014).

2.3.2 GloVE algorithm

Global Vectors for Word Representation (GloVE) algorithm (Pennington et al.

2014) is another word embedding algorithm. Comparing to Word2vec, GloVe al-

gorithm makes use of global co-occurrence statistics. Pennington et al. (2014) pro-

posed that the statistics of word occurrences in a corpus is the primary source of

information for learning word representations; with the ratio of words co-occurrence

probabilities, certain aspects of meaning can be extracted. For example, suppose we

are examining the relationship between the word ‘ice’ and ‘steam’ in a big corpus,

and we have another four words, ‘solid’, ‘gas’, ‘water’ and ‘fashion’, in that corpus.

Since ‘solid’ often appear in the context of the word ‘ice’ but rarely occurs in the

12



context of the word ‘steam’, so the probability of ‘solid’ appears in the context of

‘ice’, P (solid | ice), is big, while the probability of ‘solid’ appears in the context of

‘steam’, P (solid | steam), is small. Accordingly, the ratio of these two probabili-

ties, P (solid | ice) / P (solid | steam), will be big, which indicates the ‘solid’ more

related to the word ‘ice’ than the word ‘steam’. Therefore, the loss function of the

GloVe algorithm is not only decided by word vectors but also takes into account

the words co-occurrence counts in its loss function. The method for the GloVe

algorithm to learn word vectors is similar to that for Word2vec algorithm, which

is to minimise the loss function using the Backpropagation algorithm. This is how

the GloVe makes use of global co-occurrence statistics to produce a vector space

with meaningful sub-structure. The GloVe algorithm also outperforms other word

embeddings algorithms on different NLP tasks like analogy task, similarity tasks

and named entity recognition (Pennington et al. 2014).

2.4 Sequence Models

2.4.1 Recurrent Neural Networks

Although word embeddings can capture the semantic information of single words,

it still cannot capture the meaning of long phrases or sentences. Therefore, se-

quence models usually work with word embeddings to help with the syntactic and

the meaning of sentences. The recurrent neural network, or RNN (Rumelhart et al.

1986), is one of the sequence models specialised for sequential data such as a sen-

tence, a piece of music. RNNs are constructed by hidden layers which each represent

a time-step T; at each time-step T (each hidden layer), there are two inputs to the

hidden layer: the output of the previous layer and the input as that time-step.

Besides, all these hidden layers share the same parameters, which make it possible

to extend and apply the model to words in different positions and generalise the

model across the input features. Such parameter sharing is crucial for RNN to

capture a particular piece of information that can occur in different positions in the

sentence. For example, let us consider two sentences:

1. “The Word2vec algorithm was published in 2013.”

2. “In 2013, the Word2vec algorithm was published.”

If we want to extract the information relevant to the year 2013, RNNs can capture

that information. This is because RNNs make use of the sharing parameters for

different hidden layers to share statistical strength across different positions in the

sentence (Goodfellow et al. 2016). Hence, RNNs are capable of conditioning the

model on all previous words in the sentence.

However, there are two widely known issues making it difficult to train RNNs.

They are the vanishing and the exploding gradient problems (Bengio et al. 1994,

Pascanu et al. 2013). The reason for these two problems is gradient values during
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the backpropagation phase. Since RNNs like other neural network trained by the

backpropagation algorithm, but the gradients tend to either very small (vanishing

problem) or extremely big (exploding problem) when propagated over many hidden

layers. This is mainly because of the multiplication of many Jacobians, so the

weights given to long-term interactions are exponentially smaller than the weights

for short-term, which also leads to the difficulty for long-term dependencies. For

instance, suppose we have two sentences:

1. “We walked to the lake near our home. Maryann walked there too. We said

hi to ”

2. “We walked to the lake near our home. Maryann walked there at the same

time that day. We just walked there after a long day work for relaxing. We

said hi to ”.

As mentioned before, RNNs should have the ability to conditioning the model on

all previous words in the sentence and predict the word “Maryann” for the blank in

these two sentences correctly. However, because of the gradient vanishing problem,

the RNNs are more likely to predict that word correctly for the first sentence

than the second one. One solution for the vanishing and the exploding gradient

problems proposed by Hochreiter & Schmidhuber (1997) is the Long short-term

memory neural network.

2.4.2 Long short-term memory

Long short-term memory neural networks, or LSTM (Hochreiter & Schmidhuber

1997), is a variant of RNNs, which is capable of learning long-term dependencies.

The main idea behind LSTM is the self-connected units (or self-loops, cell state in

different literature (Goodfellow et al. 2016)) and the gate units. The self-connected

units produce a path with only some minor linear interactions where the gradient

can flow for long durations. Those gate units are a way to let information through

this path optionally, and they are made up of a sigmoid function and pointwise

multiplication operations. The sigmoid function outputs numbers between zero

and one, describing how much information (in this case, information refers to the

gradient values) should be let through. If the sigmoid function outputs a value

of zero, it means “let nothing through”, while a value of one means “let every-

thing through”. By employing the self-connected units and gate units, LSTM can

solve the gradient vanishing and exploding problems effectively. Therefore, LSTM

outperforms RNNs and has been employed in different NLP tasks like machine

translation (Sutskever et al. 2014) and parsing (Vinyals et al. 2015).

2.5 Word Embeddings and Sequence Models

Because word embeddings and sequence model can capture the semantic and syn-

tactic information, so it can be used for sentiment analysis. Socher et al. (2013)
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used word embeddings and Recursive Neural Tensor Network (RNTN), a variant

of RNNs, to conduct sentiment analysis for movie reviews. They achieved 87.6%

and 80.7% accuracy for binary sentiment classification(positive and negative) and

fine-grained sentiment classification (5-class, negative, somewhat negative, neutral,

positive and somewhat positive) at phrases level respectively. They also achieved

that 85.4% and 45.7% accuracy for binary sentiment classification and fine-grained

sentiment classification at the sentence level, which were state of the art at that

time. The basic logic in this approach is to regard sentiment analysis as text classi-

fication tasks, making use of word embeddings to capture semantic and leveraging

the sequence neural networks to take word order into account. This is the main

reason why the combination of word embeddings and sequence model outperforms

SVMs and other approaches for sentiment analysis discussed before (Socher et al.

2013). Hence, this approach can be the solution for Dying2Learning research. The

only problem with this approach is that it is also a supervised learning algorithm.

It needs to be trained with labelled data, but data from Dying2Learning research

are unlabeled.

2.6 Sequence to Sequence Models

Besides the words embeddings and sequence models, there is another approach

called sequence to sequence models, or “Seq2Seq” may be the solution for Dy-

ing2Learn research, since it can also be used for capturing the meaning of sentences.

Sequence to sequence models was proposed by Cho, Van Merriënboer, Gulcehre,

Bahdanau, Bougares, Schwenk & Bengio (2014) and shortly later by Sutskever

et al. (2014) for machine translation, which is the task of translating a sentence

x from one language (the source language) to a sentence y in another language

(the target language). A Seq2Seq model is an end-to-end model made up of two

sequence models: an encoder and a decoder. The encoder’s job is to encode the in-

put sequence (input sentence) word by word into a final fixed-dimensional “context

vector” which can capture the meaning of the input sentence. The decoder based

on this “context vector” to generate an output sequence, which is a sentence in the

target language. Because of this mechanism, the decoder relies heavily on the final

context vector to translate, but not all the necessary information can be compressed

into a fixed-dimensional context vector, making it difficult for the model to deal

with long sentences (Cho, Van Merriënboer, Bahdanau & Bengio 2014). Therefore,

Bahdanau et al. (2014) proposed neural machine translation by jointly learning to

align and translate.

2.7 Attention Mechanism

The approach of jointly learning to align and translate, also known as “Seq2Seq

with attention mechanism” (Bahdanau et al. 2014), copes better with long sen-
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tences. Unlike the basic Seq2Seq models, where the decoder only based on the

fixed context vector to translate, Seq2Seq with attention models allows the decoder

to search different positions in the source sentence, finding out where the most

related information is concentrated. The model then based on the context vector,

these source positions and the previously generated word to predict a word in the

target language. The idea behind the attention mechanism is, instead of encoding

the whole input sentence into a fixed size context vector, the model encodes the

input sentence into a set of vectors and chooses a subset of these vectors adap-

tively when decoding the translation. This is the way attention mechanism free the

Seq2Seq models from compressing all the information into a fixed-size vector which

ignores the length of the input sentence.

2.8 Transformer models

The Transformer models (Vaswani et al. 2017) outperform the Seq2Seq with at-

tention models. Vaswani et al. (2017) proposed that the attention mechanism is

all we need. It means, instead of working with any sequence models, the Trans-

former models relying on attention mechanism. Similar to the Seq2Seq models, the

Transformer models also have encoders and decoders in their architectures, but the

mechanism behind is significantly different. When the model encoding each word

(each position) in an input sequence, a sub-layer in encoders called self-attention

allows the encoders to look at other position in the input sequence for clues that

can help a better encoding for that word. The output of the encoders is a set of

attention vectors which are used by the decoders to focus on appropriate places

in the input sequence. The decoders also have self-attention layers, but they are

slightly different from that in the encoders: the self-attention layers in decoders

only allow the decoders to look at the earlier positions in the output sequence. To

illustrate the self-attention mechanism, suppose we have a sentence:

“A cat did not jump over a dog because it was too tired”.

Because of the self-attention mechanism, when the encoders encode the word ‘cat’ in

the sentence, it will associate the word ‘it’ with ‘cat’ to indicate the word ‘it’ refers

to the word ‘cat’. Due to the self-attention mechanism, the encoder of Transformer

models can encode the meaning of sentences into vectors more precisely. To our

knowledge, although no one has used the Transform models for sentiment analysis,

the encoders in this model can be a solution for the sentences from Dying2Learn

research.

2.9 Universal Sentence Encoder

Because of the limitation of training data available for many NLP tasks, Cer et al.

(2018) proposed pre-trained sentence encoding models, Universal Sentence Encoder
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(the USE). The biggest challenge for deep learning is nearly all of the neural net-

works, including the Transformer models, are data-hungry. Besides, sentence em-

beddings are highly demanded in many NLP tasks. Pre-trained models for encoding

sentences into vectors can be helpful in this perspective. The USE was designed

to be as general-purpose as possible, so the models were trained by using multiple-

task learning, whereby an encoder is used for multiple down-stream tasks. It means

the USE can be used for different kinds of NLP tasks such as text classification,

semantic similarity, clustering. Different from word embedding algorithms, which

generate word embeddings for fixed vocabularies, the USE can encode sentences

into vectors without any limitation on the number of sentences.

2.10 The gap this research will fill

Back to the sentiment analysis, as mentioned before, the difficulties of sentiment

analysis require algorithms that can capture semantic and syntactic information.

However, the baseline algorithms we reviewed before have different disadvantages.

Naive Bayes classifiers and SVM classifiers cannot capture semantic and syntactic

information. Although the lexicon-based approach can measure the sentiment of

words very precisely, it is still limited to the number of lemmas the affective lexicons

contain. In addition, the lexicon-based approach is worthless for sentences. The

word embeddings, the sequence models and the Transformer models can capture the

semantic and syntactic information, but, to our knowledge, the Transformer models

only used for neural machine translation and only the combination of word embed-

dings and sequence models approach has been used to classify discrete sentiment

(binary or five classes). Therefore, the present research will make use of different

natural language processing technologies such as the combination of word embed-

dings and sequence models; GloVe pre-trained word embeddings and the Universal

Sentence Encoder to propose a useful and accurate solution for the Dying2Learn

MOOCs and fill the gap mentioned above.

3 Experiments

3.1 Datasets

The dataset used in this research is from 3words activity in the Dying2Learn MOOC

2017, which contains 1,985 entries, including the words participants used to describe

their feelings about death in the introduction module (mw: N792) and the final re-

flections module (mwr: N410) of the MOOCs as well as the words participants used

to describe their opinions towards other people’s feelings of death in the introduc-

tion module (ow: N783). Because some of the participants used three sentences

(or phases) instead of three words to describe their attitude, the data entries can
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be into three categories, words, pharses and sentences. The details of the dataset

shown in Table 1

Name Module Size Lables
N792 Introduction 792 mw
N783 Introduction 783 ow
N410 Final reflections 410 mwr

Table 1: Details of the datasets from Dying2Learn MOOC 2017. The names of the
datasets are based on the number of entries they contain. The labels in the table: ‘mw’
refers to the words used for describing participants personal feelings in introduction mod-
ule, when ‘mwr’ refers the words used in final reflection module. ‘ow’ refers to the words
used to describe how other people think about death and dying.

Two researchers labelled the data which initially came in without scores. Par-

ticipants used words and sentences to describe their feelings about death, but this

makes it hard for researchers to estimate the sentiment changes during the MOOC.

Two researchers in the lab, Dr Lauren Miller-Lewis and Dr Trent Lewis, labelled

the data. For the words from the dataset, they used Warriner et al. (2013)’s lexicon

to measure the sentiment of words. If a word were absent from the lexicon, that

word would be lemmatised first, and if the lemma of the word were still absent, the

word would be stemmed and then recheck the lexicon. Lemmatisation is to convert

words from any form to its lemma. For example, the word ‘gone’ will be reduced

to its base-form ‘go’. Stemming means take off the suffix of words. For instance,

‘saves’, ‘saved’, ‘saving’, and ‘saver’ after stemming will be ‘sav’. Both lemmatising

and stemming were conducted by using Stanford CoreNLP (Manning et al. 2014).

If the lemma and stem of a word are still absent from Warriner et al. (2013)’s

lexicon, that word is labelled as ‘MISS’. For phrases and sentences in the dataset,

researchers analysed the sentiment of them and then found out words which can

summarise the meaning of them in the Warriner et al. (2013)’s lexicon manually.

Some examples are shown in Table 2.

Original Labels Replacement Scores
Valence Arousal Dominance

go ORIG - 6.32 4.86 5.33
gone LEMMA go 6.32 4.86 5.33

limitation STEM limit 4.53 4.29 4.37
not sure REPLACE unsure 3.37 4.55 3.64

ok MISS -

Table 2: Examples of the dataset labelled by researchers. The labels ‘ORIG’, ‘LEMMA’,
‘STEM’, ‘REPLACE’ and ‘MISS’ refer to ‘original words’, ‘lemmatised’, ‘stemming’,
‘manually replace’ and ‘missing’, respectively.

Although using lexicon may have some limitations, but the results from the
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researchers provide a reference to evaluate the methods proposed in this present

research. One drawback of using lexicon is that some frequently used words like

‘OK’, ‘Jesus’, ‘nothing’ are not in the lexicon, and Lemmatising or stemming cannot

help. This is the reason why these words were labelled ‘MISS’ in the dataset. Let

alone the lemma or stem from lemmatising and stemming may not have the same

sentiment of the original words from participants. However, the labelled data can

be a source to reference for evaluating and comparing the performances of the

proposed methods.

3.2 Methods

Three different methods will be explored. All these approaches will be applied

to the data from Dying2Learn research, and their performances will be evaluated.

These three different methods are:

1. Making use of the combination of GloVe pre-trained word embeddings (Pen-

nington et al. 2014) and LSTM (Hochreiter & Schmidhuber 1997) with War-

riner et al. (2013)’s affective lexicon to predict seven-class classification task

which uses 0 to 6 for denoting the ratings of sentiment;

2. Leveraging the Glove pre-trained word embeddings andWarriner et al. (2013)’s

affective lexicon to classify the sentiment of words from Dying2Learn research;

3. Using the USE (Cer et al. 2018) and Warriner et al. (2013)’s affective lexicon

classify the sentiment of sentences from Dying2Learn research;

The details of these approaches will be represented in the following sections.

3.2.1 Method 1: GloVe embeddings with LSTM

As discussed in the literature review section, word embeddings encode the semantic

information into word vectors, while sequence models can capture syntactic infor-

mation. Besides, this approach can help with the difficulty that the limitation on

words in the lexicon. Similar to the mechanism behind the word embeddings, by

using part of the labelled dataset as training data to train the model, the model

can obtain weight matrices associated with the hidden layers in the model which

can map the inputs into another sub-space where can help sentiment classification.

Another way to interpret this method is to regard the labelled data as seeds; the

neural network learns the pattern of these seeds and then predict the sentiment of

new inputs. Although sequence models are originally used for text classification on

the sentence level, a word can be regarded as a concise sentence. Therefore, this

approach can be applied for words and sentences from Dying2Learn.

Some preprocessing procedures for the data need to be carried out before train-

ing the model. The training data N792 used in this approach was collected from

the introduction module of the MOOC 2017, which contains 792 entries of data.
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Because the sentiment of each word in the lexicon was measured in three dimen-

sions, valence, arousal, dominate. It means that each word in the lexicon has three

scores for these three dimensions. However, these three dimensions scores for each

word can be various. For example, the word ‘able’ has 6.64 in valence but 3.38

in arousal. Because Warriner et al. (2013) proposed valence is most important

dimension to estimate people’s sentiment. Therefore, in this project, we took the

valence dimension as primary. Besides, as mentioned before, the 3words activity

asked participants to use three words to describe their feelings. That is, each data

entry for a participant has three words. Although this method can be used for

sentence-level sentiment classification, the length of the sentences in the dataset

are various. To examine the performance of this method, only the words from the

dataset were used to train the models. For all these reasons, the first step of prepro-

cessing was to concatenate the three words of each entry to be as input and average

their scores in the valence dimension as the label for the input. Besides, Warriner

et al. (2013)’s lexicon uses continuous values, but sequence models can only work

on discrete values. Hence, it is necessary to round the scores into integers. The

labels were then re-ranged from 1-9 to 0-6 (totally seven classes). The distribution

of training set after preprocessing shown in Figure 1 (a)

(a) Training Set (N792) (b) Test Set (N410)

Figure 1: The distribution of (a) Training Set (N792), and (b) Test Set (N410) after the
preprocessing procedure of method 1.

GloVe embeddings algorithm and LSTM outperform their counterparts, so both

of them were employed in this research. The GloVe embeddings official website

(Pennington et al. 2014) provides different pre-trained word embeddings. The

biggest one contains 840 billion tokens, 2.2 million vocabularies, while the small-

est one contains 6 billion tokens, 400 thousand words. Since the biggest one can

be computationally expensive and the smallest still has good performance, so the

smallest one used in this approach. It was trained on Wikipedia 2014 and Gigaword

5. The vectors for each word has 300 dimensions. The sequence model used in this

approach was the LSTM network. The whole network was implemented in Keras, a

deep learning API written in Python, with learning rate, epochs and batch size were
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set to be 0.5, 100, and 32, respectively. For optimising the performance, different

parameters settings were used for the models. Two LSTM layers and one LSTM

layer were used to construct the network. For the same reason, different numbers

of neurons were used in the layer of models. To prevent overfitting, the dropout

was used and set to be 0.5, which means 50% of the neurons in a layer would be

knocked out. Since the task is sentiment classification, the activation function used

in this network was softmax. The details of the model shown in Table 3

Parameters Setting
Layers 2, 1
Neurons (128, 128), (128, 64), (64, 64) , (64, 10), 128, 64, 10, 5
Activation softmax
Dropout 0.5
Optimizer adam

Loss function categorical crossentropy
Epochs 100

Batch size 32

Table 3: For optimising the performance of method 1, different parameters settings were
used for the models.

3.2.2 Method 2: GloVe embeddings with Warriner’s lexicon

The main idea of this approach is to use word embeddings to ‘expand’ the lexi-

con. Back to the method used by researchers, the two main disadvantages: some

frequently used words are absent from Warriner et al. (2013)’s lexicon, the senti-

ment of lemmas and stems may be different from the original words. These two

disadvantages can be overcome by computing word similarity.

As discussed in the literature review section before, word embeddings can be

used to measure the similarity between words. The idea behind word embeddings is

the meaning of a word given by the words that frequently appear close-by (Mikolov,

Yih & Zweig 2013). Word embeddings can encode word tokens into some vectors

which can represent points in some N-dimensional ‘word’ space that the relation-

ships between words can be captured. In this word space, words have similar

meanings their vectors will get together. Hence, we can obtain the word similarity

by computing the cosine similarity (Equation 1), which is defined as a measure of

similarity between two non-zero vectors of inner product space.

s =
p · q

||p||||q|| , where s ∈ [−1, 1] (1)

The mechanism behind this approach is to convert all the words from the dataset

and lexicon into vectors first. After that, retrieve the most similar words in the

lexicon for the words in the dataset by computing cosine similarity between each
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word vector of the dataset with all word vectors of the lexicon so that we can use the

scores of the most similar words to measure the sentiment of the words absent from

lexicon. The pipeline of method 2 is shown in Figure 2. For example, suppose we

need to find the most similar word to substitute the word ‘OK’ which is not in the

lexicon (the procedure is shown in Figure 3). We look up the corresponded GloVe

pre-trained vectors for all the words in the lexicon. At the same time, we look up

the corresponded GloVe pre-trained vector for the word ‘OK’. Then, compute the

cosine similarity between the vector of ‘OK’ and the vectors of the words from the

lexicon. By sorting the cosine similarity values, we can obtain the most similar

vector. After that, we convert that vector back to its corresponded word, which is

the most similar word in the lexicon for the word ‘OK’. In the end, we look up the

most similar word scores in the lexicon. We can use these scores to measure the

sentiment of the word ‘ok’.

Figure 2: The pipeline of method 2

The most similar word in the lexicon for any word is the word itself if that word

in the lexicon. So if the result of cosine similarity is a value of 1 means the word

is in the lexicon, while it outputs a value of less 1, we sorted the similarity scores

and retrieved the one with the highest score.

Figure 3: An example of applying method 2

There are two reasons why this approach can overcome the disadvantages of the

lexicon-based method. The first reason is, by using the scores of the most similar

words, we can still use Warriner et al. (2013)’s lexicon to measure the sentiment of

the words that are not in the lexicon. The second reason is word embeddings encode
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the semantic information into word vectors, so the cosine similarity of word vectors

capture the semantic similarity between words, which guarantee the measurement

of sentiment is relatively accurate.

Although the pre-trained GloVe embeddings are relatively robust, some pre-

processing steps were still taken out. The word embeddings used in this approach

was the same as that used in the word embeddings and sequence models. Because

it only contains the most commonly used 400 thousand words, 31 lemmas in the

Warriner et al. (2013)’s lexicon and 13 words from the dataset are not in these

pre-trained word embeddings. After comparing the effect of computational expen-

sive and 41 lemmas are missed, we adopted the smallest pre-trained embeddings in

this approach. So the first preprocessing step took out was to eliminate the words

absent from the GloVe pre-trained word embeddings. Another preprocessing step

need to take out in this approach is to separate the words from the sentences in the

dataset since this approach can only work on word level.

3.2.3 Method 3: The USE with Warriner’s lexicon

The idea of this approach is the same as that of method 2, which is to make use of

the semantic similarity and Warriner’s affective lexicon, but the mechanism behind

is slightly different. The biggest difference between method 2 and method 3 is the

difference between the USE and the pre-trained word embeddings. As mention in

the literature review section, the USE (Cer et al. 2018) is a pre-train model, while

GloVe embeddings are pre-trained word vectors. It means that the USE can encode

sentences into vectors without any limitation on the number of sentences, but the

size of the pre-trained GloVe embeddings is fixed. Another difference is the USE is

used for sentence-level, but GloVe embeddings are working on words level only. In

fact, the USE is trained and optimised for greater-than-word length text, such as

sentences, phrases or short paragraphs.

Because of the differences in the mechanism between the USE pre-trained models

and the GloVe pre-trained embeddings, this approach overcomes the disadvantages

of method 2. Since a word can be regarded as a short sentence, so the USE can

be used for words as well while GloVe embeddings only work for words. As men-

tioned in literature review section before, by using transfer learning, which means

a single model is used to feed various downstream tasks, the USE was trained on

a diversity of data sources and a variety of tasks to accommodate a wide variety

of natural language understanding tasks dynamically. The input is variable-length

English text, and the output is a 512-dimensional vector (Cer et al. 2018), So the

USE models can generate vectors for any new input, which means any uncommon

word, any phrase, sentence, or text can be encoded into a high dimensional vector.

Method 3 makes use of this mechanism, paraphrasing a phrase or a sentence into

a word. The Transformer is used initially to translate sentences in one language

to another, while in this method, we used the USE, which adopts the encoder of
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the Transformer models, to “translate” sentences into words. The pipeline of this

method was nearly the same as that of method 2, which is to convert all the words

from the dataset and lexicon into vectors and make use of cosine similarity (Equa-

tion 1) so that we can use the scores of the most similar words measuring the words

which are absent from the lexicon. The only difference in this method is that the

USE was used to generate vectors instead of pre-trained GloVe embeddings. The

pipeline of method 3 shown in Figure 4.

Figure 4: The pipeline of method 3

Suppose we use method 3 to find out the substitution for the word ‘OK’. The

procedure of method 3 is almost the same as that of method 2. The only difference

in the procedure is that method 3 makes use of the USE to encode the words in

lexicon into vectors and encode the word ‘OK’ into a vector. The procedure is

shown in Figure 5.

Figure 5: An example of applying method 3

The USE used in this approach was trained with a Transformer encoder. There

are two different architectures in the USE. One makes use of the Transformer struc-

ture, while the other leverage deep averaging network, also known as DAN (Iyyer

et al. 2015). Due to the one based on the transformer architecture outperforms

the one based on DAN in terms of accuracy, so this approach makes use of the

Transformer based USE. The USE pre-trained model is robust so that there is no

need for preprocessing before applying the module.
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3.3 Evaluation methods

The evaluation methods for these three methods were different, given the fact that

they are different paradigms. Method 1, GloVe embeddings and LSTM, is based on

word embeddings and sequence models, while method two and method three can

be categorised as lexicon-based methods.

For method 1, as different parameters settings were used to find out the optimal

model, Stratified 10-Fold Cross-Validation and T-Test were used to estimate the

performance of different models and identify if their performances are significant

differences. Since the training set (N792) is imbalanced, the performance compari-

son was based on the informedness of the models. To evaluate the optimal model,

we used the dataset N410, which was collected in the final reflection module of the

MOOC 2017, as a test set. Also, the confusion matrix was used to have a closer

look at the performance of method 1. The confusion matrix is usually used in the

evaluation of different classifiers. It can illustrate if the system is confusing differ-

ent classes. In this research, the rows of the matrix denote the instances of actual

classes while the columns represent the instances in predicted classes. The test set

contained 410 entries of data and was preprocessed as the procedure as that of the

training set used in method 1.

For the second and the third method, we referenced to the results from two

researchers as mentioned in the data section before, and used cosine similarity

and plots to evaluate the performances of these two methods. The results from

these two approaches are the scores of the most similar words (the most similar

words can be the word itself if that word in the lexicon), and we have the results

from two researchers. Besides, each word in these two outcomes is measured by

three scores in three dimensions, valence, arousal, dominance, which each dimension

can be regarded as a high dimensional vector. By computing cosine similarity

between the dimension vector of the results from these two methods with dimension

vectors of the results from two researchers (valence to valence, arousal to arousal,

dominance to dominance), we can obtain the similarity between them to measure

the performances of the proposed methods. If the value of the cosine similarity

between two outcomes is one, it means the results of the proposed methods are the

same as the results obtained by researchers in the Dying2Learn research. Other

than that, the words chosen by algorithms were compared to the words chosen by

researchers to have a closer look at the performances of these two algorithms.

4 Results and Analysis

4.1 Method 1

From the results shown in Table 4, there was no significant difference between

the models with different parameters settings. In terms of informedness, although
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models with two layers had higher informedness mean, the results of T-Test showed

there was no significant difference between the models. In this case, we chose the

model with two LSTM layers each contains 128 neurons as a representative of

Method 1.

Two layers (128, 128) (128, 64) (64, 64) (64, 10)
Mean 0.6511 0.6304 0.6477 0.606
SD 0.0994 0.1043 0.0696 0.0971

T-Test There is no significant different

One layer 128 64 10 5
Mean 0.5524 0.5861 0.5962 0.5752
SD 0.1036 0.1102 0.0937 0.0904

T-Test There is no significant different

Table 4: Informedness of different models

Although the capacities of different setting networks are different, LSTM maybe

not suitable for this case. From the mathematical perspective, the weights asso-

ciated with a hidden layer is a matrix; inputs of a neural network are vectorised

as a vector. The matrix (weight) is used for mapping the vector (inputs) into an-

other space in which the features of inputs can be separated. In terms of layers,

the capacity of a network increases if the network with more layers. That is, that

space grows since the neurons can collaborate to express many different functions.

In terms of the size of hidden layers, it is the dimensions of the vector after the

mapping. It means the bigger the size; the more differences of features can be cap-

tured. For the classification task, the performance should be better. However, back

to this case, the use of LSTM may be a reason for the no difference between the

performance of models with different parameter settings. The LSTM was used to

capture the semantic and syntactic information for sentences. Although words can

be regarded as short sentences, the three words data which were concatenated as

inputs may not have any dependency, let alone if these three words express similar

emotions. It means that the LSTM may not be able to the semantic and syntactic

information. Therefore, LSTM may not be suitable for this case, which led to no

significant difference between the models.

The model was overfitting. Overfitting refers to that the network performs

well on the training set but cannot generalise to the test set. From the results

shown in Table 5, the model got high informedness on the training set, but only

0.64 informedness on the test set, which means the obtained model was overfitting.

A reason led to overfitting can be training set errors. As mentioned before, the

training set N792 is imbalanced, which means even in the smallest net, overfitting

can occur.

From the results of the confusion matrix (shown in Figure 6), the performance

of the model was not bad. Except for class ‘1’, class ‘2’ and class ‘3’, the deviation
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Dataset Informedness
Traning set 1.0
Test set 0.64

Table 5: The informedness of the model used in this research

of the predictions for each class is not more than one. Given the fact that the scores

in Warriner et al. (2013)’s lexicon are continuous ratings and sentiments are not

discrete, but all of the scores were rounded and averaged in the preprocessing stage

of method 1, the deviation of the predictions for each class is reasonable.

Figure 6: The confusion matrix of the model for method 1

One more finding from the experiment was the informedness of the same set-

ting models might be various. The main reason for this is that the dropout layer

randomly sets input units to 0 with a probability at each step during training time

to helps prevent overfitting. It means some neurons would be randomly knocked

out during the training time. Hence, even the settings of networks are the same,

but the performance of the networks can be different.

4.2 Method 2

From the Figure 7, although we can notice that the number of words chosen by the

algorithm is smaller than that of the words chosen by researchers, the distributions

of scores for the words chosen by researchers overlap with the distribution of scores

27



for the words chosen by method 2. Both of them have the same trend. The

reason why the number of words chosen by the algorithm is fewer is that 13 words

from the dataset are not in these pre-trained word embeddings and all of them

were eliminated in the preprocessing stage. From the distribution perspective, the

method 2 performs well for Dying2Learn research.

(a) Introduction module: N792 (b) Final reflections module: N410

(c) Introduction module: N783

Figure 7: The comparison of the distribution of results from method 2 and that from
researchers

The cosine similarity of two scores sets shows that the results of the method

2 are similar to the results obtained by researchers in the Dying2Learn research.

The values of the cosine similarity can indicate the performance of the proposed

method if reference the results obtained by researchers. In this method, because

the most similar word in the lexicon for any word is the word itself if that word

in the lexicon, we only considered the scenario that the words which are not in

Warriner et al. (2013)’s lexicon. This method achieved averaged cosine similarity

0.9856, which indicated the method performed well on the dataset. The cosine

similarities for different datasets is shown in Table 6.

The results of the comparison showed that some words chosen by method 2

might not be suitable. Some examples of the comparison are shown in Table 7.
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N792 N410 N783
Cosine similarity 0.984 0.991 0.980

Table 6: The cosine similarities for dierent datasets from method 2.

In this comparison, only the words absent from lexicon were examined. Compared

to the words obtained by lemmatisation and stemming, some of the words from

method 2 may not make sense. The most interesting point is the method 2 used

the same word ‘go’ as the researchers did to substitute the word ‘gone’, while the

algorithm used ‘do’ to replace the word ‘going’ whose lemma should be ‘go’. For

the words ‘caring’ and ‘touching’, the method 2 used ’compassionate’ and ’funny’

as the most similar words, while researchers used ‘care’ and ‘touch’.

Original Words Researchers Method 2
Lemmatisation & Stemming

going go do
gone go go

fascinated fascinate fascination
accepting accept accept
caring care compassionate

cessation cease cease
touching touch funny
prepared prepare prepare

Manually
trepidation apprehension nervousness
emotive emotional expressive
goodbyes farewell tearful
goodbye farewell farewell

autonomous independent autonomy
daunting overwhelming task

MISSING
ok - do

when - time

Table 7: Examples from the results of method 2, compared to the original words and the
words chosen by researchers.

For the words chosen by researchers manually, some of the words from method 2

still made no sense. Method 2 used ‘nervousness’, ‘expressive’, ‘task’ to be the most

similar words in the lexicon for the words ‘trepidation’, ‘emotive’ and ‘daunting’

respectively. However, these words may have different sentiments from that of the

original words. For the words ‘goodbyes’ and ‘goodbye’, method 2 used two different

words ‘farewell’ and ‘tearful’ respectively.

For those words marked MISS by researchers, the method at least found out

some words from the lexicon for them. For the word ‘ok’, the method used ‘do’ as

the substitution while used ‘time’ for the word ‘when’.
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One main factor affects the performance of the method. Although the plots

and the cosine similarity indicate the method performed well on the dataset, the

mechanism of word embeddings affects the performance of this method. Word

embeddings, including GloVe andWord2vec, are based on a fundamental hypothesis

in linguistics that similar words have similar context. This mechanism may lead to

the words that occur in the context frequently will be classified as semantic similar.

For example, the word ‘daunting’ may usually have a similar context with the word

‘task’. This may be the reason why the word ‘goodbyes’ and ‘goodbye’ have different

substitutions ‘tearful ’ and ‘farewell’ since them have different frequencies occur in

the contexts of ‘goodbyes’ and ‘goodbye’. As a result, some of the substitutions

from method 2 may not make sense.

4.3 Method 3

From Figure 8, the distribution of scores for the words chosen by method 3 overlap

with the distributions of scores for the words chosen by researchers. Both of them

have the same trend. For the dataset N783, the distributions of two outcomes

entirely overlap with each other in dominance dimension. Since the USE is an

encoder, any word or phrase and sentence can be converted into a vector. There was

no need for method 3 to find out any words absent from the pre-trained embeddings

like what method 2 did. From the distribution perspective, the performance of

method 3 similar to that of researchers for Dying2Learn research.

The cosine similarity indicates that the results from method 3 are similar to

the results from researchers. Different from the method 2, this method 3 can be

used for words, phrases and sentences. Hence, we examined all types of data. To

evaluate the performance of the method, we examined the cosine similarity (Entire

Cosine Similarity in Table 8) for the entire dataset. As the same reason mentioned

before, the most similar word in the lexicon for any word is the word itself if that

word in the lexicon, we had a closer look at the performance of this method for

the words absent from lexicon. Hence we computed another cosine similarity (Part

Cosine Similarity in Table 8) which only focuses on the words absent from lexicon.

The average of entire cosine similarity was 0.9947 while the average of part cosine

similarity was 0.9769. Both of these two indicators show the method performed

well on the dataset.

Cosine similarity N792 N410 N783
Part 0.980 0.977 0.972
Entire 0.996 0.993 0.996

Table 8: The cosine similarities for dierent datasets from method 3.

Compared to the words from Lemmatisation and Stemming, some of the words

from method 3 are better. The results are shown in Table 9. For the word ‘gone’, re-
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(a) Introduction module: N792 (b) Final reflections module: N410

(c) Introduction module: N783

Figure 8: The comparison of the distribution of results from method 3 and that from
researchers.

searchers used its lemma ‘go’ for replacement, while method 3 adopted ‘disappear’.

The sentiments of ‘gone’ and ‘disappear’ may be more similar than that between

‘gone’ and ‘go’. The same scenario for the word ‘hard-work’, when researchers used

‘hard’ to substitute, the method adopted the word ‘hardworking’.

Nearly all of the words chosen by the method are similar to those adopted by

researchers. For example, the method used the words ‘apprehensive’ to substitute

‘trepidation’, while the researchers used ‘apprehension’. For the word ‘daunting’,

the method adopted ‘troublesome’, researchers used ‘overwhelming’ instead. With

the USE, the same substitutions ‘farewell’ for ‘goodbyes’ and ‘goodbye’.

Method 3 can find out substitutions for the words marked miss from the dataset.

For the word ‘ok’, the method adopted the word ‘fine’ and used the word ‘Moment’

to substitute the word ‘when’. The most exciting one was the method adopted the

word ‘god’ to substitute the word ‘Jesus’.

For phrases and sentences, method 3 performed better than researchers occa-

sionally, but it failed to deal with negation. For instances, method 3 adopted ‘life’

for the phrase ‘part of life’, but researchers used ‘part’ instead. For the sentence “I
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Original Words Researchers Method 3
Lemmatisation & Stemming

going go go
gone go disappear

fascinated fascinate fascination
accepting accept accept
caring care care

hard-work hard hardworking
touching touch touch
prepared prepare prepare

Manually
trepidation apprehension apprehensive
emotive emotional maudlin
goodbyes farewell farewell
goodbye farewell farewell

autonomous independent independent
daunting overwhelming troublesome

MISSING
ok - fine

when - moment
Jesus - god

Phrases
part of life part life
at peace peaceful peace

Sentences
I prepare for
death with joy prepare joy

Feelings of sadness
about leaving loved

ones behind feeling grieving
Not quite ready unprepared ready

Table 9: Examples from the results of method 3, compared to the original words and the
words chosen by researchers.
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prepare for death with joy”, method 3 used ‘joy’ while researchers used ‘prepare’.

The word ‘joy’ can express more emotion than the word ‘prepare’. Another exam-

ple is the sentence “Feelings of sadness about leaving loved ones behind”. When

researchers used the word ‘feeling’ to summarise the sentence, the method used the

word ‘grieving’, which is not in the sentence, to paraphrase the sentence. However,

the method cannot deal negation. From the sentence “Not quite ready”, it used

‘ready’ to substitute.

The Transformer structure is the main factor that makes method 3 outper-

formed other methods explored in this research. As discussed in the literature

review section, the Transformer is initially used for neural machine translation.

The encoder of Transformer models considers the relation between each word and

the other words in the sentence and find out which word should be focused when it

encodes that sentence. This mechanism makes the models be able to capture the

semantic and syntactic information of the sentence. The USE makes use of the en-

coder of the Transformer models. Therefore, this method can summarise sentences

into words. The main reason why method 3 cannot deal with negation may also be

because of the Transformer mechanism. Back to the example “Not quite ready”,

although the vector encoded with the negation information, the encoder focused on

the word ‘ready’. Also, in the research, we try to “translate” a sentence into a word

by using the USE. This may lead to a loss of information since the “translation” is

originally for sentences to sentences.

5 Discussion

Many artificial intelligence algorithms are available today, but they may not fit for

all the problems in reality. The method 1 was expected to be a solution for Dy-

ing2Learn research, but it has some limitations. For the dataset from Dying2Learn,

method 1 cannot deal with words and sentences at the same time. If the model

takes either a word, a phrase or a sentence as input and predict the sentiment of

that input, there will be three results for each participant since they used three

separated words to describe their feelings. There should be another algorithm to

deal with these three results and identify a final emotion result for the participant.

If we concatenate the phrase and sentences as what we did in method 1 for words,

the length of inputs can be various, and this can affect the performance of the

model. The results from Stanford sentiment treebank (Socher et al. 2013) shows

that even the model with tree structure, it achieved 80.7% accuracy for five classes

sentiment classification on the phrase level but only 45.7% accuracy on the sen-

tence level. Besides, the model can only classify discrete values in one emotional

dimension. However, according to Osgood et al. (1957), one dimension and discrete

values may not be sufficient and adequate to describe the spectrum of people’s sen-

timent. Therefore, method 1 is an excellent example to illustrate that although
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many models and algorithms are available today, they may not be suitable for the

dataset from reality.

Data is the most important element for neural networks. Some algorithms peo-

ple used today can date back to 1990s or even earlier, such as backpropagation al-

gorithm (Rumelhart et al. 1986), recurrent neural network (Rumelhart et al. 1986)

and Long short-term memory neural network (Hochreiter & Schmidhuber 1997).

Deep learning did not take off at that time, one reason was lacking data. Even now,

we are in the big data era, lacking data may still be the biggest problem affecting

the research. All the neural networks are data-hungry. Method 2 and method 3 are

examples of this matter. People do not need to use the pre-trained word embed-

dings. They can obtain their own word embeddings by training word embedding

algorithms on some specific corpora, or like Chawla et al. (2019) redefined the loss

function of the algorithm to achieve higher performance on specific tasks. However,

no matter in which way, a vast and high-quality corpus or many high-quality cor-

pora are needed. Otherwise, the performance of the embeddings would be affected.

Back to method 2, because it is not easy to access high-quality corpora, we adopted

the smallest GloVe pre-trained embeddings, although it achieved high cosine sim-

ilarity with the results from researchers, from the word by word comparison, we

can conclude that the words from method 2 may not make sense. Due to the same

reason, the limitation of training data available for many NLP tasks, researchers

Cer et al. (2018) released the USE to help people with this difficulty. This was also

the reason why we employed the USE in method 3.

Methods Words Sentences Continues Ratings
1. GloVe with LSTM ✓ ✓ ✗

2. GloVe with Lexicon ✓ ✗ ✓

3. The USE with Lexicon ✓ ✓ ✓

Table 10: The comparison of the three methods discussed in this study.

Compared to method 1 and method 2 (shown in Table 10), method 3 is the

best of the approaches explored for Dy2ing2learn research. It can work on the

sentences and words from the dataset at the same time. Also, it measures the

sentiment of the data by Warriner et al. (2013)’s lexicon. Besides, method 3 can be

used as a black box tool for researchers. Due to the input data do not need to be

preprocessed. Researchers only need to input the data from Dying2Learn research;

the algorithm will output the results. Therefore, method 3 meets the objectives

of this research that propose an automatic, accurate and efficient solution. The

only limitation with method 3 is that it cannot deal with the negation. Because

of the Transformer mechanism, and we applied this mechanism for “translating”

sentences into words, the algorithm focuses on the most important word but ignores

the negation. Except for this limitation, method 3 is robust in any aspect.

The proposed solution (method 3) has been applied to the Dying2Learn MOOC
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2017, and the results indicate the same suggestion as Tieman et al. (2018) concluded

in their research that Death Attitudes increased significantly following the partici-

pation of the MOOCs. The results of applying method 3 on datasets from MOOC

2017 to analysis the changes in participants’ sentiments are shown in Figure 9. We

compared the words participants used in the introduction module of the MOOC to

describe their personal feelings (N792) and how other people think about death and

dying (N783). Also, we examined the changes in sentiments between the beginning

(N792) and the end of the MOOC (N410). All the comparisons only considered the

participants took part in corresponded sections. Figure 9 (a) illustrates that the

words used by participants to describe their personal feelings of death and dying

were happier, calmer and more dominated while they used more unpleasant, more

arousing and more submissive words to describe the perceived perspective of others

of death. The result of the comparison between N792 and N410 indicates that after

taking part in the MOOC, people used more positive, more dominated but same

level excitable words to describe their feelings about death (shown in 9 (b)).

(a) N792 (mw) VS N783 (ow) (b) N792 (mw) VS N410 (mwr)

Figure 9: The results of applying method 3 on datasets from MOOC 2017 to analysis
the changes in participants’ sentiments. ‘mw’ refers to the words used for describing
participants personal feelings in introduction module, when ‘mwr’ refers the words used
in final reflection module. ‘ow’ refers to the words used to describe how other people
think about death and dying.

The limitations of this present research and future works for these limitations

can be summarised as the following five aspects:

1. Improvement: Although method 3 is robust and outperformed other algo-

rithms explored in this research, it cannot deal with the negation at the mo-

ment. An improvement will be taken out in the future work to solve this

problem.

2. Applications: The proposed method, method 3, only have been applied to the

data from MOOC 2017. However, there are three more years of data from

Dying2Learn research. Besides, many comments in the Dying2Learn have not
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been examined yet. Method 3 may help with all these data and identify the

when and which activities exactly made the emotions of participants change.

Hence, one of the future directions of this research can be applying the method

3 to all the MOOC activities.

3. Evaluation: the proposed solution was evaluated in terms of the distribution of

the results and the cosine similarity. However, there should be a qualitative

analysis of chosen words with domain experts to make sure the proposed

solution (method 3) is suitable and reliable for Dying2Learn research.

4. Data: data and privacy are always problems with data-driven algorithms.

For one side, data are always inadequate. For the other side, privacy infor-

mation concern is another problem, especially for medical. Beaulieu-Jones

et al. (2019) made use of generative adversarial nets, or GANs (Goodfellow

et al. 2014), to generate simulated, synthetic participants that closely resem-

ble participants. The results of their research suggest that synthetic data

can be used to perform hypothesis-generating analyses and overcome the pri-

vacy information concern. Back to this research, lacking data was the biggest

problem. If the GANs can be based on the data from Dying2learn to generate

simulated data, then it would be helpful for the research. More than that,

synthetic data also can be used to prevent the abuse of participants’ privacy

information. Therefore, the last direction of this research can be investigating

the possibility of using GANs to generate data.

6 Conclusion

With deaths rate increasing, people are more likely exposed to death and dying.

Under this circumstance, Dying2Learning research provides domain experts with

an opportunity to have a closer look at the people’s opinions about death and

dying for improving the public’s death competence. However, there are still many

text-based comments from the activities of the research have not been examined

yet. Therefore the present study developed an automatic and efficient solution

for sentiment analysis by using natural language processing technologies to assist

Dying2Learning research.

The difficulties of sentiment analysis algorithms, capturing semantic and syn-

tactic information, were discussed in the literature review section. Based on these

difficulties, we reviewed three types of baseline algorithms which are Naive Bayes,

SVM and lexicon-based algorithms and concluded that these baseline algorithms

might not be suitable for the Dying2Learn research. More than that, the algorithms

used for capturing semantic and syntactic were also discussed in the literature re-

view section.

To develop an effective and accurate algorithm for Dying2Learn research, we

explored the neural network method (Method 1 in the Experiments section) and
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proposed two novel methods which combines embeddings and Warriner’s affective

lexicon. The results from these three methods suggest that method 1 does not

fit in the purpose of the research giving the fact that it cannot deal with words

and sentences from the dataset at the same time. From the evaluation, method 2

performed well on the dataset, but when looking at the words chosen by method

2, it cannot be the solution. Besides, the method 2 cannot deal with sentences.

Method 3 is the best option explored for the dataset from MOOC. With the

help of the Transformer architecture, the USE can encode words and sentences into

vectors and capture the semantic and syntactic information. Although method

3 cannot deal with the negation at the moment, it outperformed the other two

methods. For some phrases and sentences from Dying2Learn research, method 3

even outperformed human performance in some situations. It meets the objectives

of this present study that develop an efficient and accurate solution. The proposed

solution (method 3) has been applied to the Dying2Learn MOOC 2017, and the

results indicate the same suggestion as Tieman et al. (2018) concluded in their

research. Therefore, method 3 is the best of the approaches explored and can be

used for Dying2Learn research. To further the study, we take out future work for

the development to improve the method we proposed in this study.
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Cho, K., Van Merriënboer, B., Gulcehre, C., Bahdanau, D., Bougares, F., Schwenk,

H. & Bengio, Y. (2014), ‘Learning phrase representations using rnn encoder-

decoder for statistical machine translation’, arXiv preprint arXiv:1406.1078 .

Chomsky, N. (1965), Syntactic structures., Janua linguarum. Series minor; nr. 4,

Mouton, The Hague.

Chomsky, N. (1969), ‘Some empirical assumptions in modern philosophy of lan-

guage’.

Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K. & Kuksa, P.

(2011), ‘Natural language processing (almost) from scratch’, Journal of machine

learning research 12(ARTICLE), 2493–2537.

38



Commission, A. P. (2013), An Ageing Australia: Preparing for the Future, Produc-

tivity Commission.

Das, S. & Chan, M. (2001), ‘Extracting market sentiment from stock message

boards’, Asia Pacific Finance Association 2001.

Dave, K., Lawrence, S. & Pennock, D. M. (2003), Mining the peanut gallery: Opin-

ion extraction and semantic classification of product reviews, in ‘Proceedings of

the 12th international conference on World Wide Web’, pp. 519–528.

Firth, J. R. (1957), ‘A synopsis of linguistic theory, 1930-1955’, Studies in linguistic

analysis .

Fonseca, L. M. & Testoni, I. (2012), ‘The emergence of thanatology and current

practice in death education’, OMEGA-Journal of Death and Dying 64(2), 157–

169.

Gamon, M. (2004), Sentiment classification on customer feedback data: noisy data,

large feature vectors, and the role of linguistic analysis, in ‘COLING 2004: Pro-

ceedings of the 20th International Conference on Computational Linguistics’,

pp. 841–847.

Gellie, A., Mills, A., Levinson, M., Stephenson, G. & Flynn, E. (2014), ‘Death: a

foe to be conquered? questioning the paradigm’, Age and ageing 44(1), 7–10.

Goodfellow, I., Bengio, Y., Courville, A. & Bengio, Y. (2016), Deep learning, Vol. 1,

MIT press Cambridge.

Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S.,

Courville, A. & Bengio, Y. (2014), Generative adversarial nets, in ‘Advances in

neural information processing systems’, pp. 2672–2680.

Hochreiter, S. & Schmidhuber, J. (1997), ‘Long short-term memory’, Neural com-

putation 9(8), 1735–1780.

Hughes, S., Preston, N. J. & Payne, S. A. (2016), ‘Online learning in palliative care:

does it improve practice?’, European Journal of Palliative Care 23(5), 236–239.

Huq, M. R., Ali, A. & Rahman, A. (2017), ‘Sentiment analysis on twitter data using

knn and svm’, IJACSA) International Journal of Advanced Computer Science

and Applications 8(6), 19–25.

Iyyer, M., Manjunatha, V., Boyd-Graber, J. & Daumé III, H. (2015), Deep un-
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