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ABSTRACT 

Against the continuum electrostatic description of the image charge interaction, it is known that 

inorganic ions are present at the vapour-water interface and show ion specificity in their 

presence/absence at the interface. Ion specificity for the presence/absence of inorganic ions at the 

vapour-water interfaces has been investigated using various advanced surface-sensitive techniques 

as discussed in this thesis. However, it is still largely unexplored at other vapour-solvent interfaces. 

Here, the specific ion effects (SIE) for the distribution of monovalent inorganic ions along the depth 

scale at the vapour-solvent interfaces of 4 non-aqueous solvents are investigated. Neutral impact 

collision ion scattering spectroscopy (NICISS) is employed to elucidate the ion specificity within the 

distribution of ions at these vapour-solvent interfaces. NICISS provides individual ion concentration 

depth profiles (CDPs) formed from the inorganic electrolytes dissolved in the solvents. This 

information is obtained from the energy loss of helium projectiles during their trajectory into the 

sample and then backscattering from the samples’ constituent elements. Employing NICISS, in this 

thesis, the complexity of ion specificity due to separate ion contributions and solvent perturbations 

at the vapour-solvent interface is presented. 

Thirteen different glycerol solutions are studied to compare CDPs of inorganic monovalent ions. 

Results show that smaller chloride ions (Cl-) are comparatively more abundant at the vapour-glycerol 

interface than larger bromide ions (Br-) and show equal enhancement to larger iodide ions (I-). This 

is in contrast with aqueous electrolyte solutions but consistent with the expected influence of the 

change in the solvent. NICISS measurements reported here reveal the anions’ strong influence 

towards the CDPs of the cations, but cations only influence the CDP of Br-, whereas Cl- and I- 

distribution are mostly independent of the counterion. Following, a reverse Hofmeister series for 

monoatomic inorganic ions at the vapour-formamide interface in comparison to the vapour-water 

interface is reported. The CDPs of ions are found to be independent of the counterion at the vapour-

formamide interface. The latter observation suggests that the ions in formamide follow a “Hofmeister 

paradigm” where the counterion has no impact on the order of the series. This is also observed in 

the various electrolyte solutions through X-ray absorption near-edge structure (XANES) 

measurements. Even though a negligible counter-ion effect is observed, cations seem to drive the 

overall depletion of electrolytes which is measured using NICISS and suggested through surface 

tension measurements. 

In the last experimental chapter, ionic CDPs of selected monovalent inorganic electrolytes were 

investigated at the vapour-solvent interfaces of propylene carbonate (aprotic) and benzyl alcohol 

(protic). Here, the SIE at both solvent interfaces is alike suggesting that the interfacial hydrogen 

bonding does not influence the ion-specific CDPs at these vapour-solvent interfaces. The dominant 

role of cations in overall electrolyte depletion is also observed. This work further emphasizes the 

importance of anion-cation interactions towards ion specificity at the vapour-solvent interface. These 
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overall findings display the variation in ionic behaviour at various vapour-solvent interfaces thus 

displaying the role of solvent perturbation towards the ion specificity. These findings were then tested 

against various existing concepts and hypotheses for the adsorption/desorption of ions at the vapour-

water interface to elucidate the underlying mechanism of ion specificity at the vapour-solvent 

interfaces.   
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CHAPTER 1 : INTRODUCTION AND LITERATURE REVIEW 

Section 1.5.1. is reformatted and edited version of a section of an accepted book chapter. This 

book chapter is part of the Elsevier’s Encyclopedia of the solid-liquid interface which currently 

is in press. See the Contextual Statement section for details on the contribution of the author 

of this thesis to the accepted version of the book chapter. 

Section 1.5.3. is reformatted and edited version of a section for a perspective article published 

in a peer-reviewed journal. See the Contextual Statement section for details on the 

contribution of the author of this thesis to the published version of the manuscript.  

Reference for the published version:  

Gregory, K.P., Elliott, G.R., Robertson, H., Kumar, A., Wanless, E.J., Webber, G.B., Craig, 

V.S., Andersson, G.G. and Page, A.J., 2022. Understanding specific ion effects and the 

Hofmeister series. Physical Chemistry Chemical Physics, 24(21), pp.12682-12718. 

1.1. Overview 

Search for understanding ionic behaviours is going on for centuries. For instance Aristotle’s 

explanation for the desalination process for water purification is based on the ion exchange 

process [1, 2]. Now in the 21st century the term for explaining ionic interaction is various 

occurrence is “Specific ion effects”. The term ‘Specific ion effects (SIE)' covers instances 

where physical, chemical and biological properties of a system depend on the type of ions 

present in it and not just by its charge or ionic strength in the system [3]. SIE is a convolution 

of a plethora of studies on electrolyte solutions [4], protein precipitation [5-7], bubble 

coalescence [8-10], polymer brushes [11, 12], self-assembled monolayers [13-15], and 

biological ion pumps [16]. 

The first systematic investigation on electrolytes (or salts) were carried out by Poiseuille [17] 

who found that some electrolytes increase the viscosity of water more compared to the other 

electrolytes. Later this change in the viscosity of water due to electrolyte presence was 

investigated by Jones & Dole [18]. They reviewed previous studies [19-23] on viscosity change 

by electrolytes and described this change as the stiffening of lattice due to interionic forces 

exerted by these electrolytes. Following this explanation, they derived the infamous Jones- 

Dole coefficient [18]. Developing from Jones & Dole’s explanation, Frank & Evans [24] 

classified ions as ‘Water makers structure’ and ‘Water Breaker Structure' and later “close to 

the synonym” of these terms were coined as Kosmotropes & Chaotropes. ‘Kosmotropes’ was 

termed by Washabaugh and Collins [25] while ‘Chaotropes’ was named by Hamaguchi and 
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Geiduschek [26] based on the  chromatographic behaviour of ions on ordering or disordering 

of water molecules. Kosmotropic & Chaotropic ions do not have long-range effects on water 

molecules and hence are considered "close to the synonym" to water structure maker and 

breaker terms.  

Most referred/discussed work on electrolytes (or salts) in the interest of this thesis was 

presented by Lewith and Hofmeister in the late 19th century. Through a series of investigation, 

they described the salting-in (dissolving) and salting-out (precipitating) effects of various 

electrolytes on egg white globulin (or protein). They described this occurrence as salt’s ability 

to destabilize the egg white globulin and cause globulin to precipitate or salts’ ability to 

enhance the egg white globulin stability in the solution [27]. They further added that "one can 

use this physiochemical behaviour of salts to form an order based on its water-absorbing 

effects, but we don’t know much about this water-absorbing activity of salt". Following these 

series of  investigations, the Hofmeister series for ions was coined [28]. The Hofmeister series 

is a combination of various orders developed by researchers like Voet [29], Freundlich [30] & 

Pearson [29, 31, 32]. Freundlich [30, 33] discovered the Lyotropic effect while providing an 

explanation for increment in molar surface tension in electrolyte solutions with Hofmeister salts 

and Voet [29] employed this theory to obtain an ionic series and quantitatively explained the 

surface tension increment by calculating the lyotropic number of salts in agar and gelatin 

lyophilic colloids. Later, Pearson [31] classified ions according to their softness and hardness 

(not the same as Kosmotropic and Chaotropic nature of ions) by measuring the heat of 

formation of halides in the gas phase and other thermodynamic properties which were not 

specific to Hofmeister or lyotropic ions but to all alkali metals ions. Most of these terminologies 

of ionic behaviour and trends within were compiled by Mazzini and Craig [34] as shown in 

Figure 1-1. 
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Figure 1-1: The Hofmeister and Lyotropic series of ions in water. The order of ions is represented 

with the strong protein precipitating ability on the top and with weak ability in the bottom. The 

variation in each series for an ion is indicated by the individual boxes. Reproduced from [34] 

with permission from the Royal Society of Chemistry. 

1.1.1. Omnipresence/Significance of Specific Ion effects 

In an ideal electrolyte solution, SIE emerges from ions itself which is predominant in nature. 

For example, it is hard to find water that does not contain any ions in it. There are over 4000 

bottled water companies that package mineral water with different types of minerals as 

ingredients. SIE occurs in complex systems and controls the functioning of biological 

molecules i.e., bacteria growth [35], enzymatic activity [36, 37], water retention process of 

wool [38] and even controls the colour of salts we sprinkle on our food. Himalayan salt is pink 

in colour and contains trace mineral ions such as potassium, magnesium, and calcium but 

common table salt is white being essentially pure sodium chloride. So, understanding SIE is 

essential to untangle these conceptions of complex systems. 
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SIE is important in understanding atmospheric chemistry as seawater aerosols contains a 

range of ionic species and their presence can alter N2O5 reaction by forming ClNO2 and BrNO2
 

in presence of Cl- and Br- respectively [39, 40].  Salt solution rejection occurring in the arctic 

regions is one of the reasons for the melting of ice as an aftermath of climate change [41]. 

When the sea water or ocean wave crashes near beaches we can see the foam formation, 

but a similar effect does not result with waves in lakes. This is an action of inhibition in bubble 

coalescence caused by electrolytes' presence in seawater [8, 42]. The solubility of a gas in 

water changes according to the ionic presence hence SIE governs marine life sustenance as 

the amount of oxygen or other important gas solubility changes with the electrolytes present 

in the water bodies [43].  

Recently researchers have utilized a salt-based method to increase the stiffness and 

biodegradability of collagen scaffolds [44]. Versteegden et al. patented a diseased seed 

amplification process that is influenced by SIE [45].  Hofmeister effect has been found to 

influence chemotaxis [46, 47] which refers to an organism's ability to move. Chemotaxis 

commands the food collection process in bacteria & algae, wound healing [48], and tumour 

metastasis [49]. SIE influences ion’s kinetic ability towards corrosion as anion-specific 

hydration property has an influence on the corrosion phenomenon in tin [50]. There are 

experimental proofs of ionic influence in drug delivery [51], wastewater treatment [52], oil 

recovery [53], solvent extraction [54], and surface coatings because supramolecular self-

assembly of surfactants are also ion dependent [55, 56]. Na+ and Ca2+ have been shown to 

influence ordering in lipid films [57]. In the model solvent extraction and cell membrane 

processes [58] heavier lanthanide ions are shown to form an inverted bilayer (a 

thermodynamically unfavourable system) at air-liquid [59] and oil-water [60, 61] interfaces. 

Polymeric 3D-Chain arrangements (conformations) are rich in ion specificity and have 

applications in the development of next-generation lithium polymer batteries [5, 62]. 

1.2. Debye- Hückel Theory 

Much of our thinking for electrolyte solutions is underpinned by the Debye- Hückel theory. 

Based on the observation from the freezing point depression of electrolyte solutions, Peter 

Debye and Erich Hückel explained that the organized distribution of oppositely charged ions 

is related to their activity in electrolytesolutions. This activity is related to the activity coefficient 

given as activity over concentration of the solute (electrolyte) in electrolyte solutions [4]. 

Further using the linearized Poisson-Boltzmann equation they introduced the Debye length 

(𝑘𝐷
−1) that explains the organized separation of opposite charges in the electrolyte solution. 

This separation of opposite charge in electrolyte solution is dependent upon the concentration 

of electrolyte and dielectric permittivity (𝜀𝑟) of the medium given as:  
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𝑘𝐷
−1 =  (

𝜀0𝜀𝑟 𝑘𝐵𝑇

𝑞2𝑛𝑗𝑧𝑗
)

1/2

                                             (1) 

Where, q is the charge of the ion, 𝑛𝑗 and 𝑧 𝑗 are the number density and valance of ion 𝑗.  The 

Debye-Hückel theory of electrolytes has acceptable predictability for ionic interactions in   

dilute electrolyte solution but failed at electrolyte concentration higher than 0.1 Molar (M) 
0F

a. 

Assumptions made here were that in an electrolyte solution, all charges are considered 

spherical point charges and not affected by the polarizability of solvent molecules. However, 

Washabaugh and Collins [25] showed that ionic hydration depends on the charge density of 

ions proving that ions do not act as a point charge and that the assumption of point charge 

ignores the ion specificity. 

1.3. Laws of Matching Water Affinity  

One of the most important theories for SIE investigation is the Collins “Law of matching water 

Affinity (LMWA)”. Collins [65] argued that the degree of ion pairing is determined by the relative 

water affinity (charge density) of the ions and their counter-ion.  Ions with matching water 

affinity form closely associated 'contact' ion pairs, which lowers the solubility of their composite 

electrolyte whereas if ions have a mismatch in affinity, then they will have stronger interaction 

with water and higher solubility (Figure 1-2 (a)). Collins made this argument from a collection 

of experimental evidence (viscosity B coefficient, Nuclear magnetic resonance (NMR) 

spectroscopy, size exclusion chromatography, and Neutron and X-ray diffraction) and 

thermodynamical observation [25, 66, 67]. The thermodynamic foundation was based on the 

volcano plot with axes of constitute electrolytes’ standard heat of solution vs differences in 

absolute heat of hydration for anion and cation in the gas phase at infinite dilution (kcal mol-

1). The volcano plot (Figure 1-2 (b)) trend showed that the two composite electrolytes with two 

Chaotropic or Kosmotropic ions will take off heat (unfavourable solvation) thus locate on the 

maxima of the volcano plot whereas constitute electrolytes of Kosmotropic – Chaotropic or 

Chaotropic – Kosmotropic ions will give off heat (favorable solvation) and locate at the bottom 

ends of a volcano plot.  

 
a For defining the electrostatic separation between charges (called screening), the Debye length works 

up to 1 M but at higher concentrations (< 1 M), underscreening of the Debye length is observed. 63.Liu, 

G., D. Parsons, and V.S.J. Craig, Re-entrant swelling and redissolution of polyelectrolytes arises from 

an increased electrostatic decay length at high salt concentrations. Journal of Colloid and Interface 

Science, 2020. 579: p. 369-378, 64. Perez-Martinez, C.S., A.M. Smith, and S.J.F.d. Perkin, 

Underscreening in concentrated electrolytes. 2017. 199: p. 239-259..  
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There have been successful attempts to extend this seminal theory to other solvents as the 

Law of matching solvent affinity, and the Law of matching effective ion size which is presented 

in the next section. Further, LWMA is well accepted to define the interaction of 

macromolecules with the anions at aqueous interfaces [67]. Thus, this framework can be 

extended to vapour-water interfaces where the relative affinity of ions for water determines the 

comparative strength of their interactions with surfaces - ions of higher water affinities are 

more strongly depleted from the surface since they prefer to reside in the bulk solution.  

One irregularity in LWMA is that it assumes that the large ions will interact weakly with water 

during which the water-water interaction will be more favourable. However, the Gibbs free 

energy of solvation for large ions like Cs+ or I- is still negative i.e., favourable, hence this 

justification is unsustainable [68]. These favourable interactions of large ions result from 

dispersion interactions as quantitatively shown by Salis and Ninham [69].  

 

Figure 1-2: Collins rank ordering for ion interaction in water and (b) the volcano plot of ions in 

water depending on the choice of ion interactions. Reproduced with permissions from ref[65] 

1.4. Briefing of Specific Ion Effects Investigation for Non-aqueous 
Solvents 

There are plenty of research done for Hofmeister series in water, but this series often changes 

in solvents other than water and no proper explanation was found for this behaviour. Werner 

Kunz in his review of trends in SIE brought up an interesting topic that there is not any 

systemized research done with SIE in nonaqueous solvents [28]. Since then, advances have 

been made in the field to a considerable extent, this section will present an overview of existing 

research with ions in nonaqueous solvents and a summary of Mazzini & Craig’s work [34, 68, 

70-73] which has inspired this thesis. 
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The very first work with ions and non-aqueous solvents in relevance with SIE was done by A.J 

parker [74] in the early 60s through a review of anions solvation effect in aprotic solvents and 

its conductance analysis. Following a similar analysis, Symons & Butler [75] studied the ion-

solvent interaction in methanol employing NMR spectroscopy. While Melendres [76] 

investigated and obtained NMR experimental data of cations' magnetic relaxation time in the 

water together with methanol and found a similar trend for both solvents. Most vital work was 

done by Marcus & co-workers [77, 78] [79] [80] by the compilation of data for ions in various 

solvents. Marcus and Hefter [79] calculated ionic partial molar volumes for electrolytes in 

various solutions. In a later publication, Marcus & Jenkins [80] revised ionic B coefficient data 

in water and non-aqueous electrolyte solutions by splitting electrolytes B coefficient into 

cations and anions by selecting a reference ion. Further, Marcus & Hefter [81] collected the 

data available in literature for ion-solvent interactions at infinite dilution and separated the 

cation and anion contributions to discuss various ion-solvent interactions.  Later, Marcus [82] 

published a book with a combined review of all these works and provided extensive 

information for ionization potentials, electron affinity, ion solvation, Gibbs free energy, enthalpy 

calculations, etc. which made finding information on ionic properties and their interaction with 

various solvents easily accessible. Peruzzi et al. investigated potassium electrolytes solubility 

in ethylene carbonate (EC), aprotic solvents with no hydrogen-bonded species present. They 

found that the electrolytes in EC followed the Hofmeister series hence disproving the old belief 

that ion specificity emerges from the effects of water hydrogen-bonded nature [83]. They 

explained this as an effect of ion-electrostatic interactions with the dipole of solvent and the 

contribution of dispersion interactions. Succeeding this work authors made a comparison with 

similar experiments in propylene carbonate (PC), a solvent with a similar structure to EC with 

the attachment of the methyl group on the ring structure. Results from this comparison also 

followed the Hofmeister series with few exceptions due to the limited solubilities of electrolytes 

in PC [84]. 

Recently Mazzini & Craig in a series of publications investigated SIEs based on various 

phenomena i.e., electrostriction [34], partial molar volumes [34], Volcano plot [68], 

solvadymaic radius, and polyelectrolyte brush conformational change [71] in non-aqueous 

solvents. In their first extensive article, Mazzini and Craig [70] collected an arranged existing 

data for NMR molecular reorientations time, the molar heat capacity of ions at infinite dilution, 

Viscosity B coefficient of ions and relative dielectric decrement due to ion concentrations in 

various non-aqueous solvents whilst looking for a common pattern. They found that the 

Hofmeister series is not consistently present throughout the experiments for cations and 

anions. However, the overall collection showed a qualitatively consistent Hofmeister series for 

anions and reverse lyotropic series for cations in non-aqueous solvents. This review was 
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notable as it showed the depth of complexity involved with SIE while proving that Hofmeister 

or lyotropic series does not necessarily limit to protic solvents [70].  

In the second publication [34], Mazzini and Craig investigated the SIE at infinite dilution for 

electrostriction and molar partial volume of electrolytes in 12 aqueous and non-aqueous 

solvents. Electrostriction is defined as the ionic movement in solvent based on its electric field 

and molar partial volumes are defined as the change in volume of a solution by the addition 

of one mole of solute at constant pressure, temperature, and other relevant solvent 

components. Within electrostriction and partial molar volume change at infinite dilution, they 

found a Hofmeister and reverse Hofmeister (lyotropic) series with few exceptions present in 

ethanol, acetone, and N-methyl formamide. The authors also normalized electrostriction data 

to evaluate the degree to which ionic size affects electrostriction hence making this 

investigation truly ion specific. Overall this investigation showed that ion specificity is 

independent of solvents and the belief of Hofmeister series discrepancies at infinite dilution 

[85] was disproven. These collections of datasets were explained based on the hypothesis 

that SIE will be found in any solutions at infinite dilutions when electrostatic effects and 

dispersion forces effects are considered equal [86].  

Furthermore, Mazzini & Craig explored the volcano plot for ions in non-aqueous solvents to 

find if LMWA extends to solvents other than water [68]. Their results showed that the LMWA 

and volcano plot holds for ions in protic and aprotic solvents in all investigated thermodynamic 

cases (with few exceptions). This eminent investigation also showed that the maxima of a 

volcano plot shifts with the solvents due to solvent perturbation [68]. This solvent perturbation 

primarily arises from the fact that the effective ionic radii, hence the solvation of ions in each 

solvent is different [87]. Moreover, moving from one side arm of the volcano plot to the other 

side arm, a counter-ion-induced SIE reversal can be observed.  

Finally, Mazzini et al. [71] investigated anions effects with sodium electrolytes in 5 solvents: 

water, dimethyl sulfoxide (DMSO), formamide, PC and methanol employing size exclusion 

chromatography (SEC) (motivated by Washabaugh and Collins study [25]). From SEC 

measurements, authors found that the sodium electrolytes in water and methanol follow a 

Hofmeister series while ions in DMSO and PC followed a revered Hofmeister series. While 

ions in formamide showed an inconsistent trend. Extending their efforts Mazzini and co-

workers studied SIE towards swelling and collapsing of PMETAC brushes in the same list of 

non-aqueous solvents and electrolytes.  For this investigation quartz crystal microbalance in 

dissipation mode (QCM-D) was used to measure rheological changes in polyelectrolyte 

brushes.  Authors observed a similar trend to the SEC experiments for the conformation 

changes caused by ions with the exception that ions in formamide followed the Hofmeister 
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series at the weaker degree [71]. These behaviours were interpreted as an interplay between 

ion and solvent polarizability where less polarizable solvents i.e., water and methanol showed 

the Hofmeister series and highly polarizable solvents i.e., DMSO and PC showed a reversal. 

Consequently, formamide being a solvent with intermediate polarizability showed an 

inconsistent trend when accounting for both experimental situations. 

Following Mazzini and Craig’s imminent work, various other research groups studied the SIE 

in non-aqueous solvents. Gregory and co-workers [88] investigated the Lewis Strength 

correlation for SIE in water and non-aqueous solvents using energy decomposition analysis 

(EDA) for ion-NIPAM polymer model systems. Authors discussed their observations based on 

the available dipoles for ions within the NIPAM polymer structure i.e., carbonyl moiety of 

NIPAM for cation and hydrogen bonded amine group for anion favourable interaction. Their 

calculations followed the Hofmeister series in non-aqueous solvents (methanol and DMSO) 

as F- binds to the NIPAM model strongest and SCN- weakest. To further understand the 

reasoning behind this phenomenon, continued work was done in vacuum conditions without 

any solvent and a Hofmeister series was still observed. This meant that solvents were not 

affecting the Lewis strength of the ion-NIPAM polymer model. From this investigation, Gregory 

and co-workers concluded that the Lewis strength index can be used as a fitting parameter for 

further works and that the ion specificity originates from ions themselves. However, solvent 

parameters need to be included in calculations to account for polarizability and dispersion 

interactions. Gregory and co-workers also observed that the inclusion of anion-cation 

interaction (when ion pairs were forced computationally) within ion-NIPAM interaction in water 

results in a series reversal compared to when only single ion interaction is included. This 

observation showed the significance of anion-cation interactions for ion specificity [88]. Further 

investigating this matter, Gregory and co-workers [89] found that the Lewis strength of a 

solvent quantified through the Gutmann acceptor number (AN) provides a quantitative 

correlation with the Gibbs energy required to transfer ions from water to non-aqueous solvents. 

This quantitative correlation was associated with anions' radial charge density parameter 

"Sho” and following this correlation, SIE reversal can be predicted. This ideology of Lewis 

acidity/basic nature ions comes from Pearson’s hard and soft acids and bases (HSAB) law 

[31]. Following HSAB, Pearson defined that the combination of hard acids (cations), and hard 

bases (anions) are non-polarizable whereas combination of soft acids and bases are 

polarizable and both combinations form a strong ion pair. LMWA shows a strong resemblance 

with the HSAB theory. Albeit Pearson categorized ions including transition metals and non-

ionic molecules which were not considered in LMWA.  
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Following onto a similar path of LMWA and HASB theory, Smiatek and co-workers [90-92] 

provided a detailed description of SIE and defined the Soft and weak acids and bases (SWAB) 

law [93]. Employing conceptual density functional theory (DFT) calculations, Smiatek and 

Miranda-Quintana [93] showed that the chemical reactivity index like chemical hardness (η) 

and electronegativity (𝜒),  of ions and solvents are important to understand SIE in aqueous 

and non-aqueous solvents. Where η is the representative term of the inverse ion polarizability 

which can be calculated by taking the energetic difference between ionic Higher occupied 

molecular orbital (HOMO) and Lowest unoccupied molecular orbital (LUMO) states. Following 

SWAB law, Smiatek and co-workers [90, 92-95] suggested that if the electronegativity of cation 

(𝜒𝐶) is large compared to the solvent's electronegativity (𝜒𝑆), and the solvent's 

electronegativity is large compared to anion's electronegativity (𝜒𝐴)  then anion and cations 

will have higher solvation energy in a respective solvent. In this case, the cations and anions 

will be strong acids and bases respectively and form the strongest ion pairs in the solvent of 

intermediate electronegativity index. This law is similar to the HSAB law [31] but considers the 

solvent perturbation towards SIE and provides a detailed rationale for the law of matching 

solvent affinity (an extension to the Law of Matching Water Affinity [65]).  

Interest for SIE in the non-aqueous solvent is growing [72, 96-98]. From this overview, we can 

see that important work has been done with SIE that proves that water is not a special solvent. 

This overview also shows that SIE changes between the solvent thus we need to understand 

the solvent perturbation towards ion specificity. Considerable development has been made to 

gain a fundamental understanding of SIE in non-aqueous solvents. Even the Hofmeister effect 

of anions has been quantified in the bulk of various solvents [89]. However, SIE at the vapour-

solvent interface is still not well understood. 

1.5. Inorganic Ions at Solvent surfaces 

1.5.1. Gibbs Adsorption Equation 

The Gibbs adsorption equation is the most critical equation involving surface (or interfacial) 

thermodynamics. At constant temperature this equation is called Gibbs adsorption isotherm 

and is given as:  

−𝑑𝛾 = ∑ Г𝑖 𝑑µ𝑖
𝑗
𝑖=1                                  (2) 

This equation is derived from the comparison of the Gibbs energy for two bulk phases 𝛼 and 

𝛽 separated by an interfacial region (𝜎 ) as shown in Figure 1-3. These two bulk phases can 

be vapour, liquid or solid and the Gibbs adsorption isotherm holds for any such combination.  



 

29 

 

Figure 1-3: Schematic representing the Gibbs model for surface thermodynamics between two 

bulk phases 𝜶 and 𝜷 with an interfacial region (𝝈 ) between these phases. Based on 

Adamson[99] description, the Gibbs dividing plane would be situated where the excess of both 

𝜶 and 𝜷 phases will be zero (shown as a green dashed line). 𝒏𝜶 and 𝒏𝜷 are the number of moles 

of a component in bulk phases 𝜶 and 𝜷. 

As can be seen from Figure 1-3, the Gibbs adsorption isotherm is dependent upon an arbitrary 

choice of the position of the Gibbs diving plane which defines the interface between two bulk 

phases. For a binary system with a solute (1) in the liquid phase (𝛼) against the vapour phase 

(𝛽) equation (2) can be written as [100]:  

−𝑑𝛾 =  Г𝛼  𝑑µ𝛼 + Г1 𝑑µ1                               (3)                   

Because the position of the Gibbs dividing plane can be chosen arbitrarily, its position (𝑍0) at 

a vapour-liquid interface can be chosen such that the surface excess of the liquid phase is 

zero, e.g., Г𝛼 = 0.  

For this choice the overall surface excess of both phases is only related to the excess of the 

solute (1) as Г𝑖 = Γ1
𝑒𝑥𝑐𝑒𝑠𝑠                        (4) 

By measuring the surface tension of the solution (liquid phase with solute) and availability of 

the chemical potential of the solute, its surface excess (or depletion) information can be 

obtained from equation (3).  

For a solution of 1:1 dissociating electrolyte, the chemical potential of the solute is defined 

with the activity of anion and cation. Then the Gibbs adsorption isotherm equation (3) for 1:1 

electrolyte is written with mean activity coefficient (𝑎) of anion and cations as:  

𝑑𝛾

𝑑 𝑙𝑛 𝐴
 = - 2 RT Г1    whereas 𝐴 =  𝐶1

𝑏𝑢𝑙𝑘/𝑎                                 (5) 

 

1.5.2. Theories and Driving Parameters for Ionic Presence at Vapour-Solvent 
Interfaces  

In 1910, Heydweiller [101] observed that inorganic electrolytes increase the surface tension 

of aqueous electrolyte solution compared to the pure water which thermodynamically indicated 
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a deficiency of inorganic electrolytes at the interface. To explain this, Wagner [102], Onsager 

and Samaras [103] developed a theory for the surface tension increment (STI) of aqueous 

electrolyte solution using the Debye-Hückel theory. They explained that the inorganic ions are 

repelled from the air-water interface due to the large difference in the dielectric permittivity of 

the air and water. This difference in dielectric permittivity leads to an opposing electrostatic 

self-energy (image charge) which inhibits inorganic ion adsorption. This theory showed 

qualitative consistency with inorganic electrolytes' surface tension increments. However, it 

failed to account for STI above 0.1 M electrolyte concentration due to its calculation by 

linearization of a part of adsorption excess in the Gibbs adsorption equation. Linearization of 

Gibbs adsorption equation resulted in the disappearance of the self-consistent potential 

present in the adsorption excess derivations [104]. In these derivations, the Self-consistent 

potential is an ionic size dependent parameter set as a boundary condition for ion’s closest 

distance of approach at the interface. Since their explanation was based on the Debye Hückel 

theory, the consideration of ions as point charges further ignored the ion specificity. 

As the surface tension value of a solvent increases due to the presence of inorganic electrolyte 

in the solution (with exceptions of inorganic acids [105]), calculated surface excess from 

equation (3) will produce a negative surface excess meaning ions are depleted (or devoid) at 

the interface. Thus, it can be concluded that simple inorganic halides i.e., I-, Br-, and Cl- are 

depleted (or devoid) from the solvent surfaces since these ions increase the surface tension 

value of a solvent. This interpretation was also contradicted by improved surface 

computational calculations, advanced surface-sensitive techniques [106], and from the 

observation of certain interfacial chemical reactions [107]. Perera & Bercovitz [108-110] in a 

series of publications contradicted the conventional STI interpretation by performing MD 

simulation. In this simulation, the authors performed experiments with clusters of water 

molecules and I-, Br-, and Cl- while including the electronic polarization force field for the ions 

and observed that these ions are present in the outermost layer of water clusters. These 

calculations were later found to agree with Hu and co-workers [111] observation where an 

increased uptake coefficient for gas-phase bromine and chlorine was found. Hu and co-

workers finding could only be explained if the halide anions were present at the electrolyte 

solution surface and not when ions are depleted from the surface [111].  

Applying the electronic polarization force fields, Jungwirth and Tobias [112, 113] showed that 

the bigger ions (I- and Br-) are present in enhanced concentration nearby the air-water 

interface and smaller ions (Cl- and F-) are devoid at the interface which followed the Hofmeister 

series for decreasing surface ion presence for sodium salts as I- > Br- > Cl- > F- (Figure 1-4). 

Analogous to Dang and co-workers’ explanation [114, 115], Jungwirth and Tobias explained 
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that the large polarizable ions are stabilized at the surfaces by the induced dipole of solvent. 

This induced dipole polarizes the ion which leads to an energy gain that compensates for the 

energy penalty for ionic adsorption at the interface. Based on this notable investigation, ionic 

size and polarizability were defined as the driving parameter for ions at water interfaces. 

However, Jungwirth and Tobias’s calculation consistently produced larger surface tension 

increments for electrolyte solutions compared to the experimental observation. This was later 

explained by Levin [116] as an effect of overestimation of the pure water’s surface potential 

employing polarizable forces fields.  

 

Figure 1-4: MD simulation of anion and cation (Na+) distribution of sodium halides at Vapour-

water interfaces. Figures (a), (b), (c), and (d) show the snapshot of F-, Cl-, Br- and I- organisation 

respectively with Na+ at Vapour-water interface. Figures (e), (f), (g), and (h) showing the density 

depth profiles of F-, Cl-, Br- and I- with Na+ at Vapour-water interface. The Gibbs dividing plane 

lies at 15 Å in these density profiles. Reproduced with permission from ref [113] 

Including the refined polarizable ions theory, Levin and et al. [116, 117] showed an excellent 

correlation with the experimental STI. Authors explained that ions moving to the interface is 

caused by a void formation in the solvent. This void results in cavitation energy formations in 

the solvent (related to the hydrated size of ions) which pushes ions into a low dielectric medium 
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(air-water interface) in competing effects with the opposing electrostatic forces. To facilitate 

their presence at the interface (against the electrostatic forces), ions redistribute their charges 

towards the water bulk and balance the energetic penalty which can only happen for 

polarizable ions since non-polarizable ions do not have the energetic support required to 

redistribute these charges. Based on this explanation, they calculated the STI for anions by 

varying the cations' hydrated radius. However, a fundamental explanation for using cation as 

a variable parameter was not provided. Further, the correlation of ionic polarizability with ionic 

surface presence has been refuted by many researchers computationally and experimentally 

[118, 119].  

Noah and Glisseler [118] simulated a model solvent system (called Stockmayer fluid) with ions 

and found that even smaller and less polarizable ions can adsorb at the solvent interface 

based on their charge fluctuations closer to the outermost layer of the solvent. Colussi et al. 

[119] investigated anion affinity towards the air-water interface by studying electrolyte 

solutions droplets using electrospray ionization mass spectrometry and found weak 

relationship between anion affinity for the interfaces and its polarizability. From this 

investigation, the authors concluded that polarizability is not the factor driving the ions to the 

air-water interface and that it was just another missing force field component essential to 

perform any simulation for ions at water surfaces.  

Stairs [120] calculated the surface tension of electrolyte solutions by adding ion-induced dipole 

terms in Onsager-Samaras equation and inferred the need for additional force presence while 

observing the change in the surface tension of electrolyte. A few years later Ninham and 

Yaminsky [104] calculated this additional missing term as the dispersion forces (or interaction). 

However, they also stated that it will be crude to assume that the dispersion interaction 

describes the whole story of electrolytes at the air-water interface and other parameters still 

need to be considered. Later, Ninham and coworkers [121, 122] performed further calculations 

by including dispersion interactions and various physical parameters to mimic the surface 

tension results and found that the solvation energy of ions are one of the important parameter 

for determining the ion specificity. In a systematic computational study, Horinek and Netz [123-

125] optimized different ionic parameters to gain a close to accepted experimental bulk 

solvation energy values of ions and used the hydrophobic solvation of ions as the theory to 

explain ionic affinity at the water surface. This theory defines that the solvation-free energy of 

a hard-charged cavity of radius ‘R’ is proportional to the formation of a void of similar cavity 

volume. They were able to correctly predict the STI trend of inorganic electrolytes at the air-

water interface following this theory and by applying a rigorous parametrization using various 

bulk parameters of ions [126]. This theory shows a resemblance to the cavitation energy 
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theory for ionic adsorption at the air-water interface and has similarity to Ninham and co-

workers’ observations with the solvation energy of ions. 

Another interaction to consider for adsorption of ions at the vapour-solvent interfaces is the 

solvent molecular orientations. This consideration results from the understanding that the 

surface potential of electrolyte solutions also shows SIE [127] and has been reported as one 

of the important driving parameters for ionic adsorption at the air-water interface [128]. Since 

the surface potential of a solvent is a measure of its average molecular orientation at the 

interface [129], it is expected that the unique electrical properties of a solvent interface will 

have a strong manifestation on ionic organization through the change in dipole moment of ions 

and solvent. Further, surface potential is also suggested to control the mechanism of bubble 

coalescence inhibition (a naturally occurring interfacial phenomenon) [130]. Bubble 

coalescence is influenced by the electrolytes and follows the specific anion and cation 

combining rules developed by Craig and co-workers [8-10, 42]. Various other parameters that 

are suggested to play important roles for presence of ions at the vapour-water interface are 

dehydration energy [131], capillary waves [118], enthalpic contributions through change in 

solvation of ions at the interface [132], and asymmetric solvation of ions [114]. Overall, this list 

shows that considerable developments have been made to understand the fundaments of ion 

specificity at the vapour-solvent interface but the correct driving parameter(s) for specific ionic 

adsorption at the vapour-solvent interfaces is not yet determined.  

1.5.3. Surface Sensitive Techniques to Measure SIE and their Investigations 

Few techniques that can determine quantitatively the presence of ions at electrolyte solution 

surfaces and their interaction with solvent molecules: electron spectroscopy (X-ray 

photoelectron spectroscopy (XPS) and metastable induced electron spectroscopy (MIES)), X-

ray & Neutron reflectivity (XR and NR), Neutral impact collision ion scattering spectroscopy 

(NICISS), Molecular beam scattering experiments, non-linear optical (NLO) techniques, 

surface tension, and surface potentials measurements. XPS provides quantitative depth 

information within a range of a few nanometers (nm) that depends on the change in the 

inelastic electron mean free path of an x-ray beam in a solvent which leads to varying electron 

emission [133]. NR and XR can be used to determine concentration depth profile by measuring 

refractive index change respective of probing depth in a solution, but simple inorganic ions do 

not produce high enough contrast in electron density in a solution. Hence, the lack of studies 

for simple inorganic electrolyte solutions using these techniques. MIES determines the 

composition of the outermost layer through the de-excitation of metastable helium atoms (He*) 

at the surface.  The technique applied in the current thesis is called neutral impact collision 

ion scattering spectroscopy (NICISS) which measures the direct concentration depth profile 
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of solutions by converting energy loss experienced by a neutral ion beam while passing and 

getting backscattered through a matter. NICISS can measure concentration depth profile with 

a depth resolution of ~ 2Å and only a small uncertainty is present with NICISS measurement 

which is associated with the depth scale calibration. Further description of the NICISS 

technique is included in Chapter 2. 

At the surface of an electrolyte solution, the Gibbs isotherm relates to increasing surface 

tension values of an electrolyte solution as a depletion of the ions from the interface (if 

electrolytes are treated as a binary system) [134]. However, separate ion contributions are 

essential to understand ion-specific adsorption, and it is impossible to directly infer these from 

surface tension measurements (which reflect the influence of both cation and anion). Pegram 

and Record [135-137] have utilized surface tension data to determine single ionic partition 

coefficients (Kp) at the water-vapour interface (relative to Na2SO4 at 0). These coefficients 

show similarity to the reported Hofmeister series (Figure 1-5). This similarity meant that 

presence of ions at the air-water interface and their binding with the surface of protein follow 

a similar thermodynamic mechanism. Dehydration (desolvation) of an ion was proposed as 

the thermodynamic mechanism where an ion has to lose water molecules out of its shell to 

partition to the air-water interface or protein interface.   However, the SPM assumes that the 

anion-cation interactions are absent by considering that the anion and cation effect on STI is 

additive. This assumption further requires that the contribution of an arbitrary ion is assumed 

constant and assigned a reference value.  
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Figure 1-5: Ordering of ionic partition coefficient at air-water interfaces from bulk water obtained 

from solute partition model. The original Hofmeister series for protein processes is shown for 

reference which show similarity to the series of ionic partition at the air-water interface. 

Reproduced with permission from ref[136]. 

XPS investigations performed by Hemminger and co-workers have contributed largely to this 

topic and evidenced the enhanced concentration of I-, Br- [138], and depleted concentration of 

F- at the surfaces of aqueous solutions hence finding a specific ion order for a surface 

propensity for anions as I- > Br- > F- [139]. From another investigation with LiI & KI salts [140] 

in water. Hemminger and co-workers measured a higher cation/oxygen concentration ratio at 

the surface of LiI solutions than for KI solutions suggesting a specific cation effect for the 

surface propensity of cation in the order of Li+ > K+.  Sloutskin et al. XRR studies [141] with 

RbBr in water showed depletion of bromide ions from water’s interface in contrast with 

Hemminger and co-workers [142] XPS results.  This conflict was addressed by Hemminger 

and co-workers as an incompatibility of fitting model selection during the conversion of XRR 

data which can be challenging for simple inorganic ions due to their small electron density 

yield in an electrolyte solution. Kempter & co-workers [143, 144] investigated CsF, CsI & NaI 

salts on amorphous solid water (ASW) and amorphous solid methanol (ASM) surfaces using 

MIES. Their results displayed the presence of iodide ions at the surface of ASW for CsI and 

NaI salts while for ASM surface segregation of iodide ions was absent. Cs+ was found to be 

depleted from the surfaces of ASW & ASM for CsI salt and F- of CsF salt was depleted together 

with Cs+ at the surface of ASW.    
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Molecular beam scattering experiments [145-147] investigate the varying effect of ions 

towards reaction pathways of deuterated hydrochloric acid (DCL) molecules at salty glycerol 

surfaces. From these experiments, one can indirectly make conclusions regarding the 

presence of ions in the surface region of a solvent since the reaction pathways of DCL 

molecules are influenced depending on the presence of ions nearby solution surfaces. 

Nathanson and co-workers  [146, 148] have performed molecular beam experiments to study 

the influence of electrolytes on the reaction pathways of DCL at the surface of glycerol. They 

found that the presence of LiI, NaI, KI and NaBr in glycerol solutions had a similar effect on 

reaction pathways of DCL and suggested that these observations arise from ion-counterion 

and ion-solvent interactions. 

Non-linear optical methods focus on measuring the change in vibrational intensities of species 

like -OH, CH2 and CH3 in the non-centrosymmetric region of any solvent which allows gaining 

interaction of the ions with the solvent molecules at the interface [149]. The techniques used 

are sum frequency generation (SFG) and second harmonic generation (SHG). Allen & co-

workers have employed SFG spectroscopy extensively for studies related to the propensity of 

ions to adsorb at surfaces by interpreting the effect ions have towards the surface hydrogen-

bonded network of an aqueous solution. They suggested an order of I- > Br-> Cl- > F- for anions 

with common cation [150] and Li+ = Na+ > NH4
+ > K+ for cations with common anion [151] in 

an aqueous solution. Furthermore, Allen & co-workers also investigated the propensity of 

iodide and bromide ions in salty glycerol solutions and concluded that I- has a larger degree 

of disturbance than Br- towards the surface glycerol molecules due to their differences in ionic 

sizes & polarizabilities [152]. Employing SFG, Richmond & Raymond [153] showed that halide 

ions perturbation towards surface hydrogen-bonded network is consistent with structure 

making the effect of F- and structure breaking effect of I, Br- & Cl-. Hong-Fei Wang & coworkers 

[154] [155] observed specific cation effects between NaF and KF aqueous solutions 

suggesting that Na+ cations act as a structure breaker while K+ cations possess structure-

making properties depending on the direction these salts orient the surface -OH molecules of 

aqueous solutions (i.e. towards surface normal or away from the surface normal).  Peterson 

et al.[156] also found specific ion trends within sodium and potassium electrolyte solutions 

using SHG spectroscopy from the change in nonresonant water background intensity at 

surfaces of electrolyte solution. The specific ion series observed in the SHG investigation was 

I- > Br- > Cl- between sodium salts and I- > Br- > Cl- > F- for potassium salts.   

There have been reports of direct concentration measurements of ions at the shallow depths 

(average probing depth being 4-6 Å [157]) of electrolyte solution surfaces using variants of 

SHG and SFG spectroscopy. Peterson et al. measured and confirmed the enhanced 

concentration of azide, thiocyanate, iodide and ferrocyanide anions at the surface of the water 
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from (charge transfer to solvent) CTTS transition of anions in the UV region by employing 

femtosecond SHG spectroscopy [158-161]. However, separating an anion's resonant signal 

from the water background signal was difficult for Br-, Cl- & F- in UV-SHG spectroscopy due to 

weaker resonant responses produced by these anions [156], therefore no direct conclusions 

for specific ion effects between simple inorganic ions were made in the mentioned 

investigation. Recently, Piatkowski et al [162] employed time-resolved SFG spectroscopy to 

quantify I- and Cl- anions concentration by measuring the resonant vibrational energy transfer 

rate between D2O molecules and anions. From this investigation, they quantified that I- and 

Cl- concentration is 3.5 and 1.8 times higher respectively at the surface compared to the bulk 

of the D2O solution (averaged over the SFG probing depth of ~6 Å estimated using MD 

simulation [157]). This result reveals a high surface propensity for large polarizable iodide 

anion compared to the smaller less polarizable chloride anion. 

Surface potential measurements provide indirect information for the organization and average 

orientation of water molecule (or solvent molecule) dipoles at the interface. In terms of 

electrolyte solutions, Frumkin [163] made the first notable observation that electrolytes cause 

a change in the relative surface potential of water which was further supported by Randles 

measurements [164]. At that time, investigated electrolyte solutions only showed a negative 

increase in the relative surface potential which was interpreted as a higher presence of anions 

at water surfaces leading to negative surface potential. Randles [164] provided a correlation 

between the magnitude of surface potential and differences between anion and cation's "real" 

hydration energy which later showed poor quantitative correlation with experimental results. 

So far collected dataset for surface potential change in aqueous electrolyte solutions suggests 

an agreeable SIE trend compared to the Hofmeister series as [127, 164]:  

SO4
2- > CO3

2- > Cl- > Br- > NO3
- > I- > SCN- > ClO4

- 

K+ = NH4
+ > Na+ > Li+ 

Here, the “>” implies more positive surface potential. However, surface potential 

measurements often lead to different results for the same investigated system. Jarvis and 

Schemin [165] reported differences in Na2SO4 electrolyte solution surface potential value of 

+30 mv compared to Frumkin. Their observation meant that the surface potential was not 

primarily related to anion’s presence at water surfaces because a positive relative surface 

potential means cations were more abundant at water surfaces. Due to these debated results 

and interpretation surface potential measurements have not been largely investigated for 

electrolytes in non-aqueous solvent. 
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Table 1-1: Advanced surface-sensitive experimental techniques available to investigate ionic presence at vapour-liquid interfaces. 

Experimental Techniques  Probing depth  Information obtained 

X-ray Photoelectron spectroscopy 

(XPS) 

Dependent upon Inelastic mean free 

path of electrons (IMFP) [166].  

20 – 80 Å for the primary kinetic energy 

of 200 - 1000 KeV 

Measures surface concentration of elements present in the system through emitted photoelectron signal.  

Requires high-energy X-ray sources and measurements can only be performed in UHV conditions hence 

requires special setup.  

The concentration depth profile can be obtained from angle-resolved XPS measurements[167]. 

Metastable Induced Electron 

Spectroscopy (MIES)[168] 

 

Few angstroms (topmost layer) 

Measure the surface composition through deexcitation of metastable Helium atoms (He*) at the surface.  

Only probes elements are present in the outermost layers and require special setup as MIES measurements 

are done under UHV conditions 

Neutral Impact Collision Ion 

Scattering Spectroscopy 

(NICISS)[169] 

 2 – 300 Å (depends on primary energy 

1- 10 KeV) with a resolution of ~2 Å 

[170] 

Measures Concentration depth profiles of elements through energy loss experienced by He neutrals 

backscattering through the matter.   

The high-Vacuum conditions requirement is a limitation. Water as a solvent can be measured but requires a 

special setup.  

Harder to measure lighter elements present in lower concentrations.  

Non- Linear Optical (NLO) 

techniques (Sum frequency 

generation (SFG) and Second 

harmonic generation (SHG) 

spectroscopies)[171] 

MD simulations suggest a probing 

depth of 4- 6 Å [157]. 

However, probing depth for NLO 

techniques depends on the non-

centrosymmetric region nearby the 

vapour-liquid interface which differs 

between systems.    

Measures the change in non-centrosymmetric signals present at the vapour-liquid interface formed due to the 

interfacial asymmetry. Provides important specific ion interactions present at the vapour-liquid interface.  

Indirectly measures the presence of ions at the vapour-liquid interface.  

Provides information on net ion contribution.  

Charge transfer to the solvent- UV-

SHG (CTTS-UV-SHG)[158] 

Expected to be 4- 6 Å [157]. Measures ion's charge transfer to the solvent which exhibits a large non-linear cross-section that can be 

separated from the solvent’s non-resonant contribution [129].  

This separated contribution is fitted to an adsorption model to obtain Gibb’s surface free energy of adsorption 

[159]. 

Separating the contribution of ions from the solvent’s non-resonant contribution is harder for simple halides, 

especially in an intermediate concentration regime (0.1 M to 2 moles/litres) [156].  
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1.6. Significance of Non-aqueous Solvents – Interfacial Point of View 

Non-aqueous solvents have broad significance that warrants a detailed understanding of electrolyte 

behaviour, especially at the interface. Solvents like glycerol and dimethyl sulfoxide (DMSO) are used 

for cryopreservation, the process of storing (or preserving) biological samples like cells and blood at 

low temperature [172]. Cryopreservation is performed by adding solvents (commonly DMSO and 

glycerol) to the biological media to limit ice formation which is lethal for cells and tissues. Such 

addition depicts the interfacial interactions hence gaining information on interfacial phenomena is of 

strong interest [173]. Glycerol is also used as a proxy solvent for water in vacuum-based techniques 

to investigate various interfacial atmospheric chemical reactions [40]. Alcohol-based spirits are a 

popular beverage, especially during this pandemic. The taste of these spirits is known to be 

enhanced upon dilution of water and guaiacol, where such behaviour of guaiacol is related to its 

interfacial propensity [174]. Non-aqueous solvents like propylene carbonate (PC) and ethylene 

carbonate (EC) are used in the batteries industry for the development of alkali -ion batteries [92, 175, 

176]. The interaction of these application-relevant electrolyte solutions with an electrode is an 

interfacial phenomenon. Hence, fundamentals of ionic adsorption at PC and EC surfaces are of 

significant interest. 

Formamide (FA) is considered one of the important prebiotic compounds over water as it is known 

that water is hazardous towards the cornerstone molecules of life i.e., DNA, RNA, and nucleic acids 

[177]. For instance, the synthesis of biomolecules requires the release of water, meaning the 

presence of water within the biomolecules is not thermodynamically favourable. Whereas in 

formamide with ionic compositions of clays and metal oxides in a heated environment (through wet 

and dry cycle present during prebiotic earth) single-step synthesis of building blocks of RNA, DNA, 

nucleic acids, and carboxylic acids is possible [178-182]. Although at one-point, prebiotic molecules 

must have evolved to tolerate water, considering in the current period, life cannot sustain without 

water. The transfer of prebiotic molecules (taking protein as a test case) from FA to water must have 

been an interfacial phenomenon where ionic presence seems sensible. Therefore, the 

understanding of ionic behaviour at non-aqueous solvents surfaces are of great applicability and of 

fundamental interest.  

1.7. Aim and Outline of this Thesis 

SIE is ubiquitous and the strength of the SIE of different anions and cations often follow the same 

order or series, such as the Hofmeister series and the lyotropic series (Figure 1-1). However, it is 

known that the ubiquity of SIE changes with the solvent (section 1.4) [72],  counter-ion [68], 

temperature [183], concentration [184], surface wettability [184], and even the surface charge can 

reverse its order [185]. In addition, involvement of many different surface and solution properties 

also influence the relative strengths that different ions exhibit [71]. Understanding of this variation in 

relative strengths of ions is still lacking with reasons that surface involvement increases the 
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complexity of ion specificity. A further complication in SIE investigation at the vapour-solvent 

interface is that most experiments probing the interface give a net result of all the ions, where it is 

desirable to understand the contribution of the individual ions. A good example of the importance of 

this is the surface tension of aqueous electrolytes and observation made by Pegram and Record 

[135, 136] as mentioned in Section 1.5.3. Thus, employing techniques that identify the individual ions 

and map their concentration as a function of distance from the interface is advantageous. Hence, 

this thesis aims to employ NICISS to systematically investigate the ion specificity in ionic distribution 

at one of the simplest interfaces i.e., vapour-solvent interface and gain understanding of the following 

questions:  

Q1 Where do ions remain in electrolyte solutions i.e., partitioned in the bulk or accumulated at the 

interface and does it change for every ionic combination (anion and cation), protic solvents, and 

aprotic solvents? 

Q2 Does this depletion or accumulation follows a specific ion series and how does counter-ion, 

anion-cation interaction influence this ionic presence/absence? 

Q3 What influences this ionic specificity at various solvent surfaces? 

NICISS technique which is used to answer these research questions is discussed in the Chapter 2  

with other complementary techniques employed throughout this thesis. In Chapters 3 and 4, a large 

set of electrolytes at glycerol and formamide surfaces are investigated and varying specific ion series 

is observed. In these chapters, the direct experimental result of anion and cation organization at the 

vapor-solvent interfaces are also reported. Further, with the large collection of electrolytes 

investigated, the complexity of ion specificity at the non-aqueous solvent surfaces due to the counter-

ion effect and anion-cation interactions is presented. In Chapter 5 with the limited electrolyte set 

investigated, the role of the solvent nature (protic or aprotic nature) towards ion specificity at solvent 

surfaces is investigated. Finally, in Chapter 6, all the observations of this thesis are summarized and 

discussed against the existing theories/hypotheses and the hypothesis discussed in this thesis to 

understand the ion specificity at solvent surfaces 
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CHAPTER 2 : EXPERIMENTAL TECHNIQUES AND SAMPLE 
PREPARATION 

Sections 2.1.2, 2.1.4, 2.1.5, 2.1.6 of this chapter are reformatted and edited versions of a manuscript 

for a journal article published in a peer-reviewed journal. See the Contextual Statement section for 

details on the contribution of the co-author to the published version of the manuscript. 

Reference for the published version:  

Kumar, A., Craig, V.S., Page, A.J., Webber, G.B., Wanless, E.J. and Andersson, G., 2022. Ion 

specificity in the measured concentration depth profile of ions at the Vapour-Glycerol interface. 

Journal of Colloid and Interface Science, 626, pp.687-699. 

2.1. Neutral Impact Collision Ion Scattering Spectroscopy (NICISS):  

2.1.1. Introduction:  

Ion scattering spectroscopy (ISS) is a surface-sensitive technique to obtain structural and 

compositional information about the sample. This information results from the interaction of 

projectiles with the target through charge transfer processes, elastic, and inelastic kinetic energy 

transfer, backscattering from target atoms, sputtering of atoms, blocking, and shadowing of the 

projectiles [186]. Since the development of ISS by Smith in 1967, numerous ion scattering 

techniques were developed with advantages and disadvantages relevant to the choice of 

investigation [187]. A few of these ion scattering techniques currently in use to explore crystalline 

and non-crystalline matter are low energy ion scattering spectroscopy (LEISS), impact collision ion 

scattering spectroscopy (ICISS), Rutherford backscattering spectroscopy (RBS) & neutral impact 

collision ion scattering spectroscopy (NICISS).    

LEISS provides information for outermost layer composition exclusively of a solid sample but is not 

widely used for liquid samples. ICISS investigates the elemental composition of the outermost layer 

and ordering of crystalline structure by utilizing the shadowing and blocking effect of any rare gas 

ion beam but limits to investigating only the outermost layer of a sample. RBS is a versatile ion 

scattering technique introduced to study crystalline & non-crystalline matter, but the employment of 

high kinetic energy (few MeV range) ionic projectiles to obtain concentration depth profile information 

creates the limitation of not being able to probe lighter elements like carbon and oxygen. Based on 

a similar principle of RBS, Niehus and Comsa [188] developed NICISS, and later Andersson and 

Morgner modified it to study soft matters [169] which is the interest of this thesis. NICISS obtains 

concentration depth profile information for soft matters (liquid surfaces, polymers, foam films) & 

crystalline surfaces while being able to characterize lighter elements.  
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2.1.2. NICISS as Method 

In a NICISS experiment, a sample is bombarded with a pulsed inert gas ion beam (usually He+) with 

a kinetic energy of a few keV. The time-of-flight (TOF) of the neutral projectiles backscattered from 

the atoms forming the sample is measured. During the backscattering process, the He projectiles 

undergo energy losses which are converted into concentration depth profile (CDP). There are two 

types of energy loss processes during the backscattering of projectiles in a NICISS measurement:  

1) Backscattering of neutral projectiles resulting from a single head-on collision with the atoms 

forming the sample. From this energy loss, the identity of the atom from which the projectile 

was backscattered is determined. 

2) Many small-angle collisions and electronic excitations of the projectile during its trajectory 

through the sample, can be treated as a continuous energy loss (stopping power). This 

energy loss allows the determination of the depth from which a projectile is backscattered. 

The combination of both types of energy loss yields a direct measurement of the CDP of a sample 

with a depth resolution of ~ 2 Å in the near-surface region and with a probing depth range of ~ 100 

- 300 Å depending on the kinetic energy of the He projectile. The first type of energy loss includes 

an inelastic energy loss during backscattering [189] which requires gas phase calibration. Regarding 

the second type of energy loss, the stopping power at low kinetic energies in the organic matter has 

been measured by Andersson and Morgner previously [189].  

The charge transfer process between noble gas ions (especially for noble gas ions with kinetic 

energy <10 KeV) and target atoms happens within a distance of a few Å between the target atom 

and the projectile [190, 191]. The overall process is described as a sequence of several charge 

transfer processes [190, 191]. Due to the high excitation energy of noble gas ions, the projectile is 

mostly in a neutral state and is independent of the initial charge state of the projectile [190, 191]. 

This continuous charge transfer process is part of the inelastic energy loss. It should also be noted 

that the finite gradient of the onset of the concentration depth profiles is not due to the density 

gradient at the liquid surface but due to the energy resolution of the method. NICISS as such is not 

sensitive to density gradients because the stopping power is proportional to the density.  

The intensity of the count rate related to a specific element is determined by its cross-section for the 

backscattering of the projectile. The cross-section depends on the atomic mass of the atom from 

which the He0 projectile is backscattered and increases with the mass of the target atom. NICISS is 

usually applied to non-crystalline samples because samples showing a degree of ordering require 

separate consideration of the influence of the order in the sample on the measurement [189]. 

Helium is the selected rare gas for experiments in this thesis since the leading interest is to unravel 

elemental concentration depth profiles of lighter elements like carbon, nitrogen, oxygen, chlorine, 

etc. present in the sample. Ion beam generated with heavier rare gases creates limitation of 

sputtering lighter elements. Such limitation occurs as the backscattering of ions only results from 
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elements heavier than the gas used to generate the ion beam. This becomes a limitation in the case 

of ion beams of neon and argon gases.  Also, heavier gases produce large-sputtered hydrogen 

background which diminishes the peaks for elements of interest. However, heavier rare gases ion 

beam can differentiate peaks for two elements very close of similar atomic masses like chlorine and 

phosphorous whose TOF spectrum overlaps when investigated with the He ion beam [192]. 

2.1.3. NICISS Setup:  

A custom-made NICISS setup constitutes of vacuum chambers, a Wien filter controller, and two 

manipulator units purchased from Specs prodigy, Germany; and a model 1403-10 ion gun purchased 

from Nonsequitar technologies, USA. Commercially available Chevron multi-channel plate detectors 

are used for neutral detection. The deflection units and their controller were constructed in the 

workshops at Flinders University following the schematic used by Andersson [193]. The main 

components present in the ion gun are two thorium-coated tungsten filaments, a leak valve, an 

extractor lens, a condenser lens, a bend lens, a focus lens, two deflection plates as a part of an 

electrostatic deflection unit and Wien filter components. Helium gas is introduced into the ionization 

chamber where gas molecules pass through the grid cylinder (anode) and get ionized by the electron 

collision resulting from the potential applied to the filaments. A single-lens electrode called an 

extractor collects these ionized gas molecules and focuses them into an ion beam using the 

electromagnetic extractor lens. The extractor lens pushes the ions beam towards a condenser lens. 

Both lenses together work as a double lens system that forces this focused ion beam towards its 

defined trajectory. A focused ion beam passes through the Wien mass filter and assembly of 3 

electrostatic lenses which filter out ionic impurities, i.e., charged ions, ions of unwanted isotopes, 

and astigmatism of ions beam to produce a well-purified and defined ion beam.  

Before the ion beam reaches the sample, it is chopped into the small, pulsed beam of 4 ns width 

using x and y electrostatic deflector plates set to cause a time delay for the arrival of the beam onto 

the sample. The essential operation of these plates can be explained as a rectangular box consisting 

of one aperture (or hole) at one of the sides to let the ion beam pass through it. When the ion beam 

passes through the aperture, it is chopped off after a few ns while x and y deflector plates follow a 

rectangular path of time delay until reaching the aperture again and letting the ion beam passing 

through. This process keeps repeating and creates a pulsed focused ion beam for NICISS 

measurements. A commercially available powdered fluorescent sample (composition unknown) is 

used to observe and optimize the focus and centring of the beam spot for NICISS measurement. An 

ion beam is observed by introducing a prepared fluorescent sample spread over copper tape 

attached to the solid or liquid sample holders. To observe the ion beam, the electrostatic deflection 

unit is switched off as time delays and deflection setting makes it impossible to observe the ion beam. 

The beam is optimized for NICISS measurement by adjusting the voltages of each lens in a trial-

and-error fashion to produce the best beam spot possible with a reasonable ion beam current. 
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2.1.4. NICISS Measurements:   

NICISS measurements of solid, liquid, and gaseous samples are performed using different targets. 

For solid sample measurements, an 18x15 mm metal plate with a small metal tip is used (for handling 

using the solid sample loading arm). This target is introduced onto a solid manipulator that has 

filaments, a temperature sensor and copper wires attached to allow heating, temperature, and ion 

beam current observations during measurement. Solid samples on a substrate (or directly to the 

sample holder) can be attached using screws or copper tape depending on the nature of the solid 

sample.  

The sample holder for the liquid surface measurement is the same as used in previous NICISS 

investigations [194, 195]. This sample holder setup "Rotating disk method"  as shown in Figure 2-1 

is commonly used for preparing the liquid-vapour interface inside the vacuum chamber for extended 

reaction time (> seconds) [167]. Solutions were added to the stainless-steel reservoir of the sample 

holder and introduced into the vacuum chamber of the NICISS equipment. In a general operation, a 

metal disc is half immersed into the reservoir filled with the liquid and rotated at a set speed to 

continuously form a fresh liquid layer on the disc. A metal scraper is fixed a few hundred microns 

from the disc to assist in the formation of a continuously refreshed liquid layer over the rotating disc. 

A small aperture is present in front of the rotating metal disc where the ion beam is focused to probe 

the liquid samples. An enclosed container is used to create a saturation of vapour pressure inside 

the cell compared to the analysis chamber, hence achieving minimal liquid loss due to evaporation. 

The liquid sample target also contains a PT100 temperature sensor and a level sensor to monitor 

the amount of liquid inside the reservoir. A metallic wire can also be attached slightly grazing the top 

of the metal disc for ion beam current measurements.  

The gas-phase sample outlet is a metal tubing attached inside the liquid manipulator stage with a 

gate valve connected at the top of the liquid manipulator (outside the vacuum chamber) to control 

the gas flow. At the end of the gas-phase outlet (inside liquid load lock), a metal nozzle (Figure 2-1) 

is attached with a ~1 mm outer diameter tip to restrict the continuous gas flow to form a gaseous 

cone angle for the gas phase measurements. The ion beam is focused at the end of the nozzle tip 

while grazing a small part of the metal so that the measurement proceeds at the point of the smallest 

cone angled formed by the gas ejection. The tip is positioned at the end of the gas phase outlet such 

that the gas phase flow is above the liquid phase, as close as possible.  
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Figure 2-1: Schematics for NICISS sample holder setup for gas phase (top figure) and liquid phase 

measurement (bottom figure). The gas phase tip is placed such that the position of the gas phase cone 

lies over the similar position of the liquid sample on the rotating metal wheel. The size of the sample 

holders and NICISS ion gun set up is not up to scale and presented for illustrative purpose. 

The location of the gas phase tip (sample holder) is determined by moving the manipulator arm 

horizontally and/or vertically towards the ion beam. When a projectile is backscattered from the metal 

part, the count rate on the detector will be high relative to a normal liquid, gaseous or organic sample. 

If the beam is too far from the gaseous phase, no counts will be observed. Hence, by moving the 

manipulator arm and monitoring the counts received on the detector, position of the gas phase tip is 

calibrated. The width of a cone made by the gas flow can be measured similarly by monitoring the 

count rate while moving the liquid manipulator stage horizontally and plotting a count rate vs position 

plot. If the gas phase of an element is not dilute enough (represents a monolayer of the element), 

the full-width half at maximum (FWHM) of the Gaussian curve will be broad and the centre of the 

gaussian curve will be shifted. Hence, a dilute gas phase suitable for calibration is selected by 

performing the gas phase measurements at various NICISS analysis chamber pressure until the 

FWHM and centre of the gas phase Gaussian curve become constant.  

2.1.5. TOF Spectrum and Depth Profile Interpretation  

The TOF spectrum of 3 keV He atoms backscattered from 1 m KI glycerol solution is shown in Figure 

2-2 and shows the usual features found in a NICISS spectrum. The TOF length for projectiles 

backscattering to the MCP detector is 1.34 m. The feature at the lowest TOF is a photon peak which 

results from the first interaction of the He+ with the sample surface in the outermost layer. It is worth 

noting that the photon generation and the event of a backscattered neutral projectile are not 

statistically correlated because both the probability for the formation of a photon and the 
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backscattering of a projectile are small [190]. Next, we observe an iodine step at 3.78 µs. The TOF 

of elements is determined by the kinematics of collision described in equation 1 [191]. 

𝐸𝑏 = 𝐸𝑖 {
 cos∅+ √𝑀2−sin2∅

1+𝑀
}

2

− 𝑄𝑖𝑛                  (6) 

where 𝐸𝑏 is the kinetic energy of backscattered He projectiles, 𝐸𝑖  =  3 keV is the initial kinetic 

energy of the He ion beam, ∅ = 165. 0° is the backscattering angle of the focused beam from the 

target and 𝑀 = 𝑚𝐻𝑒 ∕ 𝑚𝑡 is the ratio between the mass of helium atoms (𝑚𝐻𝑒) and the mass of the 

target atoms1F

b (𝑚𝑡). 𝑄𝑖𝑛 is the inelastic energy loss during the head-on collision leading to the 

excitation of electrons of the projectile or the target atom when the He projectile is backscattered 

from the target atom. It should also be noted that in a NICISS experiment 𝑄𝑖𝑛 usually is not measured 

directly. 𝑄𝑖𝑛 has to be calibrated because it depends on the energy of the projectile and the mass of 

the target atom. Thus, the depth scale is calibrated using an elemental gas-phase spectrum as 

described below. Following the I step, steps for K, O and C can be identified at 4.32 µs, 5.82 µs and 

6.96 µs, respectively, calculated using equation 6. 

 

Figure 2-2: NICISS TOF spectrum of a 1 m KI glycerol solution (black) and diiodomethane gas phase 

(red) with 3 keV He projectiles. A vertical offset has been added to the KI glycerol solution spectrum 

for clarity. The I, K, O and C elemental TOF steps are labelled.  

The second NICISS spectrum (red) shown in Figure 2-2 is from the gas phase of diiodomethane 

(CH2I2). This sharp peak results from He projectiles backscattered without any additional energy loss 

beyond the collision with iodine atoms. Therefore, the centre of this peak serves as a zero-depth 

calibration (or offset) for the iodine CDP. Similarly, bromoform (CHBr3) and dichloromethane 

(CH2Cl2) gas-phase measurements are used to calibrate bromine and chlorine CDPs. The next 

feature in the TOF spectrum of KI glycerol solutions in Figure 2-2 is the potassium step. Unlike iodine, 

the zero-depth scale for potassium is not determined by measuring gas phase spectra due to the 

 
b The TOF length and backscattering angle for formamide, propylene carbonate, and benzyl alcohol sets of 

measurement was 1.30 m and ∅ = 165. 5° respectively.  

This change was applied to install and align two TOF tubes to achieve higher backscattering signals.  
This change does not influence the comparisons as all the compared profiles are calibrated with new gas 
phase measurements. 
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unavailability of gaseous compounds containing potassium atoms [195]. Here we have followed the 

procedure developed by Zhao et al. [195] who found that the energy for backscattering from a 

specific element in the outermost layer can be extrapolated from those of other elements provided 

that a range of gas phase measurements of other elements are available. Based on this procedure 

the uncertainty of backscattering energy for the projectiles from the outermost layer is larger than 

those determined from the gas phase spectra.  

An elemental step in NICISS measurement is evaluated as a step function and the hydrogen 

background is removed by fitting a smooth linear polynomial curve to this step function as shown in 

Figure 2-3. Then the elemental step is converted into an energy loss scale as: 

𝐼(𝐸) =  𝐼 (𝑡) 
𝑑𝑡

𝑑𝐸
 

1

(𝑑𝜎
𝑑Ω⁄ )(𝐸)

 
1

det(𝐸)
                                  (7) 

Here 𝐼 represents the spectrum counts, t is the TOF, E is the energy loss, 𝑑𝜎
𝑑Ω⁄  is a differential 

cross-section factor of an element, and det(𝐸) is the detector sensitivity. The energy loss is 

converted into the depth scale by calculating the events of energy loss of He neutrals for:  

1) the incoming trajectory towards the sample, as (𝐸𝑛
𝑖𝑛) = 𝐸𝑛−1

𝑖𝑛  - 𝐷 ×S    

2) and the outgoing trajectory while leaving the sample, as (𝐸𝑛
𝑜𝑢𝑡) = 𝐸𝑛−1

𝑜𝑢𝑡  - 𝐷 ×S. Here, 𝐸𝑛
𝑜𝑢𝑡 = 

𝐸𝑛
𝑖𝑛 × 𝐸𝑏.       

Energy loss to depth scale conversion represents the recursive energy loss of He neutrals passing 

and backscattering through the parallel layers 𝑛 of layer thickness 𝐷. Thus, the liquid layer is treated 

as parallel layers of  𝑛, 𝑛 − 1, 𝑛 − 2, ….  to calculate the projectiles energy loss.  S is the average 

stopping power of He projectiles given as the energy loss per depth (eV Å-1). The stopping power 

and the nonlinear empirical relationship of the stopping power with the increasing depth are taken 

as determined by Andersson and Morgner [189]. 

 

Figure 2-3: Background fitting of iodine step of 1m KI with glycerol solution. The inset shows the I - 

step after the removal of the hydrogen background using a step function. 
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For the CDP displayed in Figure 2-4, the uncertainty in the depth scale (horizontal error bars) arises 

from the determination of the timing/energy loss of the gas-phase peak and amounts to ± 1.7 Å. A 

comparison made between depth profiles calibrated using the same gas-phase spectrum will have 

the same offset due to the depth error for all profiles and therefore, for the sake of clarity, depth error 

bars are not included in the respective figures. Where the comparison has been made between the 

deconvoluted CDPs calibrated using different gas-phase spectra, error bars are included. These 

horizontal error bars are calculated based on each gas phase spectrum and averaged using an error 

propagation analysis procedure described in 2.1.8. Comparisons between the O and C profiles 

between measurements have been used to confirm that the experimental conditions are unchanged. 

A comparison of the O and C depth profiles of pure glycerol and a 1 m NaI glycerol solution 

demonstrates that the presence of the ions does not change the CDP of the solvent, see section 

2.1.6.  

 

Figure 2-4: The raw I- CDP (red) obtained after NICISS TOF to depth profile conversion of the iodine 

step of the 1 m KI with glycerol spectrum. The zero depth of the I- depth profile is calibrated using the 

iodine gas phase measurement shown in Figure 2-2.  

In NICISS measurements, the interface of a liquid appears as a sharp interface with a density profile 

that changes as a step function. With the scattering geometry detailed here, the interface is 

considered “laterally homogenous” [170, 196]. Moreover, the depth is derived from the energy loss 

that occurs at the first encounter of the projectile with the liquid surface. As such, NICISS 

measurement is not sensitive to capillary waves and the density profile of the sample (e.g., the 

solvent) is not a contributing factor to the measured NICISS profile. The reason is that the stopping 

power scales with the density of a sample which means that the density profile cannot be measured 

with NICISS [169]. This feature in the NICISS data does not affect the interpretation of the CDPs 

because the relative position along the depth scale is not affected by this effect. 

2.1.6. NICISS Spectrum Feasibility Testing:  

Comparison of the O, C and N (in the case of the formamide solutions) step between measurements 

of various solutions is used as a criterion for checking the spectra against any change in experimental 

conditions between measurements. In case the O steps of two measurements are the same, the 
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condition of the NICISS apparatus is considered the same within experimental uncertainties and the 

steps of other elements of the respective NICIS spectra can be compared directly. In case, the 

experimental conditions like the energy of the ion beam have changed by ± 5 eV (for 3 KeV primary 

energy) i.e., during the filament replacement process, then the shift in O, C and N of a set of 

measurements can be used to make the relative corrections. 

Furthermore, while converting the TOF step into a depth profile the hydrogen background is removed 

by fitting the TOF step of an element with a polynomial curve (Figure 2-3). Hence to make a 

comparison between two different depth profiles, the background fitting constraints are also kept the 

same to avoid any artifacts arising during the background removal process.  As shown in Figure 2-5 

(a) and (b) the oxygen and carbon depth profile respectively of salty solutions overlap. Figure 2-5 

shows that the experimental condition is the same hence comparison made between the 

concentration depth profiles of these solutions will be feasible.  

 

Figure 2-5: (a) Oxygen depth profile comparison between pure glycerol (pink) and 1 m NaI glycerol 

solution (blue), and (b) carbon depth profile comparison between pure glycerol (pink) and 1 m NaI 

glycerol solution (blue). This comparison shows that the onsets of the oxygen and carbon depth 

profiles of glycerol solutions overlap, which means that the experimental conditions are identical 

between these measurements. Hence a direct comparison between different measurements can be 

made within the experimental uncertainty.  

2.1.7. Deconvolution of NICISS CDP 

The I- CDP shown in Figure 2-4 is the raw CDPs as measured by NICISS. These NICISS CDPs (raw 

CDP) show counts and a finite concentration at negative depths. As the liquid surface is a step 

function located at zero depth no ions or other materials are present at negative depths. Count rates 

at negative depth and the finite gradient at the onset of counts are due to two effects, namely 1) the 

inelastic energy loss distribution of He projectiles during backscattering and, 2) the finite energy 

resolution of the NICISS instrument. Both features are measured with a gas phase measurement. 

The distribution of inelastic energy losses during backscattering is the main contribution to the width 
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of the gas phase peak. The centre of the peak is used to calibrate (or offset) the zero of depth in a 

NICISS CDP and thus the spread in the gas phase peak leads to count rates (proportional to the 

concentration) at negative depth in a NICISS CDP as observed in Figure 2-4 (for further illustration, 

see Figure I-2 in Appendix Chapter I and Figure III-2 in Appendix Chapter III). 

The measured NICISS CDPs can be deconvoluted using a genetic algorithm described previously 

[197]. In this genetic algorithm, the intensity of the deconvoluted profiles is considered a free 

parameter. These free parameters create a profile by selecting many sets of numbers between 0 to 

1 generated using a random number generator. The profile generated from these free parameters is 

then convoluted with a Gaussian curve (determined from the elemental gas phase measurement) 

and compared with the steps of the NICISS spectrum. For these generated deconvoluted profiles 

there are two variable fitting parameters; one for the step gradient region and another for the bulk 

region which is used to constrain the fitting procedure after the removal of the gradient energy spread 

(gradient concentration onset below zero depth). In the deconvolution code, a certain range for 

selecting the best-fitted profile is also included. The mathematical error for the deconvoluted profile 

is the standard deviation of various best-fitting profiles generated from the genetic algorithm within 

the selected range. Further uncertainty arises from selecting the centre of a gas phase spectrum 

and the reproducibility of NICISS CDPs. Both uncertainties are accounted for within the error bars 

as standard error (see Section 2.1.8).  All the NICISS CDP presented here are repeated typically a 

few months apart from the first electrolyte solution measurement and repetition is done with a freshly 

prepared electrolyte solution.  

 

Figure 2-6: (a) Linear fit of calculated scattering energy and measured scattering energy of 3 keV He 

projectiles obtained using gas phase measurement of the elements following the procedure described 

by Zhao et al [195]. (b) Extrapolation/Interpolation of backscattering energy obtained using the 

equation of linear fit. The uncertainty associated with scattering energy calibration following this 

procedure is ± 25 eV. This is determined from the difference in scattering energy obtained using the 

linear fit equation and the measured gas phase scattering energy together with the standard error 

within the fitting of a Gaussian curve as discussed below in section 2.1.8.  
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For the deconvolutions, FWHM of the gas phase measurement is an input parameter. Na+, K+, and 

Cs+ calibration by gas phase measurements were not possible. In these cases, the procedure to 

obtain the energy loss calibration is described in the earlier section 2.1.5 and shown in Figure 2-6. 

Therefore, for elements with no gas phase measurement, the FWHM of an element similar in mass 

is used, e.g., for K+ the FWHM from the Cl- gas phase measurement is used. This selection does not 

influence the deconvoluted CDPs in a significant manner since the difference between the FWHM 

of every elemental Gaussian curve (i.e., chlorine, bromine and, iodine) is significantly smaller than 

the uncertainty of scattering energy calibration (depth calibration).   

In Figure 2-7, an average of all deconvolution solutions (200 repeated deconvolutions) for the I- CDP 

is shown, and the vertical error bars represent the standard error between deconvolution results from 

two freshly prepared and measured sets of electrolyte solutions (in the present case for glycerol 

solutions) together with the mathematical error involved in the deconvolution procedure (Section 

2.1.8). A deconvoluted profile provides us with a CDP in which no counts are present at negative 

depths. However, the deconvolution procedure also introduces unrealistic oscillations. For example, 

the oscillations present beyond 30 Å depth in the deconvoluted profile shown in Figure 2-7 are a 

result of a deconvolution procedure where oscillatory fits perform better than smooth fits, due to the 

extra mathematical degrees of freedom introduced when allowing oscillations. Hence, to avoid 

discussing features resulting from the artifacts arising from deconvolution, we point out that only the 

first maximum (Region 1 of Figure 2-7) and the following depletion region (Region 2 of Figure 2-7) 

are the features that are significant as they have been fitted with higher constraints. We assume that 

beyond these regions, the CDP of an ion is described by its bulk concentration in glycerol and all 

investigated solvents (observed in NICISS CDP in Figures I-4,5, and 6 in the Appendix chapter I). 

Also, from the comparison of deconvoluted CDPs, we conclude a significant difference between 

spectra only when the comparison of the NICISS CDPs shows similar differences in the spectra. It 

can also be interpreted based on the vertical error bars showing which features in a CDP are relevant 

and thus should be discussed. Region 1 and Region 2 are also referred to as "the interface" and “the 

surface” region at solvent surfaces respectively.  
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Figure 2-7: Deconvoluted CDP of I- (blue) with its NICISS CDP (red) and fit for the deconvolution of CDP 

(dashed black line) for 1 m KI glycerol solutions. The error in the depth calibration of iodide CDP is ± 

1.7 Å. In the current investigation, the first maximum peak (Region 1) and adjacent sub-surface 

depletion (Region 2) are of significant interest.  

It is worth noting that the deconvolution procedure here is based on the experimental measurements 

because the deconvolution uses as input the shape of the respective gas phase spectra. A gas 

phase spectrum can be considered as a response of the experimental measurement procedure to a 

delta function with the delta function being represented by the dilute gas phase used as a target. 

The gas phase represents less than a monolayer of a sample thus energy losses due to stopping 

power are excluded. 

2.1.8. NICISS Measurement Uncertainty Estimation   

1. The error in the gas phase spectrum is a result of the uncertainty involved in statistically 

selecting the Gaussian centre of each gas-phase peak. Error bars are calculated in the 

following manner:  

a. A gas-phase spectrum is fitted using a Gaussian curve (see Figure I-2 in Appendix 

Chapter I (a) & (b)) and the centre of the Gaussian fit is determined.   

b. The peak centre is moved towards the positive or negative shoulder of the peak until 

the determined Gaussian fit is deemed unsuitable to fit the gas phase spectrum.  

c. This overall shift made without compromising the centre of the Gaussian fit 

corresponds to the error involved in the zero-depth calibration using a gas phase 

peak. On average, this value corresponds to ± 5 – 8 eV (~0.6 – 0.8 Å, depending on 

the element).  

2. In the error bar calculation of a gas phase measurement, the uncertainty of correctly 

positioning the gas phase tip over the liquid sample is also accounted for. The uncertainty of 

positioning the tip is ± 1. 0 mm. This value corresponds to ± 5 eV in energy loss which is 

calculated from equation 1 by accounting for the wrong TOF value of ± 1. 0 mm. 
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a. NICISS photon peak observation is sensitive to such small variations in TOF length. 

Hence, it can be used to correctly align the gas phase tip setup. This uncertainty is 

only included in cases where the positioning of the tip cannot be corrected. 

3. The overall uncertainty in a deconvoluted CDP comes from 1) gas phase measurement (for 

calibration of the depth profile), 2) reproducibility of the NICISS CDP and their deconvolution 

solutions, and 3) mathematical error for deconvolutions which is the standard deviation of 

various best fitting profiles generated from the genetic algorithm within the selected range. 

The latter two uncertainty combined present the error in the concentration of a CDP whereas 

the earlier uncertainty (vertical error bars) accounts for the error in depth (horizontal error 

bar).  

4. For comparing spectra with multiple errors, an averaging procedure is followed. Errors are 

averaged using the standard error propagation, i.e., overall error = (√(𝑎)2 + (𝑏)2) where (a) 

and (b) are the error involved with 2 different gas phase spectra or two different components 

of errors.   

2.2. Surface Tension Measurement:  

Surface tension (𝛾) is defined as the surface energy per unit area that can be measured for solvents 

using various methods. In the current work, a pendent drop method is used. In zero gravity, a solvent 

will form a spherical drop to minimize its surface energy per unit area. However, in normal conditions 

gravitation and capillarity forces will influence the shape of a drop hanging from the capillary. This 

information underpins the surface tension measurement using the Pendent drop method. A pendant 

drop at equilibrium follows the Young-Laplace equation [198] relating to the Laplace pressure across 

the interface with a curvature of the interface and the surface (or interfacial) tension (𝛾):  

𝜸 (
𝟏

𝑹𝟏
+ 

𝟏

𝑹𝟐
) =  ∆𝑷𝟎 −  ∆𝝆𝒈𝒛                                                    (8)  

Where 𝑧 is the distance from an arbitrary reference place chosen at the end of the drop, 𝑔 is the 

acceleration due to gravity, ∆𝜌 is the difference between the density of the liquid and the surrounding 

atmosphere. ∆𝑃0 is the reference pressure at 𝑧 = 0 written as ∆𝑃0 =  ∆𝑃 + ∆𝜌𝑔𝑧 and ∆𝑃 is the 

difference in Laplace pressure, in the drop and outside the drop. 

Surface tension measurements were performed using PAT1 (Sinterface Technologies) pendent 

drop-based instrument at 20 ºC. The drop-shape analysis was done using the commercially available 

program used by Sinterface Technologies.  For pendent drop measurement, the density of the 

solution is required as it defines the gravitational forces acting on the drop hence the shape of the 

drop. For pure solvent and the electrolyte solutions, the density values were measured at 20 ºC using 

density bottles (Pycnometers) which follow a linear trend with electrolyte concentration (see Figure 

2-8 (a)). While performing surface tension measurements, the capillary was cleaned thoroughly 
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using a 10% NaOH solution followed by rinsing with ethanol and water multiple times and flushing 

with a water-ethanol-air cycle using the stepper motor to clean the pumping line.  

Surface tension increment above the Jones-Ray concentration regime increase linearly with 

inorganic electrolyte concentration [134] (see Figure 2-8 (b)). Hence, by taking the gradient of this 

linear increase, we can extract surface excess information. However, the surface excess calculation 

is performed against the activity of an electrolyte in a solution which requires the activity coefficient 

information for an electrolyte. Activity coefficient information is scarcely available for solvents other 

than water therefore, surface excess data for inorganic electrolytes are not included in this work. The 

purpose of surface tension measurement is to provide complementary information for the NICISS 

CDP trends. 

 

Figure 2-8: A linear trend for change in (a) density, and (b) surface tension with varying concentrations 

of LiI in formamide electrolyte solutions. Error bars are smaller than the data points in some cases. 

For glycerol electrolyte solutions measurements, the solution was slowly sucked into a 3 mm outer 

diameter capillary and pushed slowly using a stepper motor-controlled pump to form a 30 µL solution 

drop. Time-dependent measurement was performed over the 5-second range with 0.5-sec intervals. 

A surface tension value of 63.0 ± 0.4 mJ m-2 was achieved for pure glycerol and set as a standard 

value to achieve before continuing with electrolyte solution measurement.  

In the case of formamide electrolyte solutions, the solutions were filled (and pushed out) throughout 

the line (with tubing made of PTFE) using a stepper motor. The same drop volume as for glycerol 

electrolyte solutions was used. The surface tension of formamide was measured first and 

subsequent electrolyte solutions measurements were only performed if a surface tension of 58.5 ± 

0.4 mJ m-2 was achieved. The surface tension of each drop was measured every 0.5 seconds for 20 

seconds. The same protocols as formamide solutions were followed for propylene carbonate and 

benzyl alcohol solutions. For propylene carbonate solutions, the surface tension value achieved was 

41.8 ± 0.2 mJ·m-2 and for benzyl alcohol, the surface tension value was measured as 40.0 ± 0.4 

mJ·m-2. Surface tension measurements of solutions were repeated 4 – 7 times with freshly formed 

drops and the standard deviation within the surface tension value of each drop acquired is taken as 

the uncertainty.  
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2.3. Fourier Transform Infrared (FTIR) Spectroscopy: 

In FTIR spectroscopy a spectrum is obtained for liquid, solid and gaseous samples by absorbance 

of light at a specific wavelength which represents a unique vibration mode of a chemical bond or 

species. IR absorbance corresponds to the derivative of dipole moment over changing the bond 

length and the properties of different bonds with different dipole moment provides chemical-specific 

bonding information. In a more precise explanation, infrared spectra result from the transition 

between quantized vibrational energy states ranging from a simple coupled motion of two atoms to 

a very complex movement of each atom. This complex movement creates vibration at a specific 

wavenumber, which absorbs light of varying wavelengths producing an interferogram. This 

interferogram is the raw data that is converted into absorbance/ transmission infrared spectrum using 

the Fourier transform algorithm. Interferrrogram is generated using a Michelon interferogram which 

splits a polychromatic beam into two radiation beams with different paths. One of these beams is 

reflected from a fixed mirror and another from the perpendicularly moving mirror (against the 

direction of the beam). These beams later get recombined following the superposition principle and 

pass through a sample ( or get absorbed or reflected from a sample) to the detector. The moving 

mirror produces a beam of various interference depending on its distance from the beamsplitter, 

which results in a beam of new wavelength focused towards the sample manifesting absorbance at 

different wavenumber [199]. Depending on the chemical bonds present in a sample, these beams 

will shows adsobansce for the new wavelength and produce vibrational peaks specific to the 

derivative of dipole moment over changing the bond length. The infrared spectrum range is from 

13000 cm-1 to 0 cm-1, and this spectral range is divided into three parts: Near-Infrared region (13000 

cm-1 – 4000 cm-1), Mid- Infrared region (4000 cm-1 – 400 cm-1), and Far- Infrared region (400 cm-1 – 

0 cm-1). All investigations related to the current thesis are focused on the Mid- Infrared region (MIR).   

FTIR instrument used for current research work is purchased from Bruker optics Inc,  Vertex model 

80v with an external adapter for running FTIR measurements in UHV condition simultaneously with 

the XPS instrument. In the current model of the FTIR instrument, a silicon carbide heated at 1200 K 

is used as a MIR source (Globar) that produces light for the wavenumber range of 5000- 370 cm-1 

[200]. For MIR region investigation, a KBr beam splitter is used and all the presented results in this 

thesis were performed in attenuated total reflection (ATR) mode of FTIR spectroscopy. ATR-FTIR 

utilizes the total internal reflection property of light bouncing above the critical angle which results in 

the formation of evanescent waves (waves that decay exponentially over depth). Based on this 

exponential decay, the probing depth of ATR-FTIR lies from ~ 0.5 μm to 2.0 μm, essentially making 

it a surface-sensitive measurement compared to the transmission mode of FTIR. However, in the 

current thesis, most of the discussion is in the depth range of 1-3 nm hence ATR-FTIR measurement 

is considered a bulk measurement. 
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ATR-FTIR measurements were performed with a diamond ATR crystal and IR signals were recorded 

using a DLaTGS detector with KBr windows. Electrolyte solution drops were deposited onto the ATR 

crystal and FTIR measurements were done at normal room temperature (20 °C, as set on the 

thermostat) and atmospheric conditions. ATR-FTIR measurements were performed for 100 

background and sample scans for a scan range of 4000 – 400 cm-1 with 2 cm-1 resolution. Each 

electrolyte solution measurement was repeated twice with a freshly formed drop. Presented 

spectrums were baseline and ATR corrected using the function available in the OPUS software 

(version 8.2.28). 

2.4. X-Ray Absorption Spectroscopy (XAS):  

In X-ray absorption spectroscopy (XAS), a sample is bombarded with X-rays of certain energies and 

some of these X-rays are absorbed by the atoms of the sample. These absorbed X-rays lead to the 

excitation or ejection of core electrons from the atoms of the sample. This absorption is measured 

as transmission (difference in initial and final transmitted signal), fluorescence (signals resulting from 

excited electrons filling the core hole (orbitals)), and auger spectrums (signal results from ejected 

electrons that are filled by the excited electrons) [201]. Each element has a specific energy range of 

absorption and scanning over this range results in a XAS spectrum. A XAS spectrum has three main 

features: an absorption edge which occurs when an electron has enough energy to excite from its 

core orbital, a large steep peak and shoulder formation just above the edge, and slowly dampening 

oscillating features as shown in Figure 2-9. The region just below the edge and short energy over 

the shoulder (up to 100 eV from the edge) is called the X-ray absorption near edge structure 

(XANES) region which provides electronics and local geometric information for the atom of interest. 

The oscillating features in the figure up to 700 eV (depending on the order presented within a sample) 

are called extended x-ray absorption fine structure (EXAFS) region which provides quantitative 

geometrical information about the atom.  

 

Figure 2-9: X-ray absorption spectrum (XAS) of Br Kedge from 10mM NaBr formamide (FA) electrolyte 

solutions. The figure here illustrates the main features in an elemental X-ray absorption spectrum. 
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All the presented XAS data were acquired at the Australian Synchrotron XAS beamline [202]. 

Electrolyte solutions of 10 mM concentrations were prepared at Flinders University following a similar 

procedure as discussed in a later section (Section 2.6) and degassed on-site just before the XAS 

measurements. This electrolyte concentration was selected to avoid the oversaturation of the 

detector due to higher fluorescence signal [203]. Bromide electrolyte solutions were slowly injected 

into quartz capillary (Hilgenberg gmbh) of the outer wall thickness of 0.010 mm and 80 mm in length. 

Special care was taken while injecting the solutions to avoid any bubble formation inside the capillary 

and the capillary was sealed after filling the sample to avoid any unwanted water gain during the 

measurements. Br K edge spectrums were calibrated against the first maximum (edge) of the first 

derivative of the Br K edge spectrum of standard KBr pellets. Transmission spectrums of KBr pellets 

were collected simultaneously while collecting fluorescence spectrums of Br K edge in electrolyte 

solutions.  Caesium electrolyte solutions were slowly filled in a rectangular metallic sample cell 

consisting of two apertures of 7.5 mm radius. These sample cells were sandwiched in a 3-layer 

arrangement with Kapton foils (0.025 mm thickness) in between and on the top that are held together 

with screws. The solution was filled in the middle layer of the sample cell using a syringe. This sample 

cell setup was used as the walls of quartz capillary were too thick for X-rays penetration at lower 

excitation energy (5 – 9 KeV). Cs L3 edge spectra were calibrated against the first maximum (edge) 

of the first derivative of the Cs L3 edge spectrum of standard CsCl pellets.  

Cs L3 edge and Br K edge fluorescence spectra were collected with 100 elements solid state Ge- 

detector at room temperature. The excitation energies of 5 – 9 KeV and 9 - 19 KeV were selected 

for Cs L3 and Br K edge measurements respectively; and the slit size was selected to keep an x-ray 

beam spot of ~ 1mm. All the spectrums presented here are triplicate scans collected from three 

different positions on the solutions-filled capillaries/sample cell to avoid bubble formations on a single 

focused spot. Collected data were pre-processed using Sakura pre-processing software and 

triplicates scans were averaged, and background subtracted using the Athena XAS data processing 

package [204].  

2.5. Thermal Gravimetric Analysis (TGA): 

TGA measures the mass change of a system with changing temperature and provides indirect 

information regarding the loss of compound from the sample of interest. TA instruments model 2950 

was used for TGA measurements in this thesis.  Liquid or solid samples of mass 18 – 35 milligrams 

(mg) were loaded into an aluminium crucible and the weight of samples was calibrated using the 

same aluminium crucible beforehand. TGA measurements were performed in a nitrogen purging 

environment with a temperature variation rate of 10 ºC. min-1 and the temperature range were 

selected based on the system of interest i.e., for glycerol measurement a temperature range of 30 – 

200 ºC was selected. 
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2.6. Materials and Sample Preparation 

2.6.1. Solvents Selected  

The focus of this thesis is to gain diverse information for ion specificity at various solvent surfaces. 

So solvent selection was done with criterion to explore the influence of two important factors for the 

ion specificity at solvent surfaces: 1) hydrogen bonding nature and, 2) dielectric permittivity. The 

hydrogen bonding interaction between solvent molecules at the interfaces is one of the interactions 

that define the magnitude of surface tension, thus the magnitude of intermolecular forces at the 

interface.  Comparing the ion specificity in hydrogen-bonded and non-hydrogen-bonded solvents will 

allow us to test the influence of hydrogen bonding nature which have been indicated as one of the 

enablers of SIE [205].  The dielectric permittivity (𝜀𝑟) is related to a solvent's ability to solvate ionized 

species (i.e., electrolytes). Hence, the varying dielectric constant of the solvent will allow for testing 

the role of solvation in defining SIE. Further, at the interfaces, the varying 𝜀𝑟 also provides the 

opportunity to test the influence of image charge repulsion for specific ion adsorption at the interface. 

To investigate the influence of dielectric permittivity, formamide (high dielectric permittivity), glycerol 

(intermediate dielectric permittivity), and benzyl alcohol (low dielectric permittivity) were selected. 

Benzyl alcohol (protic) and propylene carbonate (aprotic) were selected to explore the influence of 

hydrogen bonding nature for ion specificity in ion CDPs at the vapour-solvent interface (Figure 2-10). 

Within the above-listed properties, the need for vacuum suitability also dictated the selection of 

solvents, electrolyte solution concentration, and their measurement temperature. Therefore, NICISS 

measurements had to be conducted at varying temperatures between the solvent and with respect 

to surface tension measurements to limit the evaporation inside the vacuum chamber. For interfacial 

consideration, the surface tension of solvents increases linearly with the decreasing temperature 

suggesting that the intermolecular force at the interfaces increases at a lower temperature. I assume 

that this linear change in surface tension thus a linear change in intermolecular forces at surfaces 

does not change the SIE trend [206].  

 

Figure 2-10: Investigated solvents in this thesis 2F

c. See Table 2-1 for details of their physical and 
chemical properties.  

 
c Molecular structures are obtained from the PubChem database https://pubchem.ncbi.nlm.nih.gov. 

https://pubchem.ncbi.nlm.nih.gov/compound/Benzyl-alcohol


 

59 
 

Table 2-1: Physical and Chemical Properties of solvents investigated here3F

d
4F

e. 

 

Physical/Chemical 

properties 

Solvent 

Glycerol Formamide 

(FA) 

Propylene 

carbonate (PC) 

Benzyl Alcohol 

(BA) 

Formula C3H8O3 CH3NO C4H6O3 C7H8O 

Density (g L-1) at 20 

ºC 

1260 1129 1204 1045 

Dielectric 

permittivity at 20 ºC 

46.5 111.0 66.1 13.0 

Dipole moment5F

f at 

20 ºC (Debye) 

2.66 3.73 5.366F

g 1.67 

Polarizability7F

h (Å3) 8.14 4.22 8.55 12.89 

Surface tension at 

20 ºC (mJ m-2) 

63.0 ± 0.4 58.5 ± 0.4 41.8 ± 0.2 40.0 ± 0.4 

Vapour Pressure at 

20 ºC (bar) 

3.3 x 10-6 1.1 x 10-5 3.1 x 10-5 1.2 x 10-4 

NICISS 

measurement 

temperature (ºC) 

20 ± 1  6 ± 1  1 ± 1  -5 ± 1  

NICISS 

measurement 

pressure (bar) 

1 – 3 x 10-8 6 – 9 x 10-8 7 x 10-8 -– 1 x 10-7 9 x 10-8 -– 2 x 10-7 

Freezing /Boiling 

point (ºC) 

17.0/290.0 3.0/210.0 -48.8/242.0 -15.0/205.0 

  

 
d Data are obtained from the PubChem database https://pubchem.ncbi.nlm.nih.gov unless otherwise indicated.  
e Density and surface tension values are reported as measured here.  
f 207. Lide, D.R., CRC handbook of chemistry and physics. Vol. 87. 2006: CRC press. 
g 208. Chernyak, Y., Dielectric constant, dipole moment, and solubility parameters of some cyclic acid 
esters. Journal of Chemical & Engineering Data, 2006. 51(2): p. 416-418. 
h 209. Bosque, R. and J. Sales, Polarizabilities of solvents from the chemical composition. Journal of 
chemical information and computer sciences, 2002. 42(5): p. 1154-1163. 

https://pubchem.ncbi.nlm.nih.gov/compound/Benzyl-alcohol
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2.6.2. Electrolytes (salts) selected:   

The salts lithium chloride (LiCl), lithium bromide (LiBr), sodium chloride (NaCl), sodium bromide 

(NaBr), sodium iodide (NaI), potassium fluoride (KF), potassium bromide (KBr), potassium iodide 

(KI), rubidium bromide (RbBr), caesium fluoride (CsF) and caesium bromide (CsBr) (Sigma Aldrich, 

purity > 99%) and caesium chloride (CsCl) (Alfa Aesar, purity > 99%) were roasted at 400 ºC 

overnight to remove impurities before the sample preparation. To avoid oxidation of lithium iodide 

(LiI), a newly purchased bottle of LiI (Sigma Aldrich, purity > 99%) was stored in a glove box under 

a nitrogen atmosphere and used without further purification. Multiple batches of LiI were purchased 

for each set of measurements at separate times for the duration of my PhD.  

Table 2-2: Lists of electrolytes investigated for each solvent. Electrolyte concentrations were selected 

based on their solubilities in the solvents and the backscattering signals obtained from NICISS 

measurements8F

i. 

Electrolytes 

(NICISS 

measurement 

concentration) 

Glycerol 

(At 1.0 mol kg-1) 

Formamide 

(At 1.0 mol kg-1) 

Propylene carbonate 

(At 0.5 mol kg-1) 

Benzyl alcohol 

(At 0.5 mol kg-1) 

LiCl  X X  X 

LiBr X X X X 

LiI X X X X 

NaCl  X X   

NaBr  X X   

NaI  X X X X 

KF X    

KBr X X   

KI X X   

CsF X X   

CsCl X X   

CsBr X X   

 

 

 
i better backscattering signals are achieved with higher electrolyte concentration  
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2.6.3. Sample Preparations: 

In specific ion investigations, salts are dissolved in a solvent for which ionic interaction with the 

solvent molecule is of interest. During such investigation, the presence of any impurity like water in 

a solution can influence the SIE. Different SIE can emerge as ions tend to interact easily with a water 

molecule or organic impurity. Hence, avoiding such a scenario is vital in the collection of data for 

specific ion investigations. Due to the hygroscopic nature of most salts in this investigation, a 

trustworthy procedure to remove water content and organic impurities for salts is essential. Figure 

2-11 shows that a small amount of unknown organic impurities changes the oxygen step of the 

NICISS spectrum and affects the results. The oxygen step is changed as the surface-active organic 

impurity has adsorbed at the interface hence changing the backscattering of the He projectiles. 

NICISS can observe such subtle changes at the interface. Hence the data presented in this thesis 

are carefully evaluated keeping such observations in mind. 

 

Figure 2-11: Change in oxygen step height of CsBr NICISS spectrum due to the presence of organic 

impurity. The change in the sharp edge of the O step indicates that surface active impurities are 

depleting the O at the interface.  

Distillation or degassing is required to remove water content from the non-aqueous solvents, as high 

content of water will influence the ion specificity. The procedure to remove and determine the water 

content was different for each solvent investigated and dependent upon the instrument availability. 

For glycerol, the solvents were degassed in a custom-made vacuum setup for a period of 12 – 24 

hours. The degassed solvents were stored in separate glass bottles with the estimated volume 

required for each measurement and used within a fortnight.  Due to the viscous nature of glycerol, 

the preparation of saturated solutions takes 12 – 24 hours. To avoid any additional water gain during 

the stirring process was carried out under a vacuum as well. TGA measurements (Figure 2-12) were 

performed to account for water absorbed by salts in this duration. Degassed glycerol solutions had 

< 0.5 weight percentage (wt.%) of water which further decreased during the measurements in the 

NICISS UHV chamber. 
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Figure 2-12: TGA measurement of glycerol before (red) and after degassing (black). (a) overall mass 

percentage loss TGA spectrum of glycerol, (b) mass loss gradient of glycerol to account for water 

content absorbed in glycerol (85.49 °C is the cut-off point for water loss in glycerol under N2 

environment [210]).    

Formamide (FA) was purchased from Sigma Aldrich and the same salts and protocol mentioned 

above were followed to prepare formamide solutions. For FA purification, distillation was performed 

under low pressure (vacuum) due to its high boiling point (210 ºC). Distilled FA was stored in 

separate sealed vials in the measured volume required to make the solutions. Glass bottles were 

opened just before the addition of salts to reduce any water content and stirring was performed under 

the fume hood. For propylene carbonate (HPLC grade, purity ~ 99.7 %) and benzyl alcohol (purity ≥ 

99.0%), newly purchased bottles from Sigma Aldrich were used as received and the required volume 

for a series of electrolyte solution measurements was separated and stored in the glass bottle. This 

procedure was done to avoid repeated opening of newly purchased bottles leading to a chance of 

gaining moisture. Electrolyte solution stirring was done in clean sealed glass bottles under the fume 

hood. All the glass bottles used for the storage of solutions were cleaned in bulk for a series of 

measurements. Cleaning was done with 10% NaOH solutions then water, followed by flushing with 

acetone–water and ethanol-water combinations. These cleaned glass bottles were then baked in the 

oven overnight at 150 ºC. 

ATR-FTIR spectroscopy was used to detect water content in FA, PC, and BA electrolyte solutions9F

j. 

The deliberate addition of water into FA, PC, and BA were conducted to measure the detection limit 

of water content using ATR-FTIR spectroscopy which was >1 wt.% (Figure 2-13). Hence, this 

detection limit was used as a reference for checking the water content in all electrolyte solutions 

(except for the glycerol sets). Mazzini and Craig performed a structured investigation and suggested 

that the SIE will be affected due to water presence in case there are enough water molecules present 

to form a full solvation shell around the ion. Through SEC, they measured that >0.2 wt.% of water is 

needed to create a full solvation shell around ions in formamide and propylene carbonate at an 

electrolyte concentration of 0.05 moles kg-1. Since all the electrolyte solutions investigated here are 

 
j TGA instrument was out of commission during these measurements. 
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at least of 10 times higher concentration. It is assumed that > 2.0 wt.% will be required to potentially 

influence the herein presented results. All the electrolyte solutions investigated in this thesis are 

suggested to have >1.0 wt.% water content as measured from TGA and FTIR spectroscopy. Further, 

in NICISS measurements, the amount of water can be considered much less because of degassing 

inside the vacuum chamber.  

 

 

Figure 2-13: (a) and (b) ATR-FTIR spectrum of stretching -OH group (located between 3200-3800 cm-1) 

of pure PC, PC with the addition of varying wt.% of water, and 0.5 m LiCl, LiI, LiBr and NaI PC electrolyte 

solutions. With an increasing percentage of water, the H-OH groups' presence starts to become more 

visible in the broad -OH IR range.   When water is added at 1.0 wt.%, there is a slight increase in 

intensity at stretching -OH band suggesting. Hence using ATR-FTIR, we can measure > 1 wt.% of water. 

The absence of this peak in these regions suggests water content is less than > 1.0 wt.%. Based on 

this procedure, it can be suggested that all the electrolyte solutions prepared for NICISS, and surface 

tension measurement has less than > 1.0 wt.% of water. Thus, the effect of water presence toward ion 

specificity in herein investigated electrolyte solutions is assumed to be minima
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CHAPTER 3 : ION SPECIFICITY IN THE MEASURED 

CONCENTRATION DEPTH PROFILE OF IONS AT THE 

VAPOUR-GLYCEROL INTERFACE 

This chapter is a reformatted and edited version of a manuscript for a journal article published in a 

peer-reviewed journal. See the Contextual Statement section for details on the contribution of the 

co-author to the published version of the manuscript. 

Reference for the published version:  

Kumar, A., Craig, V.S., Page, A.J., Webber, G.B., Wanless, E.J. and Andersson, G., 2022. Ion 

specificity in the measured concentration depth profile of ions at the Vapour-Glycerol interface. 

Journal of Colloid and Interface Science, 626, pp.687-699. 

3.1. Introduction:  

The overall aim of this chapter is to quantitatively determine the concentration depth profiles (CDPs) 

of individual cations and anions of a large set of monovalent salts at the interface of glycerol. The 

CDPs are investigated under the same conditions. The aim is to identify and understand the specific 

ion trends that are manifest and to investigate what drives the ion specific adsorption and desorption 

of anions and cations at solvent surfaces. The solvent studied here is glycerol. Glycerol has been 

chosen for a combination of reasons including its ability to dissolve a wide range of electrolytes, its 

low vapour pressure and its high surface tension (~ 63 mJ.m-2) which is comparable to water (~ 73 

mJ.m-2) [211]. SIE in glycerol have been previously investigated in the bulk [212-214] and at the 

surfaces [148, 152] (see 1.5.3). Studies of the vapour-glycerol interface have shown that the hydroxyl 

groups of glycerol face into the bulk solvent and the CH2 and CH groups extend into the vapour 

phase [215-218]. Based on the current understanding of the orientation of water at the vapour-liquid 

interface [219]. The surface dipole of glycerol has the opposite orientation to that of water.  

3.2. Results 

The current investigation focuses on four different comparisons of ion CDPs:  

1) Comparison between different anion CDPs with a common cation. 

2) Comparison between a single anion’s CDP with varying cations. 

3) Comparison between cation CDPs with varying anions.  

4) Comparison between the CDPs of the ions comprising a single salt. 
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Cations with common anions are not compared explicitly, as the zero-depth scale for cations cannot 

be measured directly (see 2.1.5 and 2.1.7). Therefore, the resulting uncertainty in the profile of 

cations prevents meaningful comparison between different cations (see Figure I-7 in the Appendix 

chapter I). However, comparing the same cation in different salts is not affected as the offset error 

in the zero-depth calibration is the same. 

3.2.1. Observation of Specific Ion Series in Anion CDPs: 

Examination of the ordering of anions with a common cation mirrors specific ion effect studies into 

the Hofmeister series for anions, as this probes the relative strength of the anion’s affinity for the 

interface. The CDPs of Cl-, Br- and I- with Li+ and Na+ as common cations are compared in Figure 

3-1 (a) and (b), respectively, while the CDPs of Br- and I- with K+ as the common cation are compared 

in Figure 3-1 (c). The CDPs of Cl-, I- and Br- show a non-monotonic distribution (except for KBr), 

where ions are present in enhanced concentration close to the Vapour-glycerol interface, followed 

by a strong depletion in the subsurface region. In Region 1, for lithium salts (Figure 3-1 (a)) all three 

anions show a similar maximum peak concentration. For the sodium salts (Figure 3-1 (b)), Cl- ions 

have a similar peak concentration to that of I- while Br- has the lowest peak concentration. For the 

potassium salts (Figure 3-1 (c)), the I- peak concentration is enhanced in Region 1 whereas Br- 

shows a depletion (no peak). In Region 2, Cl- shows a slightly stronger depletion than I- for the lithium 

salts. For the sodium salts a similar but smaller difference is present and is difficult to discern within 

the uncertainties.  

3.2.2. Observations of Counterion Effects on Ion CDPs: 

3.2.2.1. Anion Depth Profiles in The Presence of Various Cations  

In considering classic Hofmeister effects the influence of the counterion is usually neglected. As such 

the ordering of the anions in the Hofmeister series is usually assumed to be independent of the 

cation. Here we explore how changing the cation influences the depth profile of a common anion. 

The CDPs for Cl- in 1 m LiCl, NaCl and CsCl glycerol electrolytes are compared in Figure 3-2 (a), 

showing that the Cl- CDPs in Region 1 are the same in each case. In the case of the CsCl glycerol 

solution, the Cl- CDP has a somewhat larger depletion in Region 2 (subsurface region) compared to 

LiCl and NaCl solutions. In contrast, comparison of the Br- CDPs (Figure 3-2 (b)) clearly shows that 

the cation identity strongly influences the Br- peak in Region 1 as observed in the raw NICISS CDPs 

(see Figure I-5 (b) in Appendix chapter I). The magnitude of the Br- peak in Region 1, as shown in 

Figure 3-2 (b), is strongly influenced by the counter-cation (Li+ > Na+ > K+) while in Region 2 the 

depletion order is reversed. The CDPs for I- (Figure 3-2 (c)) paired with Li+, Na+ or K+ counterions 

have similar peak concentrations in Region 1 and in this respect are similar to the Cl- CDPs. Whilst 

differences appear to be present in Region 2 the measurements are within uncertainty in this region.  
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Figure 3-1: Deconvoluted CDPs of Cl- (black), Br- (red), and I- (blue) anions in 1 m solutions in glycerol 

with (a) Li+ as the counterion, (b) Na+ as the counterion, and (c) K+ as the counterion. The insets show 

the outermost layer (Region 1) of the ion CDP. For lithium salts, Cl-, Br-, and I- have a similar peak 

concentration at the glycerol surface. For sodium salts, the peak concentration of anions follows the 

order Cl- = I- > Br-. For potassium salts I- exhibits a strong peak concentration near the interface 

whereas Br- is depleted near the interface. For clarity, error bars are only included every 5 data points.  
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Figure 3-2: CDPs in 1 m solutions for Li+ (red), Na+ (green), K+ (green) and Cs+ (black) salts of (a) Cl-, 

(b) Br-, and (c) I- in glycerol. Insets in each figure shows the region of the outermost layer of the CDP 

(Region 1). The Br- CDP in Region 1 shows a specific ion order for cations i.e., Li+ > Na+ > K+ while Cl- 

and I- CDPs remain unchanged with varying counter-cation. Since each of these ion CDP comparisons 

have been calibrated with the same gas phase measurement, the potential offset error in the depth 

scale is the same in each measurement and for the sake of clarity they are not included. For clarity 

concentration error bars are included for every 5 data points.  
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3.2.2.2. Cation Depth Profiles in the Presence of Various Anions  

In the previous section we examined how cations influence the CDP of a particular anion, here we 

examine how anions influence the CDP of a particular cation. The CDP for K+ paired with F-, Br- and 

I- counterions are compared in Figure 3-3 (a). The CDP's show that K+ is depleted at the surface in 

all cases. Since the K+ NICISS CDPs have a less favourable signal to noise ratio than other heavier 

ions, differences are more difficult to discern (see Figure I-6 (a) in the Appendix Chapter I). However, 

K+ when paired with Br- is more depleted from glycerol surfaces than when paired with F- and I-; for 

the latter anions the degree of K+ depletion at the surface is similar (Figure 3-3 (a)). The CDPs for 

Cs+ from CsF and CsCl solutions are compared in Figure 3-3 (b) and show Cs+ has a sharp maximum 

in concentration near the vapour-glycerol interface and that it has a higher peak concentration when 

paired with F- than with Cl-.  

It is desirable to include CsBr in this comparison, but a direct comparison as shown for Cs+ in CsF 

and CsCl is not possible as the Cs+ and Br- steps cannot be fully separated in the TOF spectra. 

However, a TOF spectrum for CsBr can be constructed from the TOF spectra for CsCl and NaBr, as 

in these spectra the peaks are separated. To do so, the region of the TOF spectra of CsCl that 

corresponds to Cs+ is combined with the region of the TOF spectra of NaBr that corresponds to Br-. 

The difference between the measured TOF spectra for CsBr and the constructed TOF spectra for 

CsBr can then be determined and is shown in Figure 3-3 (c). The difference spectrum is examined 

in two regions. The Cs+ TOF region is between approximately 3.67 µs - 3.82 µs and the Br- region is 

approximately from 3.82 µs – 4.00 µs (regions marked in Figure 3-3 (c)). In the difference spectrum 

a negative distribution indicates a relative depletion in the measured CsBr spectra compared to the 

constructed CsBr spectra. Thus, a negative distribution in the difference spectrum for Cs+ or Br- ions 

indicates the depletion of Cs+ and Br- ions relative to Cs+ from CsCl and Br- from NaBr respectively. 

Examining the Cs+ region, Cs+ shows a depletion when Cs+ from CsCl is used to construct the CsBr 

spectrum. Furthermore, when replacing the Cs+ from CsCl with Cs+ from CsF, (see Figure I-8 in the 

Appendix Chapter I) this depletion region for CsBr becomes even larger. This overall comparison of 

Cs+ profile shows a Hofmeister effect of the anions on the Cs+ concentration at the vapour-glycerol 

interface i.e., Cs+ (CsF) > Cs+ (CsCl) > Cs+(CsBr). The zero in the TOF difference spectrum (dashed 

black line in Figure 3-3(c)) was determined from the region above 4.0 µs where the CsBr solution 

TOF spectrum has reached the bulk concentration. 

For Br-, the depletion is pronounced at shorter TOF, and this disappears for longer TOF, reaching 

bulk concentration (above 4.0 µs). This depletion feature for Br- becomes more pronounced when 

Br- from LiBr is used for constructing the CsBr TOF spectrum (see Figure I-9 in the Appendix Chapter 

I). Furthermore, after using Br- from the KBr TOF spectrum for constructing the CsBr spectra, the 

difference in Br- region becomes negligible (see Figure I-10 in the Appendix Chapter I) evidently 

suggesting similar Br- CDPs in KBr and CsBr solutions, as shown in Figure 3-2 (b). These 
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comparisons suggest that the cations affect the location of the Br- ion relative to the vapour-glycerol 

interface in the order Li+ > Na+ > K+ = Cs+.  

 

 

  

Figure 3-3: (a) Comparison of the CDPs of K+ in 1 m KF (violet), 1 m KBr (pink) and 1 m KI (dark blue) 

glycerol solutions. (b) Comparison of the CDPs of Cs+ in a 1 m CsF (red) and 1 m CsCl (black) solutions 

in glycerol. (c) Difference (blue) between the TOF spectrum of 1 m CsBr (olive) and that of the 

constructed 1 m CsCl and 1 m NaBr TOF spectrum (brown). This difference in TOF spectrum is 

averaged over 3 data points. For clarity, error bars are included for Figures 5(a) and (b) only for every 

5 data points. 
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3.2.3. Surface Tension of Glycerol Electrolyte Solutions  

The surface excess of solutes in solution, B, can be determined from surface tension measurements 

using the Gibbs adsorption isotherm, wherein an increase in the surface tension with increasing 

concentration of solute means there is an overall depletion of the solute at the surface. Here we have 

measured the surface tension of a range of solutions containing different salts at a concentration of 

1 m in glycerol. For most electrolyte solutions it has been observed that the surface tension increases 

linearly with concentration for a wide range of electrolytes up to a few molal in both aqueous [9] and 

glycerol solutions [152]. As the change in surface tension is linear, the surface tension increment 

(STI) (mJ·m-2·(mol·kg-1)-1) can be conveniently employed to compare the overall degree of depletion 

of the electrolyte from the interface for different salts.  

From the surface tension measurements, the STI of the various electrolyte solutions has been 

calculated and the values are presented in Table 3-1. Quantitative conversion of these data to 

surface excess requires knowledge of the mean activity of the ions in glycerol at this concentration. 

The activity is only known for a few of the systems studied here. (See Table I-1, 2, and 3 in the 

Appendix Chapter I for surface excess data derived from both NICISS CDPs and surface tension 

measurements assuming that the activity coefficient of salts in glycerol is 1.0). Regardless of the 

unavailability of the activity coefficient data, the surface tension increment allows a qualitative 

discussion of the trends. It is evident that the anion identity has a significant influence on the 

magnitude of the STI and implies that the anion concentration at the interface follows the series Cl- 

< F- < Br- < I- with the last in the series being the most depleted from the surface.  

These STI data are consistent with the NICISS measurements in two ways. It is evident that the 

magnitude of the surface tension increment is more strongly influenced by the anion than the cation. 

For the anions the STI follows the series Cl- < F- < Br- < I- and for the cations the STI order is variable 

and dependent upon the anion, suggesting that the depletion of cations at the interface is anion 

dependent. This dependency was shown clearly with the NICISS data in section 3.2.2.2.  

Table 3-1: Measured surface tension increments (STI), ∆𝜸 (mJ·m-2·(mol·kg-1)-1) for electrolytes in 

glycerol, calculated from surface tension measurements of solutions at a concentration of 1 m. Here 

the STI of a particular electrolyte in glycerol is tabulated at the intersection of the column containing 

the anion and the row containing the cation 

Cations/Anions F- Cl- Br- I- 

Li+  0.4 ± 0.3 0.8 ± 0.3 1.7 ± 0.4 

Na+  0.2 ± 0.3 0.9 ± 0.3 0.9 ± 0.4 

K+ 0.7 ± 0.2  1.3 ± 0.2 1.8 ± 0.4 

Cs+ 1.0 ± 0.3 0.7 ± 0.5 1.1 ± 0.3  
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3.2.4. Anion and Cation Depth Profiles of electrolytes  

Various computational works investigating inorganic ions at the vapour-solvent interface have shown 

that ion enhancement can occur at the solvent surface, which is counteracted by depletion of the 

counterion in the surface region [112, 129, 220]. To investigate this trend directly in experiments, we 

compare the anion and cation concentration depth profiles obtained from KI in Figure 3-4(a) and 

CsCl in Figure 3-4(b), dissolved in glycerol. (See Table I-1 and 2 in the Appendix Chapter I for surface 

excesses obtained from ion CDPs obtained using NICISS). In both cases the anion has an enhanced 

concentration nearest to the interface followed by a strong subsurface depletion, while the cation is 

depleted throughout the interface. The net effect is an overall depletion of ions from the glycerol 

interface (a similar trend was observed for KBr electrolyte solutions in see Figure I-11 in the Appendix 

Chapter I).  

Ideally, by integrating the ion CDPs over a certain depth range, the surface excess of both the anion 

and cation and hence of the overall salt could be obtained from NICISS CDPs and compared to the 

surface excess values calculated from surface tension measurements. However, previous 

comparisons [221] of surface excess calculated from surface tension measurements and NICISS 

CDPs were for a surfactant solutions which have a much greater magnitude of surface excess. 

Simple monovalent inorganic ions have a small surface excess and experimental uncertainties 

preclude accurate determination of the surface excess from NICISS measurements. Hence, we do 

not compare the surface excess values obtained from both techniques.  

 

Figure 3-4: Anion and cation CDPs of (a) 1 m KI glycerol solutions with I- (pink) and K+ (blue) CDPs and 

(b) 1 m CsCl glycerol solutions with Cl- (black) and Cs+ (violet) CDPs. The uncertainty between depth 

calibration of cation and anion is ± 3.6 Å. For the sake of clarity, the error bars for depth calibration are 

not included in the figures. The presented error bars in the ion concentration are the standard error 

between deconvolution solutions of two repeated NICISS measurements which for clarity is shown 

only for 1 in 5 data points. 
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3.3. Discussion 

Here NICISS has been used to measure the CDPs of individual ions in glycerol solutions, in order to 

determine how the concentration profile near the interface is influenced by the identity of the ion. 

The strength of this technique is that the CDP of each ion can be determined independently. These 

experiments reveal four key results for ions at glycerol surfaces.  

• Anions are mostly enhanced in concentration relative to the bulk in the outermost region of 

the interface and Cl- and I- ions are enhanced in concentration to a greater degree than Br- 

(Section 3.2.1).  

• The degree to which Br- ions are enhanced in concentration in the outermost region of the 

interface is strongly dependent on the counterion, such that the enhancement is greatest for 

Li+ and follows the series Li+ > Na+ > K+ = Cs+. In contrast, the CDPs of Cl- and I- were 

unaffected by the identity of the counterion. (Sections 3.2.1 and 3.2.2).  

• The concentration of cations at the glycerol interface depends on the identity of the anion. 

Cs+ and K+ have lower concentrations at the vapour-solvent interface when paired with Br- 

than when paired with I- or F-. The Cs+ concentration at the vapour-glycerol interface follows 

a Hofmeister series in terms of anion effect (Section 3.2.2.2).  

• These experiments directly measured the concentration depth profiles of ions at the glycerol 

interface and show that anions have an enhanced concentration in the outermost region of 

the interface (Region 1) followed by a significant subsurface depletion (Region 2). In contrast, 

cations are depleted throughout the interface (Section 3.2.4). These results offer direct 

experimental evidence in support of a number of computational studies reporting 

accumulation of anions in the outermost region of the interface (Region 1) [112, 129, 144, 

160]. 

Interpreting interfacial manifestations of SIE is complicated. Measurements of STI average the 

concentration of both anion and cations across the interface. As such surface tension measurements 

are not able to discern the individual contributions of the cations or anions without further 

assumptions such as assignment of a surface excess to a reference ion [222, 223]. Moreover, 

extraction of the individual contribution of specific ions to the surface tension increment requires the 

assumption that the surface excess of an anion is independent of the cation and vice-versa, which 

is known not to be the case.  Further, surface tension measurements are unable to reveal anything 

about the distribution of ions within the interface. This is important, as simulations show that the ion 

distribution is non-monotonic and dependent on the specific nature of the ion [112].  

The non-monotonic distribution of ions within the interface complicates comparison between different 

experimental techniques for probing the interface, as each technique varies in depth sensitivity. For 

example, X-ray photoelectron spectroscopy typically probes depths of 2 - 10 nm [166], whereas 

surface sensitive non-linear optical techniques typically probe depths of between 0.3 and 0.8 nm 

[157, 224]. The variability and uncertainty in experimental depth sensitivity also complicates 
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comparison of experiments with computational and simulation studies. This highlights the 

importance of NICISS as a tool for mapping the depth distribution of ions within the interface. As 

shown here, the technique is able to measure the non-monotonic distribution of ions within the 

interface with high depth resolution whilst simultaneously differentiating between ionic species. As 

such the technique allows direct comparison between the spatial distribution of ions of varying types 

and charge at the vapour-solvent interfaces.  Further, the effect of different counterions on this 

distribution can be measured. These direct experimental observations can be used to interpret and 

compare different techniques for the investigation of interfaces. For example, the detailed ion depth 

profiles illustrate why simulation studies show an excess of ions at the interface whilst 

thermodynamic analysis of surface tension measurements reveals a depletion of ions within the 

interface - the ion distribution is non-monotonic, and the techniques are probing different depths. 

The technique is also powerful for understanding the detailed manifestation of SIE. For example, the 

influence of counter ions on the distribution of an ion within the interface can be revealed. This 

interdependency between ions complicates interpretation of SIE and has led researchers to move 

beyond interpretations based on the Hofmeister series.  

Collins [65, 66] proposed the law of matching water affinities to explain these effects in aqueous 

systems. This affinity, as defined by Collins [65], accounts for the charge density of ions and counter-

ions in interacting with water molecules. If the ion and counter-ion have similar charge density, then 

contact ion pairs will be formed and when the charge density differs the ions will preferentially interact 

with water molecules. This idea was later expanded to include non-aqueous solvents through a 

consideration of Volcano plots [68] and described as the "Law of matching effective ion sizes (MEIS)" 

for the monovalent ions [68]. These ideas go beyond the Hofmeister series as they encompass the 

observation of series reversals with changing counterion, whereas the Hofmeister paradigm 

assumes that the counterion is irrelevant. The MEIS can be extended to include the interaction of 

ions with interfaces. Ions with a relatively strong affinity for the solvent will be withdrawn from the 

interface and ions with a weaker affinity for the solvent will be relatively abundant at the interface. 

Our NICISS results show that cations are depleted from the interface whilst anions are adsorbed at 

the outermost region of the interface, except for Br- when it is paired with either Cs+, K+ or Na+. This 

is in accord with the surface tension measurements that show an overall depletion of ions at the 

interface. Taken together with the NICISS data this implies that the overall depletion is primarily due 

to the strong depletion of cations from the interface.  

Do these observations align with the Collins paradigm and the MEIS? To determine the relevant 

affinity of the anions for glycerol we have calculated their solvation free energies in glycerol using 

Gregory and co-worker’s IonSolvR database (see Appendix Chapter I and the reference for 

methodology details) [225]. The solvation free energies for Cl-, Br-, and I- in bulk glycerol are -234.2 

± 6.1 kJ.mol-1, -332.0 ± 6.1 kJ.mol-1 and -92.5 ± 6.2 kJ.mol-1, respectively (± are standard error in 

solvation free energy from MD trajectory). The Br- solvation energy is much more favourable than 
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both Cl- and I-. Within the Collins paradigm this infers that it is more favourable for Cl- and I- anions 

to be at the interface, as observed. But this does not explain why Br- is found at the interface in the 

presence of Li+ but not in the presence of Cs+, K+ or Na+ counterions. 

The MEIS suggests that the Br- ion will have a strong affinity for Cs+ , K+ and Na+ but not so for Li+ 

as the hydrated ion size [226] for Br- (0.330 nm) is similar to Cs+ (0.329 nm), K+ (0.331 nm) and Na+ 

(0.358 nm ) but quite different to Li+ (0.382 nm).  As the cations are strongly depleted from the 

interface this will draw the Br- from the interface into bulk when the counterion is Cs+, K+ or Na+. In 

contrast the Li+ is different in size to the Br- and as such there is no drive for association and the Br- 

remains at the interface when Li+ is the counterion. We note that the influence of matching effective 

ion sizes is not manifest when the anion is either Cl- or I- (which have very similar hydrated ion size 

to Br- at 0.332 and 0.331 nm respectively), presumably due to the dominant effect of their much 

lower solvation free energy.  

3.3.1. Comparison with Previous Investigations of the Vapour-Glycerol Interface 
and Outlook 

Now we compare our results with previous investigations of ions at the vapour-glycerol interface. 

Allen and co-workers [152] have investigated the adsorption of anions to the interface, with Na+ as 

the counterion using Vibrational Sum Frequency Generation (VSFG) spectroscopy. They concluded 

that I- exhibits a larger degree of disturbance on the hydrogen bond network than Br- at the surface 

of glycerol. This indirectly implies a greater concentration of I- at the glycerol surface than Br- which 

is consistent with the NICISS CDPs presented here for sodium electrolyte solutions. Allen and co-

workers had discussed the higher concentration of I- at glycerol surfaces based on its larger ionic 

size and polarizability akin to the aqueous electrolyte surfaces, however they did not investigate 

NaCl glycerol solutions due to solubility issues. Our observations here of an enhancement of Cl- at 

glycerol surfaces, suggest that the trend observed for water of larger and more polarisable anions 

being surface enhanced does not extend to glycerol electrolyte surfaces.   

Allen and co-worker’s investigation on glycerol electrolyte solution surfaces was inspired by 

Nathanson and co-worker’s molecular beam scattering experiments [146]. Employing molecular 

beam scattering experiments, Nathanson and co-workers studied the reaction probability pathways 

of DCl interaction at the vapour-glycerol interface. One of the interesting reaction pathways in these 

experiments was the nonreactive DCl molecule desorption. A small percentage of DCl molecules 

are immediately scattered from the glycerol surface without any desorption, because some of the 

available interaction sites (hydroxyl moiety) for DCl molecules (i.e., D→H exchange interaction) are 

occupied by electrolytes present at the glycerol surface. From this reaction pathway, the fraction of 

ion occupied interaction sites can be inferred. Comparing this reaction pathway, the authors 

observed that each of LiI, NaI and KI glycerol solutions had a similar fraction of nonreactive 

desorption of DCl, suggesting the absence of any cation influence on the fraction of occupied 

interaction sites at glycerol surfaces for the I- anion. This observation is supported by our NICISS 
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CDPs of I- in LiI, NaI and KI solutions surfaces measured here (Figure 4 (c)) showing that the I- 

concentration at the glycerol surface does not vary with the counterion. Additionally, Nathanson and 

co-workers observed that NaBr and NaI glycerol solution had a similar fraction of nonreactive DCl 

desorption, suggesting a different specific ion trend than observed here for the anion CDPs of sodium 

salts. This difference emphasizes another important observation of single ion contributions and the 

role of anion-cation interactions, since molecular beam scattering experiments measure the effect of 

the overall salt. The authors rationalised these observations as owing to competing effects between 

ion-solvent and ion-counterion interactions and suggested that the DCl molecular reaction pathways 

are further complicated by ion coordination at glycerol surfaces. 

Hence the coordination of ions (i.e., the number of solvent molecules within the solvation shell of the 

ions) at the glycerol surface and in bulk solution will help elucidate the herein observed organization 

of ions, as well as observations made by Nathanson and co-workers at the vapour-glycerol interface. 

The solvation shell essentially encompasses most ion-solvent interactions and defines the effective 

ionic size [128, 227, 228]. Unfortunately, knowledge of the ion solvation shell in glycerol (and other 

non-aqueous solvents) is limited in the bulk and is non-existent for ions near interfaces. Recently, it 

has been shown with Extended X-ray Absorption Fine Structure (EXAFS) measurements that it is 

possible to obtain accurate solvation shell data in the bulk. Watanabe[87] showed that EXAFS can 

be used to measure the solvation shell of ions at solvent surfaces and these have now been 

accurately measured by Bera and co-workers [229]. In the near future we plan to perform similar 

experiments with inorganic ions in aqueous and non-aqueous solvents and compare this with CDP 

of ions in aqueous and non-aqueous solvents to gain insight into the driving parameters for ionic 

adsorption at solvent surfaces.  

3.4. Conclusion 

In last few decades, a range of investigations have covered the topic of ion specificity of the 

adsorption and desorption of ions at solvent surfaces with a strong emphasis on the vapour-water 

interface [230-232]. Only a few investigations have studied non-aqueous solvent surfaces [148, 233]. 

Based on our comprehensive measurements of CDPs of several combinations of cations and anions 

we have identified four key results regarding the adsorption and desorption of monovalent ions at 

glycerol surfaces. These results confirm previous observations from experiments and computational 

studies with direct measurements. In the current work, we compare the CDPs of different ion 

combinations using 12 different glycerol electrolyte solutions to determine the specificity of ions in 

the CDPs at glycerol surfaces. In general anions are adsorbed to the outermost region (Region 1) of 

the vapour- glycerol interface, with Br- being the exception. These results prove that the concept of 

larger and more polarisable ions present at a vapour-water interface [116] does not apply for all 

solvents. Quantum chemical calculations of free energies of solvation for these anions in glycerol, 

show that ions with a weak affinity for the solvent are abundant at the interface (Cl- and I-), whereas 

ions with a strong affinity for the solvent may be depleted from the interface (Br-) depending on the 
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nature of the counterion. These observations are consistent with the concept of MEIS [68], wherein 

counterions with a similar hydrated size to the Br- ion lead to strong ion-ion interactions which draws 

the anion away from the interface.  

The cation CDPs were influenced by the nature of the anion. In contrast, the anion CDPs were only 

influenced by the cation in the case of Br-. An overall salt depletion at glycerol surfaces is evident 

from the surface tension measurements whilst NICISS showed that anions are enhanced at the 

interface. By measuring CDPs of the cations we show that the absence of cations in the interface is 

responsible for the overall salt depletion. This highlights the importance of directly measuring the 

individual CDP of the anion and cation simultaneously with NICISS. Based on these results it is 

important to acknowledge that the cation influence on the anion CDP cannot be ignored and 

consideration of anion-cation interactions is vital for future ion specific investigations at solvent 

surfaces. In this journey of exploring the complex nature of ion specificity at solvent surfaces we 

have also demonstrated the advantage of NICISS as a technique for specific ion investigations which 

will be thoroughly utilized in upcoming investigations with various solvents.  

Our current work, which concentrates on a single solvent, is unable to reveal vital information on the 

influence of several solvent properties on SIE at interfaces. In particular the polarizability and 

dielectric permittivity of the solvent, the molecular orientation of the solvent molecules at the surface 

and the resultant dipole moment at the vapour-solvent interface may all be important.  Additionally, 

the role of the solvent on the individual ion-ion and ion-solvent interactions on the adsorption of ions 

at surfaces also needs to be evaluated [95, 142]. Investigation of the adsorption of ions at various 

solvent surfaces and determining the solvation shell with EXAFS are examples how these questions 

will be investigated along with important contributions from computational studies.  

.
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CHAPTER 4 : SPECIFIC ION EFFECTS AT FORMAMIDE SURFACES: A 

REVERSE HOFMEISTER SERIES IN ION CONCENTRATION DEPTH 

PROFILES 

4.1. Introduction:  

Current chapter uses NICISS to determine the concentration depth profiles (CDPs) of a range of 

monovalent anions and cations in formamide (FA). Eleven FA electrolyte solutions were investigated 

to obtain Cl-, Na+, K+, Br-, I- and Cs+ CDPs.  Herein, I aim to understand how the nature of the ions 

impacts their organisation in the interfacial region of FA and to observe the solvent perturbation 

towards fundamental SIE. FA is an important solvent for SIE investigation as it represents the 

simplest amide compound with the biologically important peptide linkage that is thought to have a 

significant role in the creation of life during the prebiotic earth [234]. It is also an interesting solvent 

as it acts as the point of series reversal for ion-solvent interaction in the SIE series for two different 

experiments [71]. It is a polar solvent with highly structured hydrogen bonding, a high dielectric 

constant (111.0), high surface tension (58.5 mJ m-2), and large polarizability (4.22 Å3) compared to 

water (1.49 Å3) [209]. These properties of FA make it a relevant non-aqueous solvent to compare 

against the previously reported SIE trends at water surfaces (see 1.5.3). It also has compatible 

vapour pressure for measurements employing ultra-high vacuum (UHV) based techniques. 

4.2. NICISS Results: 

The current investigation focuses on comparisons of CDPs in four different ways:  

• Comparison of anions with a common cation. 

• Comparison of cations with a common anion. 

• Comparison of an anion with different cations. 

• Comparison of a cation with different anions. 

For the present work it is worth noting that there is some FA evaporation in the UHV chamber in 

which the experiments are conducted. The evaporation results in an increase of the concentration 

of the electrolyte solution by 15-20 % over the course of an experiment (the vapour pressure 

depression is ion-specific, and the evaporation rates differ between each electrolyte solutions [235, 

236]). Zhang and Cremer[184] have reported a concentration dependent SIE reversal. Hence, it is 

important that the consequence of the concentration changes for the SIE investigation is discussed. 

In Figure II-4 of the Appendix chapter II, I- convoluted CDPs of KI FA solutions with varying electrolyte 

concentration clearly shows that above 0.1 m electrolyte solutions, the CDPs of I- do not change. 

Thus, it is assumed that a small change in the electrolyte concentration due to evaporation in a high 

electrolyte concentration regime as used in this chapter should not affect the SIE comparisons.  
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4.2.1. Comparison of Anions with a Common Cation.  

In this section we discuss the CDPs of anions when they are paired with one specific counter-cation. 

In Figure 4-1 (a), the anions, Cl-, Br- and I- of lithium salts are compared. Cl- exhibits an enhanced 

ion concentration in Region 1, followed by a strong depletion in Region 2, whereas Br- has a peak 

with concentration slightly lower than the bulk electrolyte concentration in Region 1 and a depletion 

in Region 2. I- is depleted in Region 1 and reaches the bulk electrolyte concentration in Region 2. 

The Cl-, Br- and I- CDPs for sodium salts are shown in Figure 4-1 (b) and potassium salts in Figure 

4-1 (c). The CDPs of the anions are similar regardless of the cation. Note that KCl solutions were 

not investigated because the K and Cl TOF steps cannot be separated in a NICIS spectrum when 

using He projectiles. Andersson and co-workers [237] have previously measured CDPs for anions 

of LiI and LiCl at the vapour-FA interfaces and found that the trend of Cl- and I- are in disagreement 

with the measurements we report here. This disagreement could arise from differences in the sample 

preparation, in particular difference to the present work, the salts had not been roasted. Hua et.al. 

[238] showed that “as received” salts from suppliers contain organic impurities which influence ionic 

organisation at solvent surfaces. In this work we roasted the salts at 400 ͦC before use to remove 

organic impurities. 
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Figure 4-1: Concentration depth profiles of Cl- (black), Br- (red), and I- (blue) ions in 1 m FA electrolyte 

solutions with (a) Li+, (b) Na+, and (c) K+ as counterions. Panels (d), (e), and (f) are same CDPs 

comparisons as (a), (b), and (c) respectively but specific to Region 1 and Region 2. For clarity, error 

bars are only included for every 5th data point. 

4.2.2. Comparison of Cations with a Common Anion. 

The comparison of CDPs of Na+ and Cs+ for chloride salts (Figure 4-2 (a)) show that both cations 

are depleted in Region 1 and Cs+ is more depleted in Region 2 compared to Na+. A similar trend is 

observed for Na+ and K+ CDPs for bromide salts (Figure 4-2 (b)), where K+ is more strongly depleted 

in Region 1 than Na+. It should be noted that the Cs+ CDP of CsBr could not be obtained directly as 
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Cs and Br elemental TOF steps could not be separated in the NICISS spectrum using He0 projectiles. 

Additionally, the CDPs for iodide salts with different cations could not be compared due to the large 

uncertainties involved (See Figure II-5 in the Appendix chapter II). 

 

Figure 4-2: Comparison of (a) Na+ (green) and Cs+ (violet) CDPs, and (b) Na+ (green) and K+ (pink) CDPs, 

of chloride and bromide salts in FA respectively. For clarity, error bars are only included for every 5th 

data point. 

4.2.3. Comparison of an Anion with Different Cations 

In this section we examine the effect of counterions on CDPs of anions measured using NICISS. Cl-

, Br- and I- CDPs in FA with various cations are compared in Figure 4-3 (a), (b) and (c), respectively. 

In Figure 4-3 (a), we observe that the Cl- are enriched in Region 1 and depleted in Region 2. Further, 

the Cl- CDPs do not change with the cation within experimental uncertainty. Note that the oscillations 

in the bulk region are not considered significant as explained earlier (Section 2.1.7). Br- has a peak 

in Region 1 with a depletion in Region 2 (Figure 4-3 (b)) and we see that the Br- CDPs are the same 

in both Region 1 and Region 2, regardless of the cation. The I- CDPs (Figure 4-3 (c)) are depleted 

in Region 1 and reach their bulk electrolyte concentration in Region 2 while not showing a counterion 

effect. In summary, whilst each anion exhibits a distinct CDP, these CDPs are largely independent 

of the counterion.  
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Figure 4-3: (a) Concentration depth profiles of Cl- ions at the surface of 1 m LiCl (red), 1 m NaCl (blue) 

and 1 m CsCl (black) FA solutions, (b) Concentration depth profiles of Br- ions at the surface of 1 m 

LiBr (red), 1 m NaBr (black) and 1 m KBr (blue) FA, and (c) Concentration depth profiles of I- ions at the 

surface of 1 m LiI (black), 1 m NaI (red) and 1 m KI (blue) FA solution. Panels (d), (e), and (f) are same 

CDP comparisons as (a), (b), and (c) respectively but specific to Region 1 and Region 2. The uncertainty 

arising from the gas phase calibration will be unchanged for a given ion hence for clarity the depth 

scale error bars are not included in the figures. Error bars in the concentration are determined from 

multiple deconvolutions and are only presented for every 5th data point. 
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4.2.4. Comparison of a Cation with Different Anions 

In Figure 4-4 (a), (b), and (c) CDPs of Na+, K+, and Cs+ ions with different counter-anions are shown. 

The Na+ CDPs (Figure 4-4 (a)) with Cl-, Br- and I- show a slight depletion in Region 1 which transitions 

to the bulk concentration in Region 2. However, differences between these CDPs cannot be 

discerned outside of the uncertainty. The K+ ion CDPs (Figure 4-4 (b)) with Br- and I- show a depletion 

in Region 1 and a slight enhancement in Region 2. The K+ ion CDPs are same within the 

experimental uncertainty when paired with Br- or I- ions (the raw NICISS CDPs show weak 

differences within noise, Figure II-6 in the Appendix chapter II). Cs+ CDPs with F- and Cl- counter-

anions (Figure 4-4 (c)) show a strong and similar depletion in Region 1, followed by an slight 

enhancement in Region 2. 

For He projectiles, Cs+ and Br- ions have very similar TOF complicating the analysis for CsBr 

solutions. In order to compare the Cs+ and Br- CDPs of CsBr in FA electrolyte solutions with those 

of the other counterions, we followed the same procedure as described in previous chapter (Section 

3.2.2.2) [239]. In Figure 4-4 (d), we have constructed a CsBr TOF profile using the Cs step from 

CsCl and the Br step from NaBr FA electrolyte solutions and compared it with that of the CsBr TOF 

profile. The differences in the TOF regions between the profile can be used to examine both Cs (3.63 

– 3.78 µS) and Br (3.79 – 3.95 µS) ions. In Figure 4-4 (d) we find there is no difference between Cs+ 

in CsCl or CsBr solutions in the Cs TOF region, nor is there a difference between Br- of NaBr or CsBr 

in the Br TOF region. The same is found for Cs+ and Br- ions when the TOF spectrum is constructed 

using the Cs step from CsF and the Br step from KBr. This is presented in Figure II-7 (a) and (b) in 

the Appendix chapter II. Hence, we conclude that the Cs+ CDP at the FA surface is not influenced 

by the type of anion. Overall, all the presented data in this section for cation CDPs show minimal 

influence of the counter-anion, except for I- in the NaI solution, which shows a minor perturbation.  
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Figure 4-4: (a) Comparison of the concentration depth profile of Na+ ions in 1 m NaCl (green) and 1 m 

NaBr (red) and 1 m NaI (blue) FA solutions (b) Comparison of the concentration depth profile of K+ ions 

in 1 m KBr (pink) and 1 m KI (orange) FA solutions, (c) Comparison of the concentration depth profile 

of Cs+ in 1 m CsF (purple) and 1 m CsCl (black) FA solutions), and (d) The difference (blue) between 

the measured TOF spectrum of 1 m CsBr (brown) FA solution and a TOF spectrum constructed from 

1 m CsCl and 1 m NaBr (pale yellow) FA solutions. Na+ ion CDP's have larger errors compared to other 

CDPs due to greater noise in the raw NICISS CDPs.  

4.3. Surface Tension of Formamide Electrolytes  

The change in surface tension (often expressed as a surface tension increment (STI) per mole of 

substance) of a solvent upon addition of electrolyte is related to the surface excess of the 

electrolyte[105]. In Table 4-1, we present the surface tension increments (STI) for 11 electrolyte 

solutions. We find that the STIs are larger than what is observed in other solvents such as water[134] 

and glycerol[239], indicating a greater level of overall electrolyte depletion at the surface. It is notable 

that there are only small variations in the STIs between different electrolytes. Within these small 

variations it is evident that the anions (when paired with common cation) exhibit a reverse Hofmeister 

series at FA surfaces, i.e., Cl- ≥ Br- > I- (noting that CsF is an exception). The cations have a similar 

influence on the STIs and hence no clear trend is evident. This is consistent with the strong depletion 
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of all the cations through measured CDPs and variations in the level of enhancement of anions in 

Region 1. 

Table 4-1: Measured surface tension increments (STI) ∆𝜸 (mJ m-2 (mol kg-1)-1) for electrolytes in FA, 

calculated from surface tension measurements of solutions at a concentration of 1 molal. The STI of a 

monovalent inorganic electrolyte in FA is tabulated at the intersection of the column containing the 

anion and the row containing the cation. 

Cations/ Anions F- Cl- Br- I- 

Li+  2.2 ± 0.1 2.2 ± 0.1 3.3 ± 0.3 

Na+  2.3 ± 0.1 2.5 ± 0.1 2.9 ± 0.1 

K+   2.3 ± 0.1 2.9 ± 0.1 

Cs+ 2.8 ± 0.1 2.3 ± 0.1 2.6 ± 0.1  

4.4. X-ray Absorption Near Edge Structure of Formamide Electrolytes 

X-ray absorption studies have long been used to probe the bulk structure of solutions. Of interest 

here is that techniques such as X-ray absorption spectroscopy of the near edge structure (XANES), 

provides element specific information. In Figure 4-5, we have measured the XANES spectra of Br- 

paired with Li+, Na+, K+, Rb+, and Cs+ and observe that it has negligible changes in the XANES region 

as a function of counter-cation. Hence, the local structure of Br- in FA is unaffected by the nature of 

the cation. In addition, in Figure 4-6, the XANES spectra of Cs+ paired with F-, Cl- and Br- are 

compared. The fluorescence signal recorded for Cs+ are weaker due to stronger attenuation of X-

rays at lower excitation energy. Within the noise, we suggest that the local coordination structure of 

Cs+ is similar when paired with varying counter-ion. We suggest this with confidence as for electrolyte 

solution of water (see Figure II-8 in the Appendix chapter II) and DMSO (not included here) a larger 

difference in the XANES spectra is observed. It should be noted that the edge peak intensity for 

Caesium L3 edge is higher compared to Bromide K edge because electrons can transition to lower 

unoccupied orbital from L3 shell which is forbidden from the K shell. 
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Figure 4-5: Bromide K edge X-ray absorption (xµ) near edge spectrum (XANES) of LiBr (blue), NaBr 

(red), KBr (green), RbBr (violet), and CsBr (dark yellow) in FA. Inset showing the edge peak of bromide 

XANES data.  

 

Figure 4-6: Caesium L3 edge X-ray absorption (xµ) near edge spectrum (XANES) of CsF (blue), CsCl 

(red), and CsBr (green) in FA. Inset showing the edge peak of Caesium XANES data. The uncertainty 

due to averaging of noisy triplicate scans are larger compared to the scans presented in Figure 4-5 

(see Figure II-9 in the Appendix chapter II). 
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4.5. Discussion  

For SIE investigation in electrolyte solutions, FA provides a valuable comparison to water, as like 

water it has a highly structured hydrogen bonded network and consequently has a high surface 

tension and dielectric permittivity. FA has an acceptor number (AN)10F

k and a donor number (DN)11F

l of 

39.8 and 24, respectively, which is different to the AN (54.8) and DN (18) of Water[240].  

Here, NICISS has been used to measured and compare the CDPs of individual ions at FA surfaces. 

This work shows that Cl- is in excess at the interface (i.e., Region 1) and its counter-cations are 

strongly depleted from the interface, resulting in an overall negative surface excess. Whilst the latter 

is evident from STI, the former information can only be obtained with this level of detail from NICISS 

CDPs (Figure II-10 in the Appendix chapter II for direct comparisons between CDPs of ions of an 

electrolyte solutions). When considering anions paired with a common cation, anions are 

concentrated in Region 1 in the order Cl- > Br- > I- and depleted in Region 2 in the same order. This 

anion enhancement at the vapour-FA interface follows the reverse Hofmeister series, opposed to 

anions at the vapour-water interface which follow the Hofmeister series (see Figure 1-5) [136]. 

Notably cations are all strongly depleted from the interface. The CDPs for cations of chloride salts 

(NaCl and CsCl) and bromide salts (NaBr and KBr) show a SIE trend where larger ions are more 

depleted at the vapour-FA interface (Figure 4-1). 

Implicit in the discussion of the Hofmeister or Lyotropic series is the assumption that the series is 

not influenced by the nature counterion. Whilst this is sometimes correct, it is known that this 

assumption is often violated[68, 242]. As NICISS provides information on the CDP specific to a 

particular ion, we have investigated the influence of the counterion, noting that the arrangements of 

both the anions and cations at FA surfaces are largely independent of the nature of the counterion 

(Figure 4-2 and Figure 4-3). Thus, it is evident that there is negligible anion-cation interaction at FA 

surfaces. This is in stark contrast to the results at glycerol and water surfaces. At glycerol surfaces, 

we observed that the Br- organisation was strongly influenced by the nature of the counter-

cations[239]. Further, at water surfaces the I- concentration was higher with Li+ compared to K+ as 

the counter-cation[140]. The organisation of ions at FA surfaces follows the "Hofmeister paradigm", 

wherein the nature of the counterion can be ignored when considering the effects of the ion. XANES 

comparisons presented in Figure 4-5 and Figure 4-6 reflects our observations here; the arrangement 

of Br- at the interface is independent of the nature of its paired counter cation (see Figure 4-3 (b)) 

and the depletion of Cs+ at the interface is independent of the nature of its paired counter anion (see 

Figure 4-4 (c) and (d)). We attribute the lack of influence of the counterion to the structure of FA, as 

 
k Acceptor number (AN) is an empirical measure for the effectiveness of anion solvation. 240.Mayer, U., V. 
Gutmann, and W. Gerger, The acceptor number ? A quantitative empirical parameter for the electrophilic 
properties of solvents. Monatshefte für Chemie/Chemical Monthly, 1975. 106(6): p. 1235-1257. 
l Donor number (DN) is an empirical measure for the effectiveness of cation solvation. 241.Gutmann, V., 
Empirical parameters for donor and acceptor properties of solvents. Electrochimica Acta, 1976. 21(9): p. 
661-670. 
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the anions and cations interact at physically separated locations on the FA molecules. Anions in FA 

have a competition for interaction site with the hydrogen dipole of C-H group and N-H group, while 

cations will preferentially interact with the C=O group of the FA structure [243]. However, it should 

be noted that F- may be more likely to show a counterion effect as the F- often leads to series 

reversals due to its high electronegativity and unfavourable solvation[68]. Our investigation of 

fluoride salts was limited here due to solubility limits and the weak backscattering of projectiles from 

fluoride ions in solutions.  

Why would the ionic series be different between water and FA? Mazzini et al. previously suggested 

that the series reversal for ionic interactions can result from differences in their polarizabilities [71]. 

Their work was built on Collins’ concepts of the law of matching water affinity [65]. Mazzini et al. 

proposed that ions that are more polarisable interact more favourably with a highly polarizable 

solvent, and ions that are less polarizable interact more favourably with a less polarizable solvent. 

Within this framework, ions that do not interact strongly with the solvent are expected to be present 

at the interface. As such, a change in polarizability of the solvent could drive a series reversal. This 

explanation is in accordance with the experiments of Mazzini et al. with methanol, FA, DMSO, and 

PC in the bulk [71]. 

Polarizability is associated with dispersion forces; however more recent work strongly suggests that 

the electrostatic interactions play a greater role in determining the relevant strength of SIE. Gregory 

et al.[89] have characterised the site-specific electrostatic interactions of ions with water through the 

parameter ƥ, and demonstrated that in a great variety of experiments the strength of ions SIE is 

highly correlated with ƥ. This concept can successfully be extended to non-aqueous solvents by 

considering the tendency of a solvent to donate electron pairs to a cation through the donor number 

(DN) or to accept electron density from an anion through the acceptor number (AN) [89]. In this case, 

the change in electrostatic interaction energy between ion and solvent molecules can be indicated 

using the DN and AN for cations and anions, respectively. Water (54.8) has a much higher AN than 

FA (39.8) [240]. Therefore, the series reversal observed for the anions may be related to a reduction 

in the strength of electrostatic interactions in FA compared to water due to the greater Lewis acidity 

of water. As such, we might expect that the anion series reversal observed at the vapour-FA and 

vapour-water interface would be reflected by the difference in AN for these solvents (as observed by 

Gregory et al. in another investigation [88]), but the precise mechanism of this reversal is unclear. 

What is also not clear is whether the reversal observed is due interfacial or bulk ionic effects.  

In case of bulk ionic effect, within the Collins concept, we can suggest that the relative affinity of ions 

for water (or solvent) determines the comparative strength of their affinity with solvents surfaces - 

ions of higher solvent affinities are more strongly depleted from the surface, since they prefer to 

reside in the bulk solution.  To determine the relative solvation affinities of anions, we have calculated 

their solvation free energies (binding energy) in FA (obtained from IonSolvR database [225]). The 
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solvation free energies of Cl-, Br-, and I- in bulk FA are -257.9 ± 1.3, -187.3 ± 2.6 and -130.5 ± 1.3 KJ 

mol-1 respectively, suggesting that the preference of ion for FA bulk is strongest for Cl- then Br- and 

least for I-. This solvation free energy trend agrees with the interaction trend suggested from NMR 

measurements and infers that the I- should be more enhanced at the vapour-FA interface compared 

to Br- and Cl-. This would be in contrast with the NICISS CDPs and STI trend measured here in case 

Collin’s paradigm would apply. This highlights that we are yet to develop a framework for 

understanding how the vapour-solvent interface perturbs SIE. To better understand SIE, we need to 

understand how the interface changes interaction between ions and solvent compared to the bulk. 

4.6.  Conclusion  

In the current work we have investigated and compared concentration depth profiles (CDPs) of 

various anions and cations at the vapour-FA interfaces. The anion CDPs as a function of a common 

cation shows that anions are present at the interface following a reverse Hofmeister series (i.e., Cl- 

> Br- > I-) with most presence for Cl- at vapour-FA interface and the least for I-. We also observe a 

reverse Hofmeister series for the cations at the surface over a limited data range, in which the 

decreasing concentration of the ions follows the series Na+ > K+ and Na+ > Cs+ for bromide and 

chloride counter-ions, respectively. However, all cations were observed to be depleted from the 

interface relative to the bulk. These results for the first time show the reversal of the Hofmeister 

series at the FA interface compared to that of water. It was also found that the arrangement of ions 

at the interface were largely independent of the counterion present for both the cations and anions, 

indicating weak anion-cation interactions. These observations show that the ions at FA surfaces 

follow a “Hofmeister paradigm” where the specific identity of the counterion is unimportant. Both 

reversal of the Hofmeister series and minimal anion-cation interactions are qualitatively consistent 

with the STIs of the FA electrolyte solutions. The observed series reversal is consistent with 

explanations based on both the polarizability of the solvent and electrostatic interactions between 

the ions and the solvent. Further information from the study of other solvents is needed to unravel 

the role that the solvent plays in the organisation of ions at interfaces and to understand how the 

bulk ionic interactions dictates the surface presence.
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CHAPTER 5 : WEAK SPECIFIC ANION TRENDS IN MEASURED 
CONCENTRATION DEPTH PROFILES AT PROPYLENE 

CARBONATE AND BENZYL ALCOHOL SURFACES 

5.1. Introduction 

In the current chapter, we have investigated ionic presence/absence at the propylene carbonate 

(PC) and benzyl alcohol (BA) surfaces. PC is an aprotic solvent while BA is a protic solvent. Both 

solvents are selected due to their distinct physical and chemical properties as listed in Table 2-1. 

Both solvents have similar surface tension values as measured here. PC and BA has a surface 

tension value of 41.8 ± 0.2 and 40.0 ± 0.4 mJ m-2 respectively. Their surface tension value suggests 

that both solvents have similar interfacial intermolecular interactions, even though the hydrogen 

bonding nature of both solvents is different. Thus, these solvents are selected to investigate the 

effect of hydrogen bonding towards ion specificity at solvent surfaces. Comparing the ion specificity 

in hydrogen-bonded and non-hydrogen-bonded solvents allows us to test the influence of hydrogen 

bonding nature which have been indicated as one of the enablers of SIE [205]. Hence, based on 

previous descriptions, both solvents are expected to show differing ion specificity and the ion specific 

trend should be prevalent at the BA surfaces. In addition, BA and PC have lower vapour pressure 

thus making these solvents as attractive choice for UHV based NICISS measurements. 

A collaborative MD simulation and SFG work for PC suggests that at a vapour-solvent interface, PC 

molecules are lying flat at the molecular axis where the C=O group has a slight tit at the molecular 

axis and the methyl group at the end of the carbonate ring protruding in the vapour phase [244, 245]. 

For BA, angle-resolved NICISS have measured that the BA molecules are titled at an angle of 68º ± 

8º at the molecular axis with hydroxyl moiety (-OH group) pointing inwards towards the solvent’s 

bulk[196]. Furthermore, BA is also a solvent with low dielectric permittivity and makes for an 

interesting comparison with the SIE trend observed at FA (high dielectric constant solvent) and 

glycerol (intermediate dielectric constant solvent) surfaces in Chapter 3 and Chapter 4 respectively. 

5.2. Results and Discussion  

All ion concentration depth profiles (CDPs) presented here are a result of the deconvolution of the 

respective spectra. Details related to deconvolution and the uncertainty associated are described in 

Sections 2.1.7 and 2.1.8 respectively. In Figure 5-1, the deconvoluted CDP of I- (green) is shown 

along with definitions of the main regions of interest in the CDPs presented here. The concentration 

of I- is depleted at <0.5 nm depth region which is defined as Region 1. Region 1 is also referred to 

as ‘the interface’. A concentration similar to the bulk electrolyte concentration is observed at the 

depths of 0.5 – 2.5 nm, which is defined as Region 2. In the present work, only Region 1 and Region 
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2 are of interest. At larger depths beyond 2.5 nm, it is expected that the ions have reached their bulk 

concentration as shown in Figure 5-1. 

 

Figure 5-1: I- concentration depth profile of 0.5m NaI with BA solutions showing the region of interest 

for herein presented results. The dashed orange line represents the bulk electrolyte concentration. 

5.2.1. Electrolytes in Propylene Carbonate:  

 

Figure 5-2: Concentration depth profile comparison of (a) Br- (red) and I- (blue) of lithium salts and (b) 

of I- with varying counter-ion as Li+ (blue) and Na+
 (green) in propylene carbonate solutions. In (b), I- 

CDPs of both electrolyte solutions compared are calibrated using the same gas phase measurements. 

Thus, the error in depth calibration will be the same and not included for clarity. Error bars are only 

included in every 5 data points for clarity. 

The CDPs of anions with Li+ as a common counter-cation for PC are shown in Figure 5-2 (a). Both 

anions are depleted in Region 1 and then reach the bulk electrolyte concentration in Region 2. 

Hence, no specific anion effects are observed in ion CDPs at PC surfaces. In Figure 5-2 (b), I- CDPs 

paired with varying counter-cations (Li+ and Na+) at PC surfaces are presented. I- is depleted in 

Region 1 and reaches its bulk concentration in Region 2 when paired with Li+ and Na+. Hence, no 
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counter-ion effects are observed for I- CDPs. All investigated anion CDPs at PC surfaces follow a 

monotonic trend (within experimental and deconvolution uncertainty).  

In Figure 5-3, Surface tension increment (STI) relative to the pure solvent for PC solutions is 

presented where LiI electrolyte solutions had the largest STI while LiBr the least.  NaI had a similar 

STI compared to LiBr electrolyte solutions within the uncertainty. Based on the STI, we observe 

specific anion and specific cation trends for decreasing electrolyte depletion as LiI > LiBr and LiI > 

NaI respectively with the greater sign (>) indicating a stronger depletion (i.e., LiI is strongly depleted 

than LiBr).  

 

Figure 5-3: Surface tension increment (STI) relative to the pure solvent at varying electrolyte 

concentration (d(S.T.)/dC) comparisons of 0.5m LiBr (red), LiI (blue) and NaI (green) in propylene 

carbonate solution. 

 

Figure 5-4: (a) Comparison of ATR-FTIR spectrums of pure PC (dashed purple line) with 0.5 m, LiBr 

(red), LiI (blue) and NaI (green) electrolyte solution and (b) difference in ATR-FTIR spectrum of 

electrolyte solution compared to the pure solvent. The dashed orange line shows the centre for the 

C=O group of PC. The dashed red, blue and green lines in Figure 4 (b) are drawn to visualise the peak 

shift in LiBr (red), LiI (blue) and NaI (green) electrolyte solution respectively compared to the pure 

solvent (orange).  
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As discussed in the previous chapters [239], based on Collins’ framework, if ionic interaction is 

favourable in the bulk, then their presence at the solvent surfaces will be opposed and vice versa. 

We define this as the bulk vs surface affinity approach. Therefore, to investigate the bulk interaction 

of ions we have performed ATR-FTIR measurements of PC electrolyte solutions. It should be noted 

that for current investigations in comparison to NICISS CDPs, ATR-FTIR measurements can be 

considered the bulk of the solvent and discussed here as such because NICISS measurement is of 

the nanometres (nm) range and ATR-FTIR is in micrometres (μm).  

Within the investigated IR range, propylene carbonate of the IR spectrum shows various changes 

due to electrolyte presence. Cations are known to preferentially interact with the negative dipole 

which is located on O of the PC molecules. Hence for cation interactions, we focus on vibrational 

changes recorded for C=O, whereas similar observation of vibration changes is observed for O-C-O 

stretch and discussed in the Figure III-5 of the Appendix Chapter III. In the propylene carbonate 

ATR-FTIR spectrum, the changes in dipole moment derivative for anions interactions site i.e., C-H 

bonds are small and similar as discussed in the Figure III-6 and 7 of the Appendix Chapter III. This 

is expected because PC favours asymmetric solvation of cations over anions as reported previously 

[246] thus the anion specificity in ion-solvent interaction is weaker.  

In Figure 5-4 (a), the ATR-FTIR spectrum for the C=O band (carbonyl moiety) i.e., the peak at ~ 

1780 cm-1 is presented of pure PC (dashed purple) with LiBr (red), LiI (blue) and NaI (green) 

electrolyte solutions. Figure 5-4 (a) shows a shoulder formation for C=O stretch in electrolyte 

solutions corresponding to new peak assignments within 1756 – 1766 cm-1. These new peak 

assignments are representative of cation interacting with the negative dipole i.e., O of the C=O group. 

These peaks appear as cations interact with the O of the C=O group and weaken the C=O bond 

leading to a redshift compared to the pure solvent. Therefore, the larger red shift in the peak 

assignment (and increase in the peak intensity) due to cation interaction with the negative dipole is 

indicative of stronger cation interaction. This has been reported previously by various vibrational 

spectroscopy studies investigating PC electrolyte solutions [247-250].  

Cations’ effect towards dipole moment changes for PC is significant as shown in Figure 5-4 (a) and 

(b). Presenting Figure 5-4 (a) in terms of differences in the spectrum from the pure solvent (Figure 

5-4 (b)), we observe a shoulder formation i.e., a new peak at ~ 1756 cm-1 in the case of LiI electrolyte 

solution. For LiBr and NaI solution this peak can be assigned at ~ 1760 and ~ 1766 cm-1 respectively. 

As mentioned before, the red shift in the peak (and increasing intensity) to the lower wavenumber 

created from shoulder formation (Figure 5-4 (b)) compared to ~ 1780 cm-1 corresponds to increasing 

cation interaction with the C=O moiety of PC. This observation of the strongest cation interaction 

with propylene carbonate based on ATR-FTIR results follows the order of LiI > LiBr and LiI > NaI for 

specific anion and specific cation trends respectively with the greater sign (>) indicating a stronger 

interaction (i.e., LiI has stronger interaction than LiBr). In context of the bulk vs surface affinity 
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approach, we expect that the strong interacting cations will be partitioned more in the bulk compared 

to PC surfaces and vice versa. Based on the cation interactions suggested from the ATR-FTIR 

spectroscopy, the depletion of cation for electrolyte solutions should follow the order of LiI > LiBr and 

LiI > NaI for specific anion and specific cation effect. 

The STI of an electrolyte solution is the experimental evidence for the strength of depletion of the 

electrolyte i.e., the larger STI means larger depletion of electrolytes in conjunction with the Gibbs 

equation (Section 1.5.1). Reiterating the earlier observation, the STI trend as shown in Figure 5-3 is 

LiI > LiBr and LiI > NaI. NICISS CDPs show similar depleted CDPs for anions in LiI and LiBr 

electrolyte solutions and for I- in LiI and NaI electrolyte solutions ( Figure 5-2 (a) and (b)). The latter 

observation suggests that the variation in the STI of constituting electrolyte solution of LiI and NaI is 

caused by the cations. This suggests that Li+ is more depleted compared to Na+ at PC surfaces when 

paired with I-. This trend of specific cation effect of electrolyte solution depletion is akin to the above-

mentioned trend from the ATR-FTIR measurements. Hence, the bulk vs surface affinity approach 

correlates well with the cation specificity observed at PC surfaces. Further, this trend is also 

supported by the bulk binding energy (solvation-free energy) data of Li+ (-95.0 kJ mol-1) and Na+ (-

71.9 kJ mol-1) [251].  

Interestingly, the earlier observation of similar anion CDPs for lithium salts (Figure 5-2 (a)) but 

variation in their STI (Figure 5-3) infers stronger depletion for Li+ when paired with I- than when paired 

with Br-. Similarly, in the bulk of PC electrolyte solutions, Li+ interaction is stronger with the C=O 

group of PC molecule in the LiI electrolyte solution compared to the LiBr electrolyte solution. Each 

observation suggests that Li+ behaves differently when paired with Br- compared to I-, depicting the 

role of anion-cation interaction. It should be noted that NICISS measurements compared to the 

surface tension measurements are performed at a lower temperature (see Section 2.6). We expect 

that these temperature differences do not cause a variation in the SIE within the STI (as observed 

previously for aqueous electrolyte solutions, see Figure III-3 of the Appendix Chapter III). However, 

the lowering of temperature should lower the STI differences between electrolytes solutions. Thus, 

we only compare the ion CDPs and STI differences together if there is a large enough difference as 

observed for LiI and NaI electrolyte solutions and not for the NaI and LiBr electrolyte solutions. 

5.2.2. Electrolytes in Benzyl Alcohol 

In Figure 5-5 (a), anion CDPs paired with Li+ as a common counter-ion for BA are shown. These 

anions (Cl-, Br-, and I-) show monotonic CDP and are depleted in Region 1 then reach the bulk 

electrolyte concentration in Region 2. Hence, no specific anion effects are observed for anion CDPs 

at BA surfaces. In Figure 5-5 (b) for I- CDP paired with Li+ at the vapour-BA interfaces, I- follows a 

monotonic depletion trend as observed for anions in Figure 5-5 (a).  Similar CDP is observed for I- 

paired with Na+ suggesting no counter-cation effects on anions CDPs. Therefore, no counter-ion 
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effects are observed for I- CDPs. All anions have similar CDPs at BA surfaces which follows a 

monotonic depletion trend.  

In Figure 5-6, STI relative to the pure solvent for BA electrolyte solutions are compared. Here, NaI 

has the largest STI while LiCl the smallest; LiBr and LiI have a similar STI within the uncertainty and 

fall between the STIs of NaI and LiCl electrolyte solutions. The decreasing depletion of electrolytes 

at BA surfaces from STI follows the specific anion and specific cation trend of LiI = LiBr > LiCl and 

NaI > LiI respectively. Interestingly, we observe that the STI trend between LiI and NaI has flipped 

at BA surfaces compared to the PC surfaces (Figure 5-3). 

 

Figure 5-5: Concentration depth profile comparison of (a) Cl- (black), Br- (red), and I- (blue) with 

common counter-ion as Li+ and (b) I- with varying counter-ion as Li+ (blue) and Na+
 (green) in propylene 

carbonate solutions 

 

Figure 5-6:Surface tension increment (STI) relative to the pure solvent comparisons at varying 

electrolyte concentration (d(S.T.)/dC) of LiCl (black), LiBr (red), LiI (blue) and NaI (green) in BA 

electrolyte solutions. 

As noted earlier, the NICISS measurement is performed at a lower temperature compared to the 

surface tension measurements. Thus, it can be suggested that the small difference observed for LiCl 

compared to LiBr and LiI will diminish at the lower temperature (see Figure III-3 of the Appendix 



 

95 
 

Chapter III). As such, the specific anion effect based on the STI of lithium electrolyte solutions can 

suggested to be the same when interpolated to lower NICISS measurement temperature. In that 

case, the weaker specific anion effects for the STI of lithium electrolyte solutions is considered to be 

consistent with the absence of a specific anion effect observed from the anion CDPs. It is expected 

that the difference in the STI of NaI will persist due to a much larger STI compared to the rest of the 

electrolyte solution.  

Since anions CDPs are unaffected by the anion identity and the counter-ion identity, we can discuss 

that the STI change is mostly due to differences in the cations' preference for the bulk thus cation 

depletion. Therefore, for the iodide electrolyte solution comparison we expect that the Li+ paired with 

I- is less depleted than the Na+ paired with I-. Coincidentally, in the bulk through ATR-FTIR data 

(Figure III-9 of the Appendix Chapter III) we observe that the NaI electrolyte solutions shows a distinct 

behaviour i.e., blue shift for the hydroxyl moiety IR band compared to other electrolyte solutions and 

pure benzyl alcohol. However, the shift in the hydroxyl moiety IR band, especially a blue shift is 

ambiguous [252] and therefore not discussed here (for detailed description see ATR-FTIR results of 

electrolytes in Benzyl alcohol in the Appendix Chapter III). 

We have also calculated the bulk solvation-free energy data for single anion interaction with BA in 

the bulk from the IonSolvR database [225]. The bulk solvation-free energies for Cl-, Br-, and I- in BA 

are -368.5 ± 0.5, -362.6 ± 0.5, and -241.15 ± 0.5 kJ mol-1 respectively (the errors are the standard 

error in the binding energy of the equilibrated MD trajectory). Within the previously discussed Collins 

framework, this would mean that the favourable interaction of the anion in the bulk of BA decreases 

in order as Cl- > Br- > I-. Suggesting that the anionic presence at BA surfaces should follow the 

decreasing ion concentration order as I- > Br-> Cl-. This is in contrast with the NICISS CDPs which 

shows weaker variation in anions CDPs for lithium salts (Figure 5-5 (a)). Thus, the bulk vs surface 

affinity approach does not work for anions at BA surfaces. This observation suggests that we need 

to develop a different framework for relating bulk interaction to the surface presence as this approach 

correlates well with ions at PC surfaces but not with the ions at BA surfaces. 

Nevertheless, in the current investigation, we have measured various interesting results for anionic 

CDPs at PC and BA surfaces. The NICISS CDP for anions follows similar depletion and ion 

specificity trends at PC (aprotic) and BA (protic) surfaces. This means, that the ion specificity in 

anionic distribution at solvent surfaces is independent of the hydrogen bonding (for the limited sets 

investigated here). Based on our knowledge, this is the first experimental evidence suggesting that 

the ion specificity in anion distributions is independent of the hydrogen bonding nature at solvent 

surfaces.  

Further, the counter-cation effect for I- CDPs is also negligible for Li+ and Na+ at both PC and BA 

surfaces. Perhaps, the strong depletion of anions from the interface consequently leads to no 

counter-ion (cation) effect for their CDPs. Because if anions are absent in the interfacial region, 

cations will consequently be absent in the interfacial region to maintain electroneutrality. Thus, 
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cations’ absence in the interfacial region can lead to a weaker influence. Unfortunately, due to 

weaker backscattering signals from cations at currently investigated electrolyte concentration, the 

cation distribution cannot be obtained here and for a detailed understanding this observation should 

be further investigated using surface potential and/or phase-sensitive SFG measurements [127, 

253].  

From current results, we also observe a strong solvent perturbation since the STI trend between LiI 

and NaI depletion is reversed at PC surfaces compared to the BA surfaces. This perturbation is 

mostly related to the change in cations’ depletion in PC and BA as NICISS measurement show 

similar anion CDPs. Thus, the cation effect in overall electrolyte depletion is dominant. Future work 

is needed to understand the strong role of cations in electrolyte solution depletion and their solvent 

perturbation. Earlier, Levin and co-workers had observed that while keeping the anionic behaviour 

constant and by changing the hydrated radius of the cation, they could predict the correct STI and 

the SIE trends within the STI for aqueous electrolyte solutions [117]. To understand currently 

observed cationic behaviour, Levin et al.’s approach sound reasonable. However for this test, a 

framework to explain ion specificity at various solvent surfaces needs to be developed.   

5.3. Conclusion  

Employing NICISS in the current work we have investigated and compared concentration depth 

profiles (CDPs) for limited sets of monovalent electrolytes at the propylene carbonate and benzyl 

alcohol surfaces. We have measured that the ion specificity (specific anion effect and counter-ion 

effect) for the anionic organisation at vapour-solvent interface is weak and follow a similar trend for 

both protic and aprotic solvents. This is an important observation suggesting that the hydrogen 

bonding nature of solvent does not define anionic CDPs at the PC and BA interfaces. 

At PC surfaces, the decreasing electrolyte depletion trend observed from surface tension 

measurements are LiI > NaI and LiI > LiBr while anions show similar NICISS CDPs. Considering the 

similar NICISS CDPs for anions, this STI trend can be suggested to be dominated by the cations. 

This dominant cation trend is consistent with the ion interaction in the bulk of PC as observed from 

the ATR-FTIR spectroscopy. Similarly, at BA surfaces, the decreasing electrolyte depletion trend 

observed from surface tension measurements are LiBr = LiI > LiCl and NaI > LiI while anions show 

similar NICISS CDPs. The earlier trend is expected to be consistent with the weaker specific anion 

trend observed from NICISS measurement if interpolated at the lower temperature. Further, the bulk 

solvation free energy data suggests that the bulk vs surface affinity approach discussed for ions at 

PC surfaces do not persist for ions at BA surfaces. Hence, a different framework is needed to relate 

bulk behaviour of ion to its solvent surface presence. 
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CHAPTER 6 : DISCUSSION AND CONCLUSION 

6.1. Overview 

Inorganic electrolytes at solvent surfaces have been an interesting topic of investigation since the 

observation that most of these electrolytes increase the surface tension of water [101]. In doing so, 

some inorganic electrolytes increase the surface tension value more compared to the other 

electrolytes and follow ion specific trend [105]. In this interesting topic of investigation, the surface 

tension change only provides the total excess of electrolytes (constitute the anions and cations) and 

does not provide any information regarding the location or distribution of ions along the depth scale 

at water (or solvent) surfaces.  This information on the distribution of ions is relevant for various 

interfacial processes [69, 194, 254-256] and has a significant impact on our understanding of 

atmospheric chemistry [257].  Herein, I have investigated ion specificity at 4 non-aqueous solvent 

surfaces and directly measured the separate concentration depth profiles (CDPs) of anions and 

cations at these solvent surfaces. A summary of these experimental findings is listed below. 

In chapter 3, a large set of electrolytes to examine the specific ion trend at non-aqueous solvent 

surfaces i.e., glycerol surfaces are investigated. It was observed that the Cl- and I- were equally 

enhanced at the vapour-glycerol interface independent of the counter-ion but Br- concentration was 

dependent on the counter-cation (i.e., Li+, Na+, K+ and Cs+). This counter-cation dependence for Br- 

concentration at the vapour-glycerol interface followed the Laws of Matching effective ion size 

(MEIS) [68], where ions of similar effective ion sizes have stronger anion-cation interaction thus 

cations can draw Br- away from the interface, but if their association is weaker (as expected in case 

of Li+), Br- can partition to the interface.  Furthermore, the enhanced presence of Cl- at the interface 

dismisses the belief that only large polarizable ions can adsorb at the vapour-solvent interfaces [112, 

116]. Within this large set of electrolytes investigated, it was also observed that Cs+ and K+ were 

relatively depleted compared to the anions. In their depletion, a specific ion trend was observed 

where Cs+ and K+ presence is expected to depend upon its counter-anion. Finally in this chapter, 

direct experimental results are provided that support previous computational studies describing the 

anion enhancement at the vapour-solvent interface with overall inorganic electrolyte depletion.   

In chapter 4, presence/absence of ions at the formamide (FA) surfaces were investigated, where a 

specific ion series reversal is observed at the compared to the specific ion series reported at aqueous 

surfaces. In this chapter, both specific anion and limited set of cation series were reversed at the FA 

surfaces. These results were further complemented by the surface tension increment (STI) trend 

observed for these inorganic electrolyte solutions. Further, the trend in the STI of formamide 

electrolyte solutions for sodium and potassium halides complied by Marcus are also in agreement 

with current observation [258]. Interestingly, at FA surfaces for the investigated electrolyte sets, we 

observed a negligible counter-ion effect that were similar to the bulk coordination of bromide and 
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caesium electrolyte solutions. The ion specificity at FA surfaces followed a different trend compared 

to glycerol and water surfaces which warranted a strong solvent effect for ionic presence.  

To further investigate the solvent effect, in chapter 5, the presence of ions at the propylene carbonate 

(aprotic) and benzyl alcohol (protic) surfaces were studied. In this chapter, electrolytes solubility 

posed an experimental limitation. However, within the limited set of data acquired, interesting results 

were observed.  NICISS CDPs for all anions investigated in PC and BA were depleted at the vapour-

solvent interface irrespective of their identity and the counter-ion; and followed a similar specific ion 

trend. These two solvents were also selected to observe the effect of hydrogen bonding on ionic 

presence at the vapor-solvent interfaces. Therefore, similar ion specificity at the vapour-PC and 

vapour-BA interface showed that the ion specificity for anion distribution in these systems is 

independent of the hydrogen bonding nature. Interestingly, we observed a varying STI trend at both 

solvent surfaces. Since anion CDPs were similar, a variation in STI meant a specific cation trend for 

overall electrolyte depletion from PC and BA surfaces. Further, the specific cation followed the 

opposite depletion trend between PC and BA solvent surfaces, suggesting a cationic interaction 

reversal between the PC and BA surfaces. The explanation of bulk interaction relation to surface 

affinity showed a good correlation with the depletion of herein investigated ions at the PC surfaces 

but at the BA surfaces, only a partial trend could be inferred and the anion CDPs were found to be 

in contrast with this explanation.   

6.2. Common Specific Ion Trend at the Vapour-Solvent Interface:  

Based on the data collected in chapters 3, 4, and 5 it is observed that only anions of lithium salts 

and iodide of LiI and NaI salts are common for specific anion effect and counter-ion effect 

respectively at these selected vapour-solvent interfaces. These observations are summarised in 

Table 6-1. In this table, the SIE at the vapor-water interfaces is also included as a reference that is 

not investigated here as discussed in Appendix Chapter IV. I have included the specific anion trend 

reported at the vapor-water interfaces from Pegram and Record’s solute partition model (see Figure 

1-5) [135, 136]. Whereas the counter-ion effect data is taken from Perrine et al. investigation [140].  

At the vapour-water interfaces it is reported that the specific anion follows a decreasing presence 

trend as I- > Br- > Cl-. Whereas for the counter ion effect the trend is, I- paired with Li+ is more 

abundant at the vapour-water interfaces than when paired with K+. This trend is selected from the 

anion/oxygen ratio of 2 M LiI and KI aqueous electrolyte solutions presented by Perrine et al. 

Looking at the trend presented in Table 6-1, we see that for lithium salts and iodide salts the trend 

at the vapour- glycerol, vapour-PC, and vapour- BA interfaces are the same. Whereas, at the vapour-

FA interface, the counterion effect is similar but the specific anion effect is different.  This specific 

anion trend at the vapour-FA interface is the opposite of reports at the vapor- water interface. Further, 

the counter-ion effect is also different for water but akin to glycerol, PC and BA interfaces. 

Categorising this ion specificity in terms of solvents for the limited sets of electrolytes, it can be 
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suggested that the anions at the vapour-water interface follow the fundamental Hofmeister series 

[136]. Following, the anions at glycerol, PC, and BA interfaces are at a verge of ion specificity 

reversal (i.e., gradual change).  This reversal finally occurs for ions at the vapour-FA interface in 

terms of the specific anion effects. 

Table 6-1: Common ion specificity at solvent surfaces. The greater sign (>) indicates a stronger 

presence (i.e., I- has stronger presence than Br-).   

 

Ion 

Specificity 

Solvent 

Water[136, 

140] 

Glycerol Benzyl Alcohol 

(BA) 

Propylene 

Carbonate (PC) 

Formamide 

(FA) 

Anion 

effect 

I- > Br- > Cl- I- = Br- = Cl- I- = Br- = Cl- I- = Br- Cl- > Br- > I- 

Counter-

ion effect 

I- (LiI) > I- (KI) I- (LiI) = I- (NaI) I- (LiI) = I- (NaI) I- (LiI) = I- (NaI) I- (LiI) = I- (NaI) 

 

As mentioned in the introduction, Mazzini et al. [71] provided an explanation that qualitatively 

accounted for series reversal in 5 solvents i.e., water, methanol, FA, PC, and DMSO.  They provided 

that the SIE trend for ion-solvent interactions in presence of a surface is a result of the competition 

of ion and solvent polarizability against surface polarizability and charge. Within this framework, it 

was suggested that more polarizable ions will have stronger ion-solvent interaction in highly 

polarizable solvents and thus have a weaker interaction with surfaces. Whereas a less polarizable 

ion will interact weakly with a highly polarizable solvent therefore ions will favour the involved 

surfaces. Their experiments involved the presence of two varying surfaces i.e., Dextran present in 

SEC columns and PMETAC surface of the polyelectrolyte brush.  Within these surfaces, ions in a 

more polarizable solvent followed the reverse Hofmeister series and ions in formamide with 

intermediate polarizability were on the verge of ion specificity reversal i.e., ions in FA showed an 

inconsistent trend when Dextran surfaces were involved compared to the PMETAC structure. They 

suggested this inconsistent trend between two experiments as a gradual change for specific ion 

series reversal in formamide [71].  

Based on the experiments conducted in the dissemination for lithium salts (see Table 6-1) and its 

series categorization, it is observed that the ions at more polarizable vapour-solvent interface i.e., 

glycerol, PC, and BA are on the verge of reversal (gradual change) and SIE is reversed at 

intermediately polarizable the vapour-FA interface. This suggests that Mazzini et al.’s presented 

rationale does not work for ionic adsorption at the vapour-solvent interfaces investigated here. But 

this conclusion is not straightforward as Mazzini et al’s discussion was based on sodium salts and 
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current discussion is based on lithium salts; and it is known that the combined pair of ions often 

results in different ion specificity as observed in Chapter 3 and suggested by them. They also 

suggested that the involvement of different surfaces might lead to reversal or variation as the 

polarizability and charge of the surfaces is changed and so is the competition of ion, solvent, and 

surfaces (also previously shown by Schwierz et al. [14]). Further, the understanding of what this 

match of ionic polarizability and solvent polarizability fundamentally means is not clear. Because 

polarizability is a vector component, the match of ion polarizability could be any directions which 

could depend on the solvent structure, solvents’ charge distribution, ionic charge, anion-cation 

interactions, and even the combination of all these parameters.  

6.3. Ionic Adsorption at the Vapour-Solvent Interface and its Correlating 
Concepts 

Until now the investigation of ion specificity for inorganic ions has been limited to aqueous surfaces 

and only a few selected studies have explored the presence/absence of inorganic ions at non-

aqueous surfaces [231, 233]. In this thesis, I have investigated the ion specificity of inorganic ions at 

4 non-aqueous solvent surfaces. In this section, I explore if the data collected for ion specificity at 

non-aqueous solvent surfaces align with various concepts proposing the parameters driving the 

specific ion adsorption/desorption at the vapour-water interfaces. Within the large lists of parameters 

suggested for specific ionic adsorption, the few selected parameters of importance as discussed 

below are ionic size and polarizability [112, 114, 116], cavitation energy [116, 259], dispersion 

interaction [121, 122, 260], variation in the dipole moment of the ion and the solvent [128, 259], and 

desolvation energy [131, 136] (which is interchangeable with the hypothesis discussed here within 

Collins framework).   

Various studies have reported ionic size and polarizability as the important driving parameters for 

anion adsorption at the vapour-water interface [112, 114, 116]. Jungwirth and Tobias [112, 113] 

qualitatively explained that ions are stabilised at the vapour-water interface as water molecules 

induce a non-net zero dipole towards the asymmetrically solvated ions at the interface. This induced 

dipole polarizes the large and more polarizable ion which leads to an energy gain that compensates 

for the electrostatic energy penalty for ionic adsorption at the vapour-water interface. In bulk, this 

dipole is zero as ions are symmetrically solvated. Therefore, it is suggested that only large and more 

polarizable ions (I- and Br-) has enhanced concentration at the interface compared to their bulk 

concentration. Whereas the small and less polarizable ions (Cl- and F-) has depleted concentration 

at the interface compared to their bulk concentration.  This explanation cannot be extended to non-

aqueous solvent interfaces as it disagrees with the experimental observation made in Chapters 3 

and 4 i.e., even smaller, and less polarizable Cl- is present at the vapour-glycerol and vapour-FA 

interfaces.  
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Based on Jungwirth and Tobias’s seminal simulation [112, 113], a model description for ion 

enhancement and overall electrolyte depletion was proposed (see Figure 1-4). It was suggested that 

the less polarizable ions behave classically and are repelled from the interface following a monotonic 

distribution. Whereas the large polarizable ions minimize their Gibb's free energy for ionic adsorption 

at the interface by distributing non-monotonically from the interface [129]. In Figure 3-4 and Figure 

II-10 of the Appendix chapter II, we observe that for CsCl electrolyte solution, the Cl- concentration 

depth profile is organised non-monotonically whereas, Cs+ is depleted from the interface 

monotonically. This CDP is similar to the anion and cations of KI glycerol electrolyte solution and 

NaCl formamide electrolyte solution. Thus, the model description for ion enhancement and overall 

electrolyte depletion agrees with inorganic electrolyte organisation at the vapour-glycerol and 

vapour-formamide interfaces. 

Adding onto the classical explanations, Levin et al. [116, 117, 261] postulated that the large 

polarizable ions are present at the interface based on the competing effect of electrostatic self-

energy (repulsive electrostatics) and the driving cavitation energy. Levin et al. explained that the 

cavity formed in the bulk of the solvent (water) to accommodate larger polarisable ions expels ions 

to the interface. The image charge repulsion of ions at the interface is overcome by large polarizable 

ions like I- through their charge redistribution into the high dielectric medium. Smaller and less 

polarizable ions like Cl- and most cations cannot fulfil the same conditions as the cavity formed to 

accommodate small ions does not perturb the bulk hydrogen bonded network significantly and the 

large image charge repulsion compared to the driving cavitation energy disfavours their adsorption 

at the interface. Afterwards, calculating the ion density profile using the non-linear Poisson 

Boltzmann equation they defined the contribution of anions and cations. Within the cation 

contribution, they included a variable parameter ‘ah’ for the hydrated radius of the cations.  By 

changing the hydrated radius of the cation and keeping the anion contribution fixed (following their 

model calculations), they were able to correctly match the surface tension increment of sodium halide 

electrolyte solutions and their SIE trend. Employing this model, they were also able to qualitatively 

account for SIE in the surface potential change at water surfaces as reported by Frumkin [163].  

Based on this description two observations can be expected for ionic adsorption at the vapour-

solvent interface of differing dielectric permittivity:  

1) the magnitude of electrostatic self-energy (repulsive electrostatics) should decrease 

for solvents with lower dielectric permittivity as the magnitude of electrostatic self-

energy is inversely proportional to the sum of both medium’s permittivity (i.e., vapour 

and solvent).  

2) large polarizable ions can have higher adsorption at the interface of solvents with 

lower dielectric permittivity as these ions face lesser electrostatic repulsion in lower 

dielectric solvent and therefore can redistribute their charges in solvent and stay 

asymmetrically solvated.  
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Observation 2) is already refuted in chapter 3 and chapter 4 as discussed above. For observation 

1), the implication will be that a single ion will face the opposing electrostatics of the magnitude 

inversely proportional to the dielectric permittivity order. In the solvents investigated, the decreasing 

dielectric permittivity order follows formamide (111.0) > propylene carbonate (66.1) > glycerol (46.5) 

> BA (13.0). Hence, a large polarizable ion can be expected have higher enhancement at the vapour-

BA interface and the least enhancement at the vapour-FA interface. This decreasing I- enhanced 

concentration should follow the trend as BA > Glycerol > PC > FA.  In Figure 6-1 (a) and (b), the I- 

CDPs of LiI and NaI electrolyte in FA, BA, and PC are compared respectively. Here, we observe that 

the I- CDPs are similar in mentioned solvents within the uncertaintity and does not vary with the 

counter-ion. Thus, from the combined results observed in chapter 3, 4, and 5 and from the results 

shown in Figure 6-1 (a) and (b), it is observed that I- CDPs are equally depleted at the vapor-solvent 

interfaces (except for the vapour-glycerol interface), independent of the dielectric permittivity of the 

solvent. Therefore, observation 1) does not work either.  

 

Figure 6-1: I- CDPs of (a) LiI and (b) NaI in formamide(red), benzyl alcohol (blue), and propylene 

carbonate (pink). The I- CDPs in formamide electrolytes are scaled by a factor of x1/2 for comparison. 

The error in depth calibration is ±2.7 Å which is calculated by accounting for the error in each gas 

phase measurement used for calibration of presented spectra.  

One interesting observation of Levin et al. [117, 261] model was that upon changing the cation’s 

hydrated radius they were able to correctly predict the STI and surface potential of various electrolyte 

solutions.  From Figure 6-2 (a), we see that the STI for LiI electrolyte solutions follows the decreasing 

trend as FA ≥ PC > BA > glycerol.  In Figure 6-2 (b), it is observed that the LiI electrolyte solutions 

follows the decreasing trend as BA > FA > PC ≥ glycerol.  There is a variation in the order between 

PC, FA, and BA for LiI compared to NaI.  Additionally, from the ion CDPs we see that the I- profiles 

in Figure 6-1 (a) and (b) do not change at the vapour-solvent interfaces. Therefore, this variation in 

STI can be related to the role of cation depletion.  For glycerol, a consistently lower STI due to higher 

anion adsorption is observed in Chapter 3. Thus, the difference in STI cannot be purely attributed to 

the role of the cation and is not included in the above comparisons. 
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The experimental results in Figure 6-2 (a) and (b) show that cations are playing an important role in 

the overall STI trend at non-aqueous solvent surfaces. Hence, Levin et al.’s model could potentially 

predict the ion specificity at the vapour-solvent interface by correctly accounting for the cationic 

contribution in the STI through its varying solvated radius. However, a fundamental explanation for 

varying the cations’ solvated radius was not discussed. Further, the limitation of not gaining suitable 

backscattering signals in NICISS measurements to obtain a large set of cation CDPs has disallowed 

for quantifying the cations’ role.  Hence, this important observation should be followed up on in the 

future. It should also be noted that Levin et al.’s [116, 117, 261] postulation does not consider the 

effect of solvent polarisation which is important. Further, the cavitation energy cost for inserting an 

ion in glycerol, FA, PC, and BA is not known. Therefore, correction of these observations will be vital 

for predicting the ion specificity at the vapour-solvent interface. 

 

Figure 6-2: Surface tension increment (STI) comparisons of 0.5m (a) LiI and (b) NaI relative to the pure 

solvent of glycerol (black), formamide (red), benzyl alcohol (blue) and propylene carbonate (pink)at 

varying electrolyte concentration (d(S.T.)/dC).  For some electrolyte solutions, surface tension data 

were collected only at a single concentration and the linear trend is included for the visual 

representation.  

Dispersion interaction at solvent surfaces have also been considered as an important parameter for 

predicting ion specificity [104, 121, 122, 260]. Dispersion interaction contribution is a result of ion-

solvent, ion-ion, and ion-surface interaction that is related to the ionic size and polarizability but also 

to the solvent molecular size and polarizability.  The dispersion interaction becomes stronger with 

the solvent molecular size and polarizability because of the involvement of additional van der Waals 

interactions (dispersion interaction is a part of the van der Waals interactions) [262]. This additional 

van der Waals interactions decreases the perturbation of ions (reorganisation ability) in the bulk of 

the larger and more polarisable solvents[152]. 

Further, in an electrolyte solution when an ion is moving to the interface, dispersion interaction starts 

to play an opposing role if there is an imbalance of dispersion interaction in the bulk and at the 

interface i.e. if an ion loses solvent molecules from its solvation shell while approaching the interface 

[140]. This opposing dispersion interaction is expected to be stronger in solvents of larger molecular 
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size and polarizability. This means that ionic adsorption at glycerol, PC and BA interfaces will be 

more opposed compared to the FA interface as PC and BA are of larger molecular size and 

polarizability (see Table 2-1) compared to FA. For, the PC and BA interfaces, the aforementioned 

thought seems true as all the investigated anion CDPs are depleted due to stronger dispersion 

interactions.  However, Cl- and I- show enhancement at the glycerol interface which is also of larger 

solvent molecular size and polarizability. In addition, the depletion observed for I- CDPs at vapour- 

FA interface compared to vapour-glycerol interface is in contrast with mentioned notion. This 

suggests that the relationship of dispersion interaction with adsorption of inorganic ions at the 

vapour-solvent interface is not linearly correlated.  

From another point of view, ions can adsorb at the vapour-solvent interface of larger molecular size 

and polarizability by overcoming the dispersion interactions if ions have a tightly bound solvation 

shell [140]. This notion might be true for Cl- adsorption at the vapour-glycerol interface, as it is known 

that Cl- forms a strong bidentate coordination in glycerol [263]. However, the ionic coordination 

information in the bulk and at the vapour-glycerol interface is required to gain clarity on this 

assumption. Such coordination information is harder to measure experimentally and only a few such 

investigations exist [87, 229]. Therefore, these details can mainly be acquired and discussed using 

computational simulations at the vapour-solvent interface. 

Employing accurate DFT-D simulation of solvent cluster and extended vapour-water interface model, 

Baer and Mundy [128] reported that as iodide approaches the vapour-water interfaces there is an 

increase in its dipole moment and decrease in the solvents’ bulk dipole moment value. This 

concomitant change of dipole moment of the solvent and the ion helps stabiles the ions against the 

image charge repulsion through counteracting cavitation/polarization. Based on their observations, 

Baer and Mundy [128] suggested that the first solvation shell and the polarization response of the 

anion at the vapour-water interface are important driving parameters for ionic adsorption. Similar 

observations were made by Wick and Xantheas [259] earlier for Cl- and I- who also suggested the 

cavitation and the anisotropy of solvation structure (related to the ion polarizability) as important 

driving parameters for ionic adsorption at the vapour-water interface. The accurate simulations of 

Baer and Mundy has not been carried out for ions at non-aqueous solvent interfaces and does not 

include the contribution of counter-ion, which is important as presented in Chapters 3, 4 and 5. 

Above discussed observation further puts the spotlight on two important parameters for ionic 

adsorption at the vapour-solvent interface, 1) molecular orientational effects and 2) surface potential. 

Surface potential is a measure of the average change in the molecular orientation at the interface 

due to dielectric discontinuation of the vapour and the solvent. Thus, the molecular orientational 

effect is already incorporated into this parameter.  Further, the change in molecular orientation at the 

interface due to a change in dipole response is expected to change the surface potential at the 

vapour-solvent interface and influence the local – electrostatic/dispersion contribution for ionic 
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adsorption. Therefore, the significance of surface potential in ionic adsorption discussion seems 

obvious. Indeed, the change in surface potential at the vapour-water interface is suggested as one 

of the important driving parameters for ionic adsorption [264] but a detailed investigation of this 

driving parameter is lacking at the vapour-solvent interface. Experimentally, surface potential 

measurement and/or phase-sensitive SFG measurements performed by Allen and co-workers can 

shed some light on this discussion [127, 151, 253]. However, to the best of my knowledge, such 

information is not available for non-aqueous solvents currently.  

The surface tension of a solvent relates to the overall magnitude of the intermolecular forces at the 

interface. Within various intermolecular forces, polarity (related to the hydrogen bonding nature) at 

the solvent surface also defines the surface tension value of a solvent. Based on the surface tension 

value of a solvent one can indirectly judge the polarity (or percentage of polarity) at the interface. If 

a solvent is highly polar, it will have a higher surface tension value and the obvious example is water. 

Water has the larger surface tension value in solvents mainly because most of the water molecules 

participate in the hydrogen bonding.  In this context, the trend for decreasing polarity of solvent from 

its surface tension data can be suggested as glycerol (63.0 mJ m-2) > formamide (58.5 mJ m-2) > 

benzyl alcohol (40.0 mJ m-2).  To test the role of polarity for ionic adsorption at the vapour-solvent 

interface, in Figure 6-3 the Cl- CDP of LiCl in glycerol, FA, and BA is compared. In Figure 6-3, it is 

observed that Cl- is most enhanced at the vapour-glycerol interface followed by a lesser 

enhancement at the vapour-FA interface and a depletion at the vapour-BA interface. This means 

that Cl- has the most presence at the most polar solvent interface (glycerol) and the least at the least 

polar solvent interface (BA). This infers a tempting relationship between ionic adsorption and the 

polarity of the vapour-solvent interface.  However, in Figure 6-1 (a) and (b), it is observed that I- is 

equally depleted at the vapour–FA and vapour-BA interface.  Thus, this relationship does not hold 

for all anions investigated here.  
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Figure 6-3:  Cl- CDP of LiCl electrolyte in glycerol (black), formamide (red), and benzyl alcohol (blue). 

The Cl- CDPs in glycerol and formamide solution are scaled by a factor of x1/2 for comparison. The 

error in depth calibration is ±2.3 Å which is calculated by accounting for the error in the gas phase 

measurement used for calibration of presented spectra. 

6.3.1. Inadequacy of the Hypothesis for Relating Bulk Interaction of Ions to their 
Surface Presence:  

Within the Collins framework [65, 66], a hypothesis is tested against the data throughout this thesis 

to explain ionic presence at solvent surfaces.  This hypothesis simply defines that if an ion prefers 

the bulk of solvent, it will be depleted from the interface as the opposing forces at the interface will 

be stronger. However, if the ion's interaction in the bulk is weak, then these ions can approach the 

solvent interface and will experience lesser opposing forces. This hypothesis is analogous to the 

desolvation energy [131] (or dehydration energy in water) explanation which suggests that the larger 

desolvation energy requirement will oppose ionic adsorption at the vapour-solvent interface. An ion 

will only have a larger desolvation energy if its interaction is favoured in the bulk of the solvent. For 

a coherent discussion let us call this approach the "bulk vs surface affinity" approach.  

In Water, the ion’s bulk solvation vs surface affinity approach has been investigated and proposed 

by various research groups. Based on the experimental data, Cheng et al.[131] have proposed that 

the source of the SIE within the anion partition to the air-water interface is the dehydration energy of 

an ion which was later supported by Pegram and Record through the solute partition model [136]. 

Levin et al.’s [116, 117] cavity model description has an essence of this approach as the driving 

cavitation energy expels the large ions to the interface. The calculation of the magnitude of this 

driving cavitation energy is based on the cavity (or volume) formed in a solvent bulk to accommodate 

an ion of a certain hydrated radius. Similarly, Horinek et al. [123] has explained that ion-specific 

effect at water surfaces arises from the hydrophobic solvation of ions. The hydrophobic solvation of 

an ion is also calculated by accounting for a cavity formed in the bulk of the solvent which is 
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proportional to the radius of the hard-charged ion. So, there are collective (but inexplicit) agreement 

in the literature for this approach (for further examples see [122, 265-267]). 

Building onto the collective set of literature utilizing the bulk vs surface affinity approach, we extended 

this approach to explain ionic presence at the vapour-glycerol interface. The counter-ion effect for 

Br- CDPs at the vapour-glycerol interface was correlated based on the change in anion-cation 

interaction in the bulk using the law of matching effective ion size (MEIS) [68]. The role of anion-

cation interactions became dominant for Br- adsorption at the vapour-glycerol interface because Br- 

had larger solvation-free energy thus a stronger preference for the bulk of glycerol. Anions at the 

vapour-PC interface showed weaker specific anion effect and counter-ion effect in their CDPs. 

Whereas, the overall electrolyte STI suggested a strong cation-specific depletion. This cation-

specific depletion trend agreed with the bulk ion-solvent interaction information gained from ATR-

FTIR measurements suggesting a good correlation with bulk vs surface affinity approach.  A 

negligible counter-ion effect for ion CDP at the vapour-FA interface was also observed in the bulk 

coordination through XANES, suggesting a connection between the ion interaction in the bulk and 

at the vapour-FA interface.  However, this approach fails to describe the specific anions effects as 

presented in chapter 4. A distinct behaviour in NaI in BA electrolyte solution through the ATR-FTIR 

measurement analogous to the observation at the surface tension increment infers that the bulk vs 

surface approach is pertinent for NaI presence/absence at the vapour-BA interface. Although, the 

direct interpretation of IR data seems ambiguous (see Appendix chapter III). Further, the absence of 

a specific anion effect on anion CDPs at the vapour-benzyl alcohol interface is in direct contrast with 

the bulk solvation-free energy data presented in chapter 5.  Overall, the collection of data in this 

thesis suggests that the bulk vs surface approach is not a valid hypothesis to explain ion specificity 

at all the vapour-solvent interface. However, the interpretation or parameter under investigation that 

relates bulk interaction with surface affinity varies between each solvent, model, and even the with 

type of measurement as observed for ion-water interactions in the bulk [70]. In this thesis alone I 

have looked through ranges of data for specific ion-solvent interaction information i.e., bulk IR 

interaction, NMR downfield shift, bulk coordinating information from XANES and, bulk solvation free 

energy data set. The variation in correlating features or the measure of the feature suggests that this 

approach is not unified, and a better framework is missing which is not achieved in this thesis.  

This dichromatic view also does not consider the change in the ionic solvation environment in the 

bulk of the solvent and at the interface. Otten et al. observed that the ions approaching the vapour-

water interface lose water-water interaction out of their solvation shell as water-water interaction is 

unfavourable at the interface compared to the bulk environment due to the dielectric discontinuity. 

This loss of water-water interaction compensates for the desolvation penalty of ion-water interactions 

at the interface [132]. Based on this observation, it can be suggested that there could be multiple 

driving/opposing parameters defining the specific ion adsorption at the vapor-solvent interface. 

Perhaps, to relate ionic bulk interaction to its surface presence, subtle interaction (or cancellation) of 
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multiple driving/opposing parameters needs to be accounted for [268], which potentially are a 

complex interplay of ion-solvent, ion-ion, and solvent-solvent interactions [7, 266]. Within these 

varying compensative interactions defining the bulk vs surface affinity approach, a refined inclusion 

of electrostatic contribution is not trivial [230]. This electrostatic contribution in bulk has been recently 

quantified as the site-specific electrostatic interaction using the parameter ƥ (pronounced “Sho”) [89]. 

The site-specific electrostatic interaction can correctly predict the ion specificity in various non-

aqueous solvents by the inclusion of the solvent’s Lewis strength.  Thus, with correct scaling of the 

site-specific electrostatic interaction of various solvents, ƥ can be advocated as one of the candidates 

for developing a stronger framework for understanding the changes in ionic interaction in the bulk 

and its relationship at the interface. To further, advance this framework, the anion-cation interactions 

in the bulk can be included using the modified electrostatic approach of Miranda-Quintana and 

Smiatek (Section 1.4) [93, 95, 269].  

6.4. Conclusion 

This thesis presents quantitative interfacial information for a range of monovalent ions in 4 non-

aqueous solvents of protic and aprotic nature. From the CDPs, it is observed that ions at the vapour-

solvent interfaces show ranges of complexity and that at the interface ion specificity is strongly 

influenced by the solvent.  In chapter 1, I have presented a literature review for specific ion effects 

that points to the obvious need of investigating SIE at non-aqueous solvent surfaces. This has been 

addressed in chapters 3, 4, and 5. Within this literature review, I also discuss the theoretical 

developments made in the field and introduce various surface-sensitive techniques capable of 

conducting SIE investigation at the vapour-solvent interface.  From this description one of the 

important information needed to gain better insights into ion specificity at solvent surfaces is the 

single ion CDP information. This is achieved here by employing NICISS.  Further to complement the 

SIE trend observed from NICISS measurement, I have also conducted surface tension 

measurements of ranges of electrolyte solutions. 

In Chapter 3, I investigated 12 electrolyte solutions and presented the ion specificity at the vapour-

glycerol interface. A few important points to take from this chapter is:  

• Smaller ions can also absorb at the vapour-solvent interface in contrast to suggestions made 

until now in the literature.  

• The role of counter-ion is strong and so is the role of anion-cation interaction. Thus, the effect 

of anion and cation observation should not be considered additive at the vapour-solvent 

interface.   

• Ion specificity changes with the solvent and often large sets of investigated electrolyte 

solutions show the true complexity of ion specificity.  
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In Chapter 4, the discussion of the SIE at formamide surfaces with 11 electrolyte solutions is 

presented but with additional comparison for cations. The important observations are:  

• A complete series reversal of SIE is observed at the vapour-formamide interface in 

comparison to SIE at the vapour-water interface. This is observed through both NICISS and 

surface tension measurements.   

• Further, the counter-ion effect is negligible suggesting ions at formamide surfaces follow the 

"Hofmeister paradigm" where the counter-ion effect can be ignored.  

• Even though a negligible counter-ion effect is observed, the cations' role in overall electrolyte 

depletion and its influence in defining the site-specific electrostatic interaction of anion with 

formamide structure is important. 

In Chapter 5, we moved on to investigate the ion specificity at aprotic and protic solvent surfaces 

i.e., at PC and BA surfaces respectively.  Here it was observed that:  

• The hydrogen bonding does not influence the ion specificity within the anion CDPs at 

vapour- PC and vapour - BA interfaces. 

• Further, we also observed that cation plays a dominant role in defining STIs, but their role 

varies between protic and aprotic solvents.  

• This dominant role of cation for electrolyte depletion at solvent surfaces demonstrates that 

cation specificity should not be considered “weak” compared to the anions while 

investigating the vapour-solvent interface.  

Finally, in the current chapter, I have compiled the overall trend for lithium salts and iodide salts and 

observed that anion specificity is similar at the vapour-glycerol, vapour-PC, and vapour-BA 

interfaces. This supports the observation from Chapter 5 that anion specificity is not significantly 

influenced by the hydrogen bonding nature. The experimental results obtained in this thesis are 

compared against previous theories/hypotheses and the hypothesis discussed in this thesis to 

explain the ion specificity at the vapour-solvent interface. Both previous theories/hypotheses and 

current hypothesis in entirety cannot explain the experimental results for ions at solvent surfaces.  

Discissions of the current chapter depicts that the parameter(s) defining ionic presence/absence at 

the vapour-solvent interface is not yet determined. Although there are collections of parameters that 

are identified as important i.e., ionic size and polarizability of an ion, molecular size and polarizability 

of  the solvent, surface potential change due to electrolyte presence, solvated cationic behaviour, 

anion-cation interactions, and site-specific electrostatic interaction. It is clear that to determine the 

driving parameter(s) of ion specificity at the vapour-solvent interface, a different framework is needed 

to understand how the interface changes the interaction between ions and solvent compared to the 

bulk. This can only be achieved through large-scale experimental and computational approach. For 

this approach, a baseline collection of data is presented here and hopefully, this contribution will 

stimulate further developments in this research direction.   



 

110 
 

CHAPTER 7 : FUTURE WORKS  

Conclusions achieved in this thesis are based on the limited but exhaustive set of quantitative 

information measured for the ion specificity at 4 non-aqueous solvent surfaces. To explain the 

experimental results, I tried to re-introduce the qualitative hypothesis that the ionic preference at 

solvent surfaces is related to the ionic interaction in the bulk of a solvent. This hypothesis did not 

work as much as I would have hoped. Thus, a more refined and predictable theory is still needed to 

discuss all the presented results. To support the effort to come up with a refined predictable theory 

a larger collection of cation’s CDPs data is needed some of which is measured here but not in the 

number that is required. This gap of information should be filled in the future by employing advanced 

surface-sensitive techniques and/or by developing the NICISS setup to achieve higher count rates.  

SIE within concentrated electrolytes solution (high electrolyte concentration) is an elusive topic of 

research for widespread importance because the validity of the Debye- Hückel theory is diminished 

in high salt concertation regimes [64]. The validity of the Debye- Hückel theory is diminished as the 

screening length defined for charge separation in dielectric medium shows a re-entrant behaviour at 

a concentration greater than 1 M.  Previously, concentrated aqueous electrolyte solutions have been 

investigated in vacuum-based techniques because high electrolyte concentration decreases the 

vapour pressure of water hence making it more accessible for forming a stable vapour-liquid 

interface [270, 271]. With a specialized setup, NICISS measurements for concentrated electrolyte 

solutions can be performed. Furthermore, with higher concentrations, even the smaller cations' 

cross-section can potentially be measured. Hence, in future, a large range of SIE for both anions 

and cations with high salts concentration should be investigated on water surfaces. Closer to the 

end of my PhD, I started developing the current NICISS setup to perform concentrated aqueous 

electrolyte solutions measurements. The progress in the development of the new setup and protocol 

is discussed in Appendix chapter IV. While developing this setup, I encountered multiple problems 

and have anticipated a few problems that will have to be fixed to achieve a useful dataset for studying 

ion specificity of concentrated electrolyte solutions. Concentrated electrolyte solutions can also be 

investigated with a non-aqueous solvent like glycerol and formamide that has higher electrolyte 

solubility.  

Current work is only limited to monoatomic ions, but divalent and trivalent ions as well as polyatomic 

ions show interesting and complex features of ion specificity. A successful investigation of ions at 

PC surfaces has allowed for future SIE studies employing NICISS with application-based alkali metal 

ion battery systems.  For such studies, the possible solvent choices can be ethylene carbonate, 

diethyl ethyl carbonate, adiponitrile and dimethyl sulfoxide with polyatomic ions. Recently, divalent 

ions at glycerol surfaces have been investigated which showed that the anions paired with common 

divalent cations show similar ion CDPs [272].  Trivalent ions follow interesting SIE trends called Irving 

-William’s series [273] that is discussed based on charge transfer between ion and the solvent. This 
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series should be tested in non-aqueous solvents as well employing XAS and NICISS. The lanthanide 

groups of ions have displayed an interesting phenomenon where heavier lanthanide ions create 

inverted bilayer self-assembly at water surfaces [59]. The reasoning behind this phenomenon can 

be examined in detail by gaining ions and their counter-ion CDP information in model systems like 

glycerol solutions. This would also be another test to see if these thermodynamically unfavourable 

inverted bilayers can form in non-aqueous solvents.  

The investigation related to ions with macromolecules are the centre point of SIE discussions as 

these were the original systems used to define the Hofmeister series and Lyotropic series [5]. 

Amongst a vast range of the macromolecular system, the ionic influence on the thermal response of 

thermoresponsive polymers is interesting and widely investigated. For such SIE systems, the 

important knowledge gap is the information regarding the distribution of ions within the polymer 

structure at the solvent surface and the variation in ionic distribution during the conformational 

change. The advantage of NICISS to gain ion and elemental CDP for such systems present an 

obvious opportunity for future endeavours. A study motivated to gain such information was attempted 

during my PhD as discussed in Appendix chapter V. While attempting these measurements, I 

observed that the NICISS probing depth at 3 KeV primary energy creates a limitation for gaining 

more accurate and direct depth information. This limitation can be resolved by employing NICISS 

with higher primary energy of ion beam. Such measurements require further set-up of the instrument, 

calibration measurements and determination of stopping power. Protocols for such calibrations, set-

up, and measurements are already in place and should be followed in near future. 
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APPENDIX CHAPTER I: ION SPECIFICITY IN THE MEASURED 
CONCENTRATION DEPTH PROFILE OF IONS AT THE VAPOUR-

GLYCEROL INTERFACE 
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Figure  I-1: Time-of-flight (TOF) spectra of 3 keV He ions backscattering from 1 molal concentration 

solution of (a) lithium salts, (b) sodium salts, (c) potassium salts and (d) caesium salts in glycerol 

compared to glycerol TOF spectrum (black in all figures). 
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Figure I-2: Gas phase peaks of (a) bromine and (b) chlorine compared to the Br- step from NaBr and 

the Cl- step from NaCl glycerol solutions respectively. The black curve shows the Gaussian fitting of 

the gas phase measurement, and the dotted blue line shows the centre of the gas phase peaks used 

for zero depth calibration of each ion’s concentration depth profile (CDP). 
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Figure I-3: Oxygen CDP of glycerol (pink) displaying the Gibbs dividing plane for pure glycerol (dashed 

black line). This figure illustrates that the area under Region A and Region B are approximately the 

same. Hence, the dashed black line represents the Gibb’s dividing plane for glycerol. Similar plots 

have been presented using solvent concentration depth profile previously [221]. It should be noted 

that the oxygen depth profile presented here is calibrated using the linear fit equation discussed in 

Figure 2-6 and not using measured gas phase spectrum. Therefore, the error associated in the depth 

calibration is ~ ± 7 Å. 
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Figure I-4: (a) Measured CDP of Cl- (black), Br- (red), and I- (blue) ions in 1 m glycerol solutions with Li+ 

as the counterion, (b) CDP of Cl- (black), Br- (red), and I-(blue) ions in 1 m glycerol solutions with Na+ as 

counterion, and (c) CDP of Br- (red) and I- (blue) in 1 m glycerol solutions with K+ as counterion. The 

depth scale error is of ± 2.4 Å for comparisons between anions of lithium and sodium salts while for 

comparisons of potassium salts anions error present is ± 2.2 Å. This uncertainty is due to selecting 

the centre of gaussian fit for gas phase spectrums.  
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Figure I-5: (a) CDP of Cl- at the surface of 1 m LiCl (red), 1 m NaCl (green) and 1 m CsCl (yellow) glycerol 

solutions. (b) CDP of Br- ions at the surface of 1 m LiBr (red), 1 m NaBr (green) and 1 m KBr (blue) 

glycerol solutions. (c) CDP of I- at the surface of 1 m LiI (red), 1 m NaI (green) and 1 m KI (blue) glycerol 

solution.  

The CDP obtained for each anion are not influenced by the different cations except for the case of 

bromide. The Br- concentration at the Vapour-glycerol interface is dependent on its counteraction as 

Br- concentration follows an order for electrolyte solution as LiBr > NaBr > KBr. All ion concentration 

depth profile has been calibrated with same gas phase measurements; the uncertainty associated 

with each comparison are the same. As chloride is lighter than the other anions investigated, the 

probability for backscattering of the He projectile is smaller and therefore the signal to noise ratio in 

these depth profiles is lower than that in the bromide and iodide spectra. 
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Figure I-6: (a) Comparison of the concentration depth profile of K+ in 1 m KF (violet), 1 m KBr (pink) 

and 1 m KI (dark blue) glycerol solution with 3 data points average. (b) Comparison of the concentration 

depth profile of Cs+ in a 1 m CsF (violet) and 1 m CsCl (black) solutions in glycerol. 

The onset of the CDPs for Cs+ is different for the counteranions F- and Cl- which show that Cs+ when 

paired with F- anion is found closer to Vapour-glycerol interface than when paired with Cl-. Due to 

smaller signal to noise ratio the onset of K+ CDPs in KF, KBr and KI glycerol solution does not differ 

much paired with various anions (Figure I-6 (a)). However, looking at the smoothed K+ CDPs 

comparisons in Figure I-6 (a), the K+ onset in KBr solutions is further away than K+ onset in KF and 

KI solutions. This onset order is consistent with their counter-anion presence nearby the Vapour-

glycerol interface where Br- paired with K+ onset is further away than I- paired with K+ showing that 

anions presence from vapour-glycerol interface strongly influences their counter-cation.  
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Figure I-7: Comparisons between CDPs of K+ of KF (black) and Cs+ of CsF (red) electrolytes in 1 m 

glycerol solutions (a) deconvoluted CDPs (b) NICISS CDPs. Since the zero-depth calibration is 

determined through extrapolation, as shown in Figure S4, the uncertainty involved in the depth scale 

is ± 5.9 Å. 
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Comparing two different cations CDPs in Figure I-7 (a), we can see that Cs+ has a stronger presence 

in the near surface region than K+ of fluoride electrolyte solutions. However, NICISS CDPs in Figure 

I-7 (b) shows that these differences fall within the uncertainty. So, it is avoided to make strong 

conclusions from the presented cation comparison.  
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Figure I-8: TOF spectrum difference (blue) between CsBr TOF spectrum (green) and TOF spectrum 

constructed with CsF and NaBr (brown). In this figure, the Cs+ region has a stronger depletion 

compared to Figure 3-3 (c) presented in the main text since Cs+ of CsF is closer to the Vapour-glycerol 

interface than Cs+ of CsCl (see Figure 3-3 (c)). 
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Figure I-9: TOF spectrum difference (blue) between CsBr TOF spectrum and constructed TOF spectrum 

(purple) with CsCl and LiBr. 
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Figure I10: TOF spectrum difference (green) between CsBr TOF spectrum (purple) and the TOF 

spectrum (brown) constructed from CsCl and KBr. In this figure, the Br- region has no depletion 

compared to Figures I-8 and I-9 because Br- of KBr expected to have similar onset at Vapour-glycerol 

interface. 
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Figure I-11: Anion and cation CDPs comparisons of 1 m KBr glycerol solutions with Br- (brown) and K+ 

(blue) concentration depth profiles. The uncertainty in the depth calibration between both ion 

concentration depth profile is of ± 3.6 Å and for the sake of clarity error bars are not included in this 

figure. 

Surface Excess derived from the concentration depth profiles of ions 

The procedure to derive the surface excess of ions from concentration depth profiles has been 

described previously [221]. The error bars for the surface excess are a result of uncertainty in zero 

depth calibration and noise present in each NICISS spectrum. Here we only present the surface 

excess calculated from the as measured NICISS profile because the accuracy is highest in these 

profiles.  
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Table I-1: Surface excess derived from measured NICISS concentration depth profile of anions.  

Anions only of glycerol 

electrolyte solution 

Surface excess derived from as measured NICISS CDP 

of each ion (anions only)  

(10-10 mol cm-2) 

LiCl   1.0 ± 1.0 

LiBr  0.5 ± 1.0 

 LiI 0.5 ± 1.0 

NaCl  0.7 ± 1.0 

NaBr  -0.1 ± 1.0 

NaI  0.5 ± 1.0 

KBr  -0.1 ± 1.0 

KI 0.4 ± 1.0 

CsCl 0.8 ± 1.0 

 

Table I-2: Surface excess derived from measured NICISS concentration depth profile of cations. 

Cation only of glycerol 

electrolyte solutions 

Surface excess derived from as measured NICISS CDP of 

each ion (cation only) 

(10-10 mol cm-2) 

KF   0.2 ± 2.0 

 KBr  -0.2 ± 2.0  

 KI  0.2 ± 2.0 

CsF -0.03 ± 2.00 

CsCl -0.3 ± 2.0 
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Surface Excess derived from surface tension measurement  

The surface excess from surface tension is derived using the Gibbs adsorption isotherm (see section 

1.5.1). To derive the surface excess from the surface tension value we assume that the surface 

tension change is linear[134] for simple glycerol electrolytes as observed previously[152] and that 

the activity coefficient is 1. 

Table I-3: Surface excess derived from measured surface tension values of glycerol electrolytes. 

Electrolytes dissolved in glycerol  Surface excess (10-10 mol cm-2) 

LiCl -0.21 

LiBr -0.41 

 LiI -0.80 

NaCl  -0.10 

NaBr -0.42 

NaI -0.49 

KF  -0.30 

KBr -0.61 

KI -0.82 

CsF -0.40 

 CsCl -0.42 

CsBr -0.41 

 

Free energy of solvation calculation methodology 

The solvation free energy of an anion X- in bulk solution is defined as the change in Gibbs free energy 

for the reaction X-
(g)

 → X-
(soln), i.e.  

∆𝑮𝐬𝐨𝐥𝐯 = ∆𝑮(𝐗−
(𝐬𝐨𝐥𝐧)

) − ∆𝑮(𝐗−
(𝐠))                                             (9) 

Both ∆𝑮(𝐗(𝐬𝐨𝐥𝐧)) and ∆𝑮(𝐗(𝐠)) can be approximated directly using quantum chemical calculations, i.e.  

∆𝑮𝐬𝐨𝐥𝐯(𝟐𝟗𝟖 𝐊) ~ 〈∆𝑮(𝐗−
(𝐬𝐨𝐥𝐧)

)〉 − [𝑬(𝐗−
(𝐠), 𝑻 = 𝟎 𝐊) + 𝟑

𝟐⁄ 𝒌𝑻]                                                     (10) 
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where 〈∆𝐺(X(soln))〉 is the free energy of the solvated anion (approximated via time-averaging an MD 

ensemble energy), 𝐸(X−
(g), 𝑇 = 0 K) is the 0 K energy of the ion in vacuum, and 3

2⁄ 𝑘𝑇 is the 

equilibrium thermal energy at temperature 𝑇 (for the Boltzmann constant 𝑘). Here, 〈∆𝐺(X(soln))〉 is 

calculated using the IonSolvR database[274]. For full computational details of IonSolvR records, the 

reader is referred to the ref[225].  Briefly however, each record in the IonSolvR database consists of 

an ab initio MD trajectory calculated using the density functional tight binding method and an NVT 

ensemble via a Nosé [275]-Hoover [276] chain [277, 278] (NHC) thermostat set to 298 K. Each 

trajectory consisted of a single anion solvated by 64 glycerol molecules in a periodic box. Time-

averaging was performed across the final 30 ps of each 100 ps MD trajectory (30,000 MD frames in 

total). For the gas-phase anion energy, the quantum chemical level of theory was kept identical to 

that used for the respective solvated anion MD trajectory, viz. 3rd order density functional tight binding 

(DFTB3)  [279] using the 3ob-3-1 parameter [280-282] set and Grimme’s D2 dispersion [283, 284] 

with Becke-Johnson [285, 286] dampening (i.e., D3(BJ)). 
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APPENDIX CHAPTER II: SPECIFIC ION EFFECTS AT FORMAMIDE 

SURFACES: A REVERSE HOFMEISTER SERIES IN THE 

CONCENTRATION DEPTH PROFILES 
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Figure II-1: NICISS TOF spectrum of (a) 1 m NaCl in Formamide (dark blue) and dichloromethane in the 

gas phase (red), (b) 1 m LiBr in Formamide (orange) and bromoform in the gas phase (pink) and (c) 1 

m KI in Formamide (black) and diiodomethane in the gas phase TOF spectrum (blue).  

Gas Phase Calibration  

The zero-depth calibration and inelastic energy losses of each element was measured and calibrated 

using a gas phase measurement[189]. For Cl-, Br- and I-, the calibration was obtained by measuring 

gas phase NICIS spectrum of dichloromethane (CH2Cl2), bromoform (CHBr3) and diiodomethane 

(CH2I2) respectively (see Figure II-1 (a), (b) and (c) comparison between NICIS gas phase spectrum 

and elemental step in electrolyte solution). Gas phase measurements for Na+, K+ and Cs+ were not 

possible due to the lack of stable gas phase sources. Therefore calibration for these cations was 

carried out using the procedure developed by Zhao et al.[195] (see Figure II-2). For the 

deconvolution of cations, the FWHM of a neighbouring element measured in the gas phase was 

used. 
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Figure II-2: (a) Scattering energy from gas phase measurements versus the calculated scattering 

energy from Equation 1, showing a linear relationship. (b) The derived scattering energy values 

obtained using the linear fit equation shown in the inset of the figure (a). The uncertainty in the 

scattering energy obtaining following this procedure is ±12 eV. The error bars in the figures are smaller 

than the data points.  
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Figure II-3: Surface tension increment (STI) relative to the pure solvent for varying concentration 

(d(S.T./dC) of LiI electrolyte solutions.  
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Concentration effect on ion CDPs for KI formamide electrolyte solutions 

 

Figure II-4: Convoluted CDPs of (a) I- and (b) K+ at 0.05 m (pink), 0.1 m (black), 0.5 m (red), 1 m (blue) 

and 2 m (orange) KI formamide solution. Convoluted I- at 0.05 m KI solutions clearly has different 

features than convoluted I- CDPs. K+ convoluted CDP is shown (black dotted line) to demonstrate that 

signal for K+ is weak at lower concentration. All the CDPs presented here are scaled to 1 m bulk 

concentration for better comparisons. Depth profile of I- is calibrated using the same gas phase 

measurement hence uncertainty involved will be same which is ± 1.1 Å.  K+ zero depth is calibrated 

following the procedure discussed earlier in the section and uncertainty involved is ± 2.3 Å which is 

same for all K+ profile presented here. 

We have investigated KI formamide solutions at concentrations from 0.05 m to 2 m. KI electrolyte 

solutions were selected for this test to overcome the challenge of getting enough backscattering 

signals for reasonable CDPs and that K+ and I- TOF steps in NICIS spectra are well separated (See 

Figure II-1).  In Figure II-4, I- convoluted CDPs of KI formamide solutions clearly show that above 

0.1 m electrolyte solutions, the CDPs of I- does not show any difference within the experimental 

uncertaintity. Therefore, we assume that a small change in the electrolyte concentration due 

evaporation in a high concentration electrolyte solution regime (> 0.5 m) should not affect the current 

SIE investigation. In Figure II-4, we also see that the I- CDP onset is higher for 0.05m KI electrolyte 

solutions compared to higher concentrations solution. Further the I- CDP shows a depletion at higher 

depth before reaching the bulk electrolyte concentration. This is interpreted as a depletion for I- in 

the subsurface depth region with higher concentration in the outermost region of the Vapour-

formamide interfaces.  
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Figure II-5: Comparison of Na+ (black) and K+ (red) CDPs of iodide salts in formamide electrolyte 

solutions. 
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Figure II-6: Comparison of cation concentration depth profile for (a) K+ paired with Br- and I-. No effect 

of counter-anion is observed in K+ CDPs within the noise. 
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Figure II-7: The difference (red in panel (a) and black in panel (b)) between the TOF spectrum of CsBr 

(brown) and the constructed TOF spectrum of (a) CsCl and KBr formamide solution (navy blue) and (b) 

CsF and KBr formamide solutions (pink). These profiles show that there is no difference in the Cs+ and 

Br- regions for different combinations of counter-ions, as observed in Figure 4-2 (d).  

 

Figure II-8: Bromide K edge X-ray absorption (xµ) near edge spectrum (XANES) of LiBr (blue), NaBr 

(red), KBr (green), RbBr (violet), and CsBr (dark yellow) in water.  
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Figure II-9: Merged Caesium L3 edge X-ray absorption (xµ) near edge spectrum (XANES) of CsCl with 

formamide. Standard deviations (Std. Dev.) ‘+’ and ‘- ‘of merged triplicate scans for CsCl formamide 

solution (red curves). 
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Figure II-10: Concentration depth profiles for 1 m (a) NaCl and (b) CsCl formamide electrolyte solutions. 

The depth calibration uncertaintity involved here is ± 4.6 Å.  
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APPENDIX CHAPTER III: WEAKER ION SPECIFICITY IN 

MEASURED CONCENTRATION DEPTH PROFILES OF ANIONS 

AT PROPYLENE CARBONATE AND BENZYL ALCOHOL 

SURFACES 
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Figure III-1: ATR-FTIR spectrum for (a) broad -OH band and (b) scissoring -OH band (located around 

1620 cm-1) of pure benzyl alcohol, benzyl alcohol with the addition of varying wt.% of water and 0.5 m 

LiCl, LiI, LiBr and NaI benzyl alcohol electrolyte solutions. With an increasing percentage of water, the 

H-OH vibration presence starts to become more visible in respective IR bands.   

As observed, when water is added at 0.6 wt.%, there is a slight increase in the intensity at the 

scissoring -OH band which suggest presence of free H-OH molecules present in benzyl alcohol. This 

observation infers, using ATR-FTIR, we can measure the presence of water at ~0.6 wt.% and no 

observation of peak in these regions suggest water content is less than 0.6 wt.%. Hence, following 

this procedure, we can say that all the electrolyte solutions prepared for NICISS, and surface tension 

measurement has water less than 0.6 wt.% and the effect of water presence on ion specificity in 

benzyl alcohol electrolyte solutions can be ignored[71]. 
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Figure III-2: (a) NICISS depth profile figures depicting the finite energy spread present in convoluted 

Cl- depth profile of 0.5 m LiCl benzyl alcohol solutions (black) together with the gaussian spread 

present in chlorine gas phase measurement (blue) and (b) showing deconvoluted profile using the 

centre of Gaussian fit (E0), Gaussian FWHM and convoluted Cl- depth profile as input parameters[169, 

287]. The deconvolution procedure is done on an energy loss scale since the backscattering event is 

correlated to He0 losing energy while passing through the sample. It should be noted that the intensity 

of the gas phase gaussian fit is not a relevant parameter for the deconvolutions procedure and it is 

presented in figure (a) just to avoid confusion with the y-axis scale of convoluted Cl- depth profile. The 

depth error bar presented in figure (b) is the error involved with the determination of E0 of Chlorine 

from the Gaussian spread. Whereas the concentration error bar is the standard error presented 

between repeated Cl- concentration depth profile measurements[239].  

 

Figure III-3: Surface tension increment relative to the pure water for NaCl (blue) and KCL (orange) at 

varying temperature. The blue and orange trendline are linear fit of STI caused NaCl and KCl aqueous 

electrolyte solutions at varying temperature. As it can be seen from the interpolated trendline, lowering 

the measurement temperature does not change the SIE order but the STI difference between both 

electrolyte solutions starts to decrease [206]. 
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ATR-FTIR results of electrolytes in propylene carbonate 

 

Figure III-4: Bond number assignment for propylene carbonate molecules. 
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Figure III-5: ATR-FTIR spectrum for O-C-O IR peak of PC, 0.5m LiBr, 0.5m LiI and 0.5m NaI electrolyte 

solutions. There are weak blue shifts in the peak observed at ~1173 cm -1 and a shoulder formation in 

the range of 1200 – 1240 cm-1. This shoulder formation follows the same trend observed for C=O band 

in the main text. This trend is also assigned to strong cation interaction at the negative dipole but 

mostly through the C-O6-C [249]. 
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Figure III-6: ATR-FTIR spectrum for CH2 and CH3 IR peaks of PC, 0.5m LiBr, 0.5m LiI and 0.5m NaI 

electrolyte solutions. The IR peaks are similar for all PC and its electrolyte solutions suggesting weaker 

dipole derivative change caused by anions.  
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Figure III-7: ATR-FTIR spectrum of PC, 0.5m LiBr, 0.5m LiI and 0.5m NaI electrolyte solutions. Both 

shoulder peaks at ~ 1336 cm-1 and a very strong peak at ~ 1355 cm-1 is specific to the bending mode 

of C7- H at the end of the PC ring. Whereas the IR peak observed at ~1391 cm-1 is a result of the 

combined IR contribution of the bending mode of C7- H and the wagging mode of the C5- H group.  All 

presented IR peaks for the locations of anion interaction suggest weaker dipole derivative change. 

Thus, anion interaction is considered weak and similar within the experimental uncertainty. 

The additional shoulder formation Figure III-7 at ~1400 – 1420 cm-1 (following the same trend as 

presented in the main section) is probably caused by the weak cation interaction at the C-O group 

on the PC ring [249]. Thus, affecting the ring structure and the C5- H group. This is inferred because 

a direct anion interaction with the C-H group will be a result of halide interaction with the hydrogen 

dipole which should cause a shift in IR peak at ~ 1391 cm-1. 
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Figure III-8: ATR-FTIR spectrum for CH2 and CH3 IR peaks of PC, 0.5m LiBr, 0.5m LiI and 0.5m NaI 

electrolyte solutions. Both strong IR peaks are presented and the shoulder formation within these 

peaks corresponds to the PC ring deformation due to strong cation interaction at the C=O group. 

ATR-FTIR results of electrolytes in Benzyl alcohol 
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Figure III-9: Comparison of (a) ATR-FTIR spectrums of hydroxyl moiety (-OH group) of pure benzyl 

alcohol solvent (dashed purple line) with 0.5 m LiCl (black), LiBr (red), LiI (blue) and NaI (green) 

electrolyte solution and (b) difference in ATR-FTIR spectrum of electrolyte solution compared to pure 

solvent. The dashed orange line shows the centre for H-OH band of benzyl alcohol.  

Figure III-9 (a) and (b) show the ATR-FTIR spectrums of benzyl alcohol electrolyte solutions with 

pure BA and the difference in the ATR-FTIR spectrum with pure BA respectively. In Figure III-9 (a), 

the ATR-FTIR spectrum of benzyl alcohol has a broad band at ~ 3150 – 3450 cm-1 that represents 

the hydrogen-bonded (H bonded) OH groups of BA - with the small intensity peak (bump-like feature) 

at ~ 3450 – 3650 cm-1 denoting the non- H bonded OH groups[288]. For the latter case, the change 

in peak intensity is small and within the experimental uncertainty. The earlier case represents the -

OH stretch with the positive and negative dipole i.e., hydrogen and oxygen of the hydroxyl group 

respectively. Based on the charge available on the BA molecules, anions and cations will favourably 

interact at these dipoles[288].  
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From Figure III-9 (b), we see that all Lithium electrolyte solutions show a red or weak blue shift. 

However, the NaI electrolyte solution shows a strong blue shift. The red shift in the -OH bond is 

related stronger interaction of anion with the hydrogen dipole thus creating a weaker -OH bond.  

A blue shift in the IR spectrum especially for the -OH bond is harder to interpret. This blue shift can 

be interpreted in two ways:  

1) A qualitatively suggested structure-breaking effect caused by cations and anions on the BA 

intermolecular bonding[289]. 

2) Na+ is interacting strongly with the electron donating part (i.e., oxygen) of benzyl alcohol with 

stronger interaction energy than the -OH bond itself. 

The latter case is suggested to be an improper hydrogen bond (exception case) in which the bond 

length of the electron donating group and Na+ is shorter in length compared to the -OH bond 

length[252]. For the earlier case, the structure-breaking effect corresponds to the breaking of a 

greater number of hydrogen bonds which should be related to the stronger interaction of ions with 

the solvent.  

In either case, the blue shift is suggested to be caused by stronger Na+ interaction (for iodide salts). 

Following the bulk vs surface affinity approach, this can explain the larger STI of NaI compared to 

LiI. However, the discussion of an improper hydrogen bond is a complex argument that needs 

computational aid. Further, the interpretation of ionic influence towards the hydrogen bond network 

(structure making or breaking effect) is not just the ion interaction with the opposite charge dipole 

but with the angular movement of the dipole change as well[290]. Thus, the IR interpretation will be 

oversimplified in terms of structure breaking effect. Another possible interpretation is the strong 

influence of anion interaction on the positive charge of carbon of the C-O group that can cause this 

blue shift. Interaction of anion at C-O moiety can influence the length of the C-O bond thus affect the 

-OH group IR spectrum by shortening the bond. However, this will also influence the C-O group IR 

peak which shows a weak or minimal change (Figure III-10). Therefore, this interaction can be 

ignored.  
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Figure III- 10: ATR-FTIR spectrum of C-O group present on the BA molecules for 0.5m LiCl, 0.5m LiBr, 

0.5m LiI and 0.5m NaI electrolyte solutions. The IR peak has shown minimal change between pure 

solvent and various electrolyte solutions. 

For specific anions trend of lithium salts, we observe that the decreasing redshift trend follows Cl- > 

Br- > I- (Figure III-9). This means that the electrotactic interaction of anion is getting stronger with the 

positive dipole, but this strengthening of electrostatic interaction follows order as Cl- > Br- >I-. Based 

on the bulk vs surface affinity approach this would mean that Cl- should be more depleted than Br- 

or I-. This is in contrast with the STI trend and NICISS CDPs for ions at BA surfaces but in agreement 

with solvation free energy data of ions presented in Chapter 5. 
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Figure III-11: ATR-FTIR spectrum of benzyl alcohol solution showing no evidence of cation-pi 

interaction IR peak. If there was a cation-pi interaction with the benzene ring of benzyl alcohol, then a 

new signature IR peak will appear between 640 – 770 cm-1 [291]. Due to weak intensity, the small peak 

at ~665 cm-1 cannot be assigned as a cation-pi interaction peak with confidence.  
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APPENDIX CHAPTER IV: NICISS MEASUREMENT OF IONS AT 
SALTY WATER SURFACES 

The motivation of the current thesis was to gain a detailed understanding of SIE at various solvent 

surfaces and the most important and investigated solvent for SIE is water. Hence, measuring 

concentration depth profiles at water surfaces seems like an obvious selection. However, NICISS is 

a UHV-based technique and performing water measurement in a vacuum is challenging and requires 

specialised setups. Andersson and co-workers[270, 292] have previously investigated aqueous 

electrolyte solutions surfaces with a specialised set-up (sample holder) but with a different design of 

the instrument. To perform measurements in the current design, I have modified the current sample 

holder setup. The modified sample holder is of a fully enclosed metal housing with two sample 

apertures to let the ion beam in and out (backscatter) to the TOF detector as shown in Figure IV-1 

(a).  This enclosed housing is the same as used in this thesis but with a closed cap and two apertures 

in front of the rotating wheel. This cap also has a metal divider in place between two apertures to 

stop any unwanted backscattered projectiles (like projectiles backscattering from the metal end of 

the aperture) from making their way to the TOF detector.  

To conduct the NICISS experiment using this cap, I had to minimise the ion beam spot size to <1mm 

and determine the correct sample position and rotational angle so the ion beam can be focused on 

the 1st aperture and the backscattered projectiles make it out the 2nd aperture (see Figure IV-1). This 

was achieved in a trial-and-error fashion by running NICISS measurements with formamide (as a 

test solvent) at various, X-direction (left and right direction to the ion beam), Z-direction (upwards 

and downwards direction to the ion beam), and angles (sample holder orientation).   

 

Figure IV-1: (a) Reduced aperture setup for NICISS liquid sample holder and (b) Ion beam spot on 

fluorescence sample covered copper tape attached to the liquid sample holder. 
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However, the count rate using formamide as a test solvent was low compared to normal 

measurements (due to small apertures) making the trial-and-error determination a lengthy process. 

To expedite the process, a metal sample with drop-casted P3HT polymer solutions was used with 

silicon-based surfactant impurity (Figure IV-2 (a)). This sample was used as silicon-based surfactant 

impurities are highly surface adsorbing solutes and its TOF step can be observed quickly in a NICISS 

spectrum as shown in Figure IV-2 (b). Further, this sample arrangement also allows for the ion beam 

current measurement at the wheel of the sample holder. Hence, I could optimise the ion beam better 

for the best suitable count rates. Following these procedures, a relatively good sample position was 

successfully obtained.  

 

Figure IV-2: (a) NICISS sample holder arrangement to measure current inside the cap and (b) NICISS 

spectrum of attached polymer layer plate onto the liquid sample holder. 

The next challenge was controlling the evaporation of an aqueous electrolyte solution in the UHV 

chamber. Adding high salt concentration in water will result in the solution's vapour pressure 

depression and lowering of the solution's freezing point temperature. Hence, NICISS measurement 

was conducted by setting up the sample holder at a temperature just above the solution's freezing 

point.  Even after the addition of a salt concentration of 4 molal, solvent evaporation was fast (< 30 

minutes) and to gain reasonable NICIS spectra minimum of 8 hours of measurement is needed 

(depending on the count rate which is already low in the herein discussed sample holder setup).   

Previously Andersson and co-workers [270, 271, 292] used to vent the vacuum analysis chamber 

and directly introduce the sample holder into the position for a NICISS measurement. Following this 

procedure, after 4 or 5 pumped-down cycles a reasonable spectrum was collected. However, the 

current NICISS instrument has a 2-stage pumping down system where the sample has to be first 

introduced into the liquid load lock chamber separated by a gate valve from the UHV analysis 

chamber. Once optimal pressure is reached then a sample can be introduced into the UHV analysis 

chamber.  But this 2-stage pumping down setup is disadvantageous for high vapour-pressure solvent 
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(i.e., water) measurements as the duration taken to introduce the sample holder into the analysis 

position with an aqueous solution is long enough that most of the solution is evaporated.  

To remedy this challenge, I used the filling line available on the liquid sample holder stage (Figure 

IV-3 (a)) to continuously top up the water when the solution level is low for NICISS measurement. 

However, another problem occurred following this procedure. The filling line inside the NICISS liquid 

manipulator is situated close to the cooling line. This cooling line is used to control liquid sample 

holder temperature and the sample stage has to be set to – 7 °C to reduce electrolyte solutions 

evaporation12F

m. This cooling line creates a problem that when pure water is added to the filling line, it 

quickly freezes before reaching the sample holder (Figure IV-3 (b)) due to metal temperature 

conduction. If more solvent is added to remove this ice block the line becomes full and floods the 

liquid manipulator chamber leading to forced venting of the liquid manipulator chamber. This 

happens as in the current setup we have minimal control over the volume of the liquid inside the line. 

We have minimal control over the volume inside the UHV chamber line as only one gate valve is 

used in the filling line situated outside the UHV chamber 13F

n. Further, we cannot fill the electrolyte 

solution, as the presence of dried salts leads to internal corrosion of the line which will be hard to 

clean and create complications for the longer operation of the instrument. 

 

Figure IV-3: (a) Showing arrangement of sample holder for continuous filling of solvent and (b) Ice 

formation in the filling line. 

 
m The sample holder setup temperature is decided based on the concentration of electrolytes added to the 
solutions. The higher the concentration, the lower the sample holder temperature is set to. 
This temperature is determined through the Van Hoff’t equation with the assumption of ideal activity 
coefficient.  
n This filling line was designed for the gas phase measurements. 
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To overcome this challenge, I designed a new sample holder (Figure IV-4 (a)) set up the Peltier 

module. Taking advantage of the Peltier effect, we can lower the sample holder temperature to – 7 

°C while keeping the sample stage temperature (hence the cooling line) above the water's freezing 

point temperature (see Figure IV-4 (b)).  

 

Figure IV-4: (a) Design of the new NICISS sample holder reservoir for attachment of the Peltier module 

and (b) showing the ice formation in the reservoir as evidence of the successful working of the new 

reservoir.  

After overcoming above listed challenges, the successful NICISS spectrum of 4 molal LiBr aqueous 

electrolyte solutions was measured at – 7 °C (Figure IV-5 (a)). However, the energy loss due to 

continuously evaporating water molecules leads to the broadening of projectiles’ energy loss. This 

broadening can be subtracted following the procedure employed by Andersson[292] previously.  

 

Figure IV-5:(a) Scaled NICISS TOF spectra of 4 molal (m) LiBr with water solutions at – 7 °C and (b) 

Rescaled NICISS TOF spectrum illustrating the difference in counts of photons and the sample of 

interest. The orange line shows the Br- step for the LiBr electrolyte solution. The difference in counts 

is due to the backscattering of projectiles from the gas phase layer formed in front of the liquid sample 

due to solvent evaporation.   
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However, additional problems will need to be fixed even after the vapour phase energy loss 

contribution is determined. The challenges (or problems) that need to be addressed before a 

successful NICISS aqueous electrolyte solutions measurement can be obtained are:  

1) A controlled flow rate (in a manually controlled valve) to avoid accidental venting of the 

NICISS instrument. This happens due to a delay in receiving the signal from the level sensor 

that indicates the optimum solvent level for NICISS measurement.  

2) An automatic top-up system needs to be built to reduce the labour extensive work required 

to finish one set of measurements.  

3) Then following Andersson’s method, we will still require 4 – 5 days to measure to get a useful 

NICISS spectrum. Hence further avenues to improve the count rate must be explored.  
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APPENDIX CHAPTER V: IONS WITHIN POLYMER STRUCTURE AT THE 

VAPOUR-FORMAMIDE INTERFACE 

Employing NICISS measurements, we can directly gain ionic organisation information within the 

polymeric structure due to its elemental sensitivity and high-resolution depth profile. Thus, I 

attempted to investigate the ionic presence/absence within the stimulus (temperature) responsive 

polymer structure at the vapour-formamide interface. The stimulus (temperature) responsive 

polymer selected was polypropylene oxide/ polypropylene glycol (PPO). PPO has been used in 

commercially relevant applications since the 1970s [293]. PPO is a stimulus-responsive polymer with 

an LCST of 20 ºC in water which can be varied up to 50 ºC depending on the molecular weight of 

the polymeric chain[294]. PPO is known for its high surface activity and segregates into many 

interfaces[295].  

 

Figure V-1: The comparison of NICISS TOF spectrum of (a) pure formamide, (b) 1 weight per cent (1% 

wt.) of PPO in formamide, and (c) scheme for interpretation of the nitrogen step depletion observed in 

figure 1 (b).  

In Figure V-1 (a) and (b), NICIS spectra of pure formamide and formamide with 1 wt. % PPO is 

shown respectively. It is observed that the nitrogen step of formamide changes (diminishes) in 

presence of PPO. The change in nitrogen step in Figure V-1 (b) compared to Figure V-1 (a) represent 

the depletion of formamide and stronger absorption of PPO at the solvent surface. This is concluded 

based on that the PPO adsorption at the interface interferes with the backscattering signal from the 

formamide molecule causing a diminished nitrogen step. The nitrogen step is used to interpret this 

depletion as PPO molecules do not have any nitrogen group within their structure. Therefore, the 
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change in the nitrogen step only represents the change in solvent (formamide) concentration at the 

interface.  

 

Figure V-2: Nitrogen depth profile comparison of pure formamide (blue curve), in presence of 1 weight 

per cent (1% wt.) of PPO (orange curve) and with 1 molal KI electrolyte solution with 1 % wt. of PPO 

(black curve).  

In Figure V-2 it is observed that the nitrogen raw (convoluted) NICISS depth profile of formamide 

occurs at the lower depth. Whereas the nitrogen raw NICISS depth profile is shifted to a higher depth 

for 1 m KI electrolyte solution with 1 % wt. of PPO followed by nitrogen raw NICISS depth profile of 

1% wt. of PPO with formamide solutions. This variation in nitrogen step between PPO solution with 

and without the electrolyte demonstrates that the PPO gets salted in from the interfaces into the bulk. 

A well-observed behaviour of iodide salts. Similarly, the I- depth profile of the KI electrolyte solution 

shift to a higher depth at formamide surfaces in presence of PPO compared to just KI with formamide 

electrolyte solution (Figure V-3). This means that PPO pushes I- further away from the formamide 

surfaces.  

 

Figure V-3: NICISS concentration depth profile of Iodide in 1m KI with formamide solution (purple 

curve) and presence of 1 weight per cent (1% wt.) of PPO with 1m KI with formamide solution (red 

curve).   
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From depletion observed in nitrogen and I- depth profile we gain information on PPO presence. The 

depletion region in the nitrogen depth profile directly relates to PPO presence. The depletion region 

in the I- depth profile is also related to PPO presence but in the sense that it is pushing I- away from 

surfaces. Hence, comparing the overall depletion regions of Nitrogen and I- we can comment if ions 

bind directly to the PPO at formamide surfaces.  

 

Figure V-4: Nitrogen (black curve) and Iodide (red curve) depletion concentration depth profiles in 1m 

KI formamide solution with 1 weight per cent (1% wt.) of PPO. Nitrogen and iodide depletion 

concentration in formamide solution is of two different scales as pointed out with arrows.  

In Figure V-4 we plot the depletion depth profile of nitrogen and I- by subtracting the nitrogen and I- 

depth profile of 1m KI formamide electrolyte solutions and 1m KI formamide electrolyte solution with 

1 wt. % PPO respectively. Following this procedure, we can locate the nitrogen absence at the 

formamide surfaces (representative of PPO presence) and the I- absence in electrolyte solutions 

with polymeric presence. If both nitrogen and I- are absent (depleted) at the same depth locations 

means that I- does not bind to the PPO. As for an ion to be binding to the polymeric system, it has to 

locate nearby the polymer accumulation region.  

From Figure V- 4 we can see that the I- depleted depth region is located closer to the formamide 

surface compared to nitrogen-depleted depth regions as there is a slight overlap in their depletion 

region. This means that I- is located at the higher depths in formamide solutions where PPO is also 

present meaning I- binds to the end of the PPO structure in formamide. This information is of high 

importance and further location of ions within PPO can similarly be determined at formamide 

surfaces. However, we have observed that due to the presence of PPO, the higher limit of probing 

depth of He projectiles at 3 KeV is reached.  
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Figure V-5: Hydrogen background fitting for the nitrogen step in (a) formamide solution with 1 weight 

per cent (1% wt.) of PPO and (b) 1m KI formamide solution with 1% wt. of PPO. Yellow data points in 

both curves represent the boundary conditions selected for fitting the nitrogen step with the 3rd-order 

polynomial curve (green curve). 

In Figure V-5 (a) and (b), the hydrogen background removal fit (green curve) of the nitrogen step is 

shown with 1% wt. of PPO and 1m KI formamide solution with 1% wt. of PPO respectively.  The H-

background of the nitrogen step in Figure V-5 (a) shows a smooth linear fit with a 3rd-order 

polynomial, whereas in Figure V-5 (b) the H-background seems to follow a curved trend. This 

suggests that a smooth linear background cannot be removed from the nitrogen step of 1m KI 

formamide solution with 1% wt. of PPO within the selected fitting range. We cannot extend the fitting 

range (yellow data points) in the presented figures as this range will start to overlap the carbon step. 

This means that in Figure V-5 (b) the He backscattered projectiles have researched the probing 

depth of NICISS at 3 KeV. To overcome the issue of probing depth, we will have to move to a higher 

primary energy of NICISS measurement i.e., 7 KeV which requires, further energy calibrations, 

stopping power measurements, ion beam focusing parameter adjustments, time delay 

determination, and depth resolution estimation.   
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Figure V-6: Dynamic Light Scattering (DLS) results showing the LCST for 0.5 wt.% PPO in formamide 

at 31.0 °C. Error bars are calculated based on the standard deviation between 3 repeated sets of 

measurements. 

Determination of ionic organisation or binding location with biomimicking polymer structure will help 

us understand the ionic interaction with these polymers hence providing insights for unravelling 

SIE[296].  From DLS measurement, I determined that at 0.5 wt. % PPO in formamide has a LCST 

of 31.0 +/- 0.5 °C (Figure V-6). Further, I have performed NICISS measurement of pure formamide 

solution at two different (Figure V-7) which can also be conducted at a much higher temperature with 

a newly built Peltier module attachment for liquid reservoir setup (see Appendix chapter IV).  

 

Figure V-7: Raw NICISS spectrum showing formamide measurement at 6 degrees Celsius (blue curve) 

and 20 degrees Celsius (orange curve). 

Hence, in future with higher primary energy projectiles, we can directly determine the ionic binding 

location during the conformational change of biomimicking PPO in formamide solutions i.e., before 

LCST, at the LCST, and after the LCST. However, to gain such information we will have to determine 

the structural arrangement of PPO in formamide which is not available at this time. Initial X-ray 

scattering measurements (at the Advanced photon source - GUP 80053) have been performed 

during my short visit to Prof. Mark Schlossman’ s group at the University of Illinois, Chicago.  
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APPENDIX CHAPTER VI: NICISS DEPTH RESOLUTION 

Throughout this thesis, I have mentioned that NICISS has a high-depth resolution of ~ 2Å. Even 

though I have not made the direct use of this depth resolution. This resolution is not required for 

concentration depth profile comparisons unless we discuss our results only in terms of depth profile 

due to the convolution of the NICISS spectrum. The best resolution (without additional uncertainty) 

in a NICISS spectrum is achieved in the convoluted depth profile. Thus, here I have used the 

convoluted depth profile to demonstrate the NICISS depth resolution.  

 

Figure VI-1: Orientation of (a) Propylene carbonate (PC) and (b) Benzyl alcohol (BA) at the vapour-

solvent interface. The orientation of the PC has been determined by an MD simulation[244] and SFG 

measurements[245]. The orientation of BA has been determined by Andersson[196] employing the 

angle-resolved mode of NICISS. The carbon atoms are shown in grey colour and oxygen in red colour. 

Here, the hydrogen atoms of the solvent molecules are not included for clarity.  

In Figure VI-1 (a) and (b) the orientation of propylene carbonate (PC) and benzyl alcohol (BA) 

molecules are presented respectively. You et al suggested that the PC molecules are lying flat at 

the interfaces with the methyl group at the end of the PC ring protruding in the vapour phase. Similar 

observations were reported by Wang et al [245] through SFG-assisted molecular dynamics 

simulation with the additional observation that the C=O group has a slight tilt pointing inwards in bulk. 

However, the tilt angle was too small to be discerned within the noise.  For BA molecules, 

Andersson[196] measured the orientation at the interface as the -OH group of BA pointing inwards 

into the bulk while the BA molecules showed a tilt against the interfacial plane of 68 ± 8 º at the 

interface14F

o.   

The current discussion is for the normal mode of NICISS. In normal mode, the orientational 

differences will be flat for C atoms of PC and BA, as NICISS measures the average backscattered 

projectiles (the interface is considered flat, (see 2.1.5) and would not be able to differentiate between 

the methyl group of the PC ring and the C atom of C=O group or the C atom of C-O bond in BA. 

Since the O atom of PC and BA molecules are orientated differently (i.e., pointing inwards) the O of 

 
o In angle-resolved NICISS mode, the depth resolution is 0.5 – 0.7 Å 170. Andersson, G., T. Krebs, 
and H. Morgner, Angle resolved ion scattering spectroscopy reveals the local topography around atoms in a 
liquid surface. Physical Chemistry Chemical Physics, 2005. 7(15): p. 2948-2954. 
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BA will show a depletion away from the interface (an onset at a lower depth in the NICISS depth 

profile).   

 

Figure VI-2: Calculation of the height of the triangle which is the distance (d) between the C atom on 

the benzene ring and the O atom of the BA. All the values used for calculation are shown in the figure. 

Based on the orientation depicted in Figure VI-1 (a) and (b), the position for O of the C=O group of 

the PC molecule and the C on the benzene ring of the BA molecule is the same within the 

experimental uncertainty. Thus, by calculating the distance ‘d’ between the C atom on the benzene 

ring and the O atom of BA we can calculate the approximate depth difference between the O atoms 

of PC and BA. From the approximate calculation as shown in Figure VI-2 we get a value of d = ~1.75 

Å.  
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Figure VI-3: Convoluted NICISS depth profile of (a) Carbon (C) and (b) Oxygen (O) of propylene 

carbonate (purple) and Benzyl alcohol (orange) at the vapour-solvent interface. The uncertainty 

involved here is the same for both solvents' carbon and oxygen depth profiles and in the same 

direction. The noise in the oxygen depth profile of benzyl alcohol is larger as it has lesser number of 

O atoms in its molecular structure.  
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In Figure VI-3, (a) and (b), the convoluted NICISS depth profile of Carbon and Oxygen of PC and 

BA are presented. Carbon depth profiles are overlapping for both solvents which is obvious as the 

interface of both solvents have carbon coverage and NICSS will measure both carbons at the same 

depth. Interestingly, the oxygen depth profile of PC and BA show clear differences. The oxygen 

depth profile onset of BA is shifted to higher depths compared to the oxygen depth profile onset of 

PC. This means that the O atoms are located slightly below the interface in the case of BA. By 

shifting the profile to overlap the oxygen depth profile onset of PC, we get a value of 1.61 ± 0.30 Å. 

This value is in reasonable agreement with the calculated value of d. 

Note: the error presented here is due to 1) depth determination by shifting the curve and (2) repetition 

measurements done a year apart (Oct 2021 and Sep 2022). Additional uncertainty that is not 

accounted here is the difference in the O atom location of PC and BA at the interfaces due to the 

suggested tilt at the interface for PC molecules.  
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