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Summary

Breast cancer is one of the most common cancers among women and early de-
tection plays an important role in reducing the mortality and morbidity due to breast
cancer. Importantly, early breast cancer detection is facilitated by accurate breast
cancer risk assessment. This thesis aims to develop computer methods for analyzing
tissue texture in screening mammograms in order to assess the risk of breast cancer.

According to the literature, the breast density is a strong indicator of breast can-
cer risk and is independent of non-mammographic risk factors (age, race, family
history, etc.). In addition, texture from screening mammograms is also considered
to play an important role in predicting breast cancer risk. However, the contribution
of texture alone to breast cancer risk is unclear and the role of texture for assessing
breast cancer risk over time is also unknown. The focus of this thesis is on studying
the role of texture, independent of density, in breast cancer risk assessment.

In this thesis, the emphasis is on characterizing texture through the use of textons.
Textons can be described as ubiquitous local texture patterns. The distribution of
conventional textons (referred to as first-order textons in this thesis) has been shown
to characterize texture in visual images and has been successful in tasks such as
separating regions corresponding to grass from regions representing trees or animals.
An important contribution of this thesis is the introduction of higher-order textons.
The notion of higher-order textons is to extend the power of the first-order textons.
Higher-order textons allow quantitative analysis of commonly occurring patterns of
patterns, offering a mechanism for understanding more complex texture structure
in images. In this thesis, textons and higher-order textons are used to distinguish
mammograms from women having a high risk of breast cancer from women having
a low risk of breast cancer.

A number of experiments were conducted to determine the best implementation
of textons and higher-order textons for breast cancer risk assessment. Results indi-
cate that texture analysis based on higher-order textons predicts risk at least as well
as any method currently available for estimating breast cancer risk from mammo-
grams. Risk of breast cancer can be measured using texture at least four years prior
to the cancer becoming apparent mammographically.

In addition, a number of discoveries were made in the course of the study. Tex-
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ture features from CC view mammograms (top view) perform better than texture
features from MLO view mammograms (side view). Better risk assessment is ob-
tained by measuring texture over the full breast than any particular local region of
the breast. Texture features calculated from 3× 3 local neighborhoods perform as
good or better than texture features based on larger patches. Texture information
relevant to breast cancer risk is more pronounced in the breast in which cancer even-
tually occurs than in the breast without known cancer of the same woman. These
discoveries have potential impact on the fields of image analysis and computer-aided
mammography and so form natural seeds for future work.
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Chapter 1

Introduction

This introductory chapter is intended to provide the context for this thesis. The
incidence of breast cancer is reviewed in Section 1.1 and the role and modalities
of breast cancer screening are presented in Section 1.2. Widely accepted clinical
breast cancer risk factors are discussed in Section 1.3. These discussions lead to
the motivation and objectives of the thesis in Section 1.4. This is followed by an
overview of the data sets used in the thesis in Section 1.5 and an overview of the
remaining structure of the thesis in Section 1.6.

1.1 Breast Cancer Incidence

Breast cancer is one of the most common cancers and the cause of cancer death in
the world. Breast cancer is the second most common cancer diagnosed in women
worldwide. In 2008, approximate 1.38 million women across the world were di-
agnosed with breast cancer, accounting for nearly a quarter (23%) of all cancers
diagnosed in women. Breast cancer incidence in women in developed countries is
generally higher than women in developing countries. The incidence of breast can-
cer in most developed countries has increased worldwide in the last decades. Breast
cancer is the most common cause of death from cancer in women worldwide and the
mortality due to breast cancer ranked fifth in both sexes combined in 2008 (Boyle
and Levin [2008], Ferlay et al. [2010]).

On average, 1 in 8 Australian females will develop breast cancer at some time
during their life and 1 in 37 Australian females will die from breast cancer before the
age of 85 (AIHW & AACR [2012a]). In 2009, 13,668 new breast cancer cases were
reported in Australia, which comprise 27.4% of all new reported cancers in females
(AIHW & AACR [2012a]). The incidence of breast cancer in Australia increased
from the year of 1982 to the year of 2009 (AIHW & AACR [2012a]). In 2010, 2,840
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Australian women died from breast cancer, which means that 8 Australian females
died from breast cancer every day in 2010 on average (AIHW & AACR [2012a]). It
is estimated that, by 2020, there will be 17,210 new cases of breast cancer diagnosed
in women (AIHW & AACR [2012b]). Breast cancer is the second leading cause of
cancer-related death in Australian women, accounting for 15.3% of all cancer deaths
in women in 2010 (AIHW & AACR [2012a]).

In the USA, breast cancer is the most common cancer among women excluding
skin cancer, accounting for almost 1 in 3 cancers diagnosed in US women (Alteri
et al. [2011]). About 1 in 8 American women will develop breast cancer during their
lifetime (Alteri et al. [2011], Desantis et al. [2014]). In 2013, an estimated 232,340
new cases of invasive breast cancer will be diagnosed among US women (Desantis
et al. [2014]). It is expected that around 39,620 women will die from breast cancer
in 2013, which is the second most common cause of death from cancer (Desantis
et al. [2014]).

In the UK, breast cancer is by far the most common cancer among women
(2010), accounting for 31% of all new cancer cases in women (Cancer Research
UK [2012]). The life-time risk of developing breast cancer in the UK is 1 in 8 in
females (Cancer Research UK [2013a]). In 2010, it is reported that 49,564 new
female breast cancer cases occurred in the UK, indicating that 126 out of 100,000
UK women were detected with cancer (Cancer Research UK [2013a]). In the last 10
years, female breast cancer incidence rates have increased by 6% (Cancer Research
UK [2013a]). In 2010, about 11,600 women in the UK died from breast cancer,
which is approximately 32 per day (Cancer Research UK [2013a]). Breast cancer
is currently the second most common cause of death of women in the UK (Cancer
Research UK [2013a,b]).

1.2 Breast Cancer Screening

The objective of breast cancer screening is not to diagnose cancer but to ascertain
whether there is enough evidence of breast cancer to call the subject back for more
tests (Bottema et al. [2000]). Early detection through breast screening mammogra-
phy is widely viewed as providing the best opportunity for reducing morbidity and
mortality due to breast cancer. As a result, many countries provide population-based
breast cancer screening to facilitate early detection (Zorbas [2003]). For example,
in Australia, breast cancer screening is available to women aged 40 or over without
charge to the client through BreastScreen Australia (AIHW & AACR [2012b]).

The practical value of this thesis is that for women participating in screening pro-
grams, the availability of screening mammograms provides additional information
regarding breast cancer risk. In turn, estimates of breast cancer risk allow screening
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strategies to adjust to the individual. Accordingly, screening programs are crucial to
this study and merit some description.

1.2.1 Screen-film Mammography versus Digital Mammography

Currently, the most widely used method for early breast cancer detection is X-ray
mammography. Mammography is a low-dose X-ray procedure that allows visual-
ization of the internal structure of the breast. In modern society, high-quality mam-
mography images with relatively low X-ray dose are used for early breast cancer
detection.

Conventionally, X-ray mammography is screen-film mammography that is per-
formed with the breast directly in contact with the screen-film cassette. Routinely,
each breast will be imaged separately with two different views. The cranio-caudal
(CC) view is taken from above a horizontally-compressed breast. The mediolateral-
oblique (MLO) view is taken from the side and at an angle of a diagonally-compressed
breast. Other views may be taken for a diagnostic mammography if necessary. Mam-
mograms are read by one or more radiologists who decide if there is enough evi-
dence of cancer to call the woman back for further tests. The protocol regarding
the number of views and number of expert readers varies somewhat between coun-
tries. Screen-film mammography is widely available and is covered by nearly all the
health insurance providers. It has been done for over 30 years and achieved high
degree of success (Whitman and Haygood [2012]).

Full-field digital mammography is a newer technique that allows the X-ray image
to be viewed on a computer screen without digitizing the film image. In computer-
aided analysis, the quality of the digital image that is executable by the computer is
improved. The dose of radiation used in full-field digital mammography is less than
that in screen-film mammography, reducing the lifetime X-ray exposure (Obenauer
et al. [2003], Gennaro and Maggio [2006], Hauge et al. [2011]). It is more accurate
than screen-film mammography at finding cancer in young women and those with
dense breast tissue (Bluekens et al. [2012], Skaane and Skiennald [2004]). Cur-
rently, this technique is not yet available everywhere because the cost of full-field
digital mammography systems is around 1.5 to 4 times more than screen-film mam-
mography systems (Pisano et al. [2005]). Generally, screen-film mammography and
full-field digital mammography are considered equally effective (Lewin et al. [2002],
Vinnicombe et al. [2009]).
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1.2.2 Other Modalities

There are other modalities of breast cancer screening. Molecular breast imaging is
a nuclear medicine breast cancer screening technique that is currently under study.
It is promising for imaging people with dense tissue and may even have comparable
accuracies as magnetic resonance imaging (Connor et al. [2009]). However, it in-
volves higher doses of radiation, bringing greater risk of radiation damage than the
two general breast cancer screening techniques above (Section 1.2.1). Ultrasonog-
raphy is a significant adjunct to mammography and further clinical examination of
suspicious abnormalities (Teh and Wilson [1998]). It aims to aid general mammog-
raphy of women with dense tissue (Berg et al. [2008]). This modality increases
the breast cancer detection rate but also increases the false positive rate (Berg et al.
[2008, 2012]). Magnetic resonance imaging has been used to detect cancers that are
not visible in mammograms. It is excellent for screening women with high genetic
risk or dense breasts. However, it has been claimed to be less specific for women
at average risk than mammography and the procedure of magnetic resonance imag-
ing is more expensive (Hrung et al. [1999], Medical Advisory Secretariat [2010]).
Computed tomography produces images of specific areas of the scanned object and
allows the radiologist to see 3-dimensional full structure of the breast without occlu-
sion (Herman [2009]). The cost of computed tomography examination is expensive
and the dose of radiation delivered by computed tomography is high. Computed
tomography is suggested only when no other test or procedure can supply the in-
formation needed (Fred [2004]). In the last several years, tomosynthesis has been
proposed as an alternative to full-field digital mammography but is not yet widely
used clinically (Helvie [2010], Teertstra et al. [2010]). None of these modalities are
generally regarded as viable alternatives to screening mammography at this time.

1.3 Breast Cancer Risk Assessment

In this section, clinically identified breast cancer risk factors are reviewed. The
significance of these factors in clinical practice for risk assessment is highlighted for
making decisions regarding personalized screening programs.

1.3.1 Identified Risk Factors for Breast Cancer Risk Assessment

Even though the causes of breast cancer are not fully known, there are a number of
factors associated with an increased chance of developing breast cancer in the future.
Accordingly, a good understanding of risk factors for breast cancer is vital. Known
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risk factors include age, body weight, alcohol consumption, diet, geographical loca-
tion, family history, previous benign breast disease, cancer in other breast, exposure
to ionizing radiation, taking exogenous hormones, and many more (McPherson et al.
[2000]).

Some risk factors are particularly strong and consistent (relative risk (McPherson
et al. [2000]) ≥ 2). Breast cancer incidence increases with age, doubling around ev-
ery ten years until menopause when the rate of increase drops dramatically (McPher-
son et al. [2000]). Women who start menstruating early or have menopause late
in life have increased breast cancer risk (McPherson et al. [2000]). Breast cancer
risk increases for females who are nulliparous or have their first birth at a late age
(McPherson et al. [2000]). Women with a genetic predisposition to breast cancer
are associated with extremely high risk (McPherson et al. [2000]). The number of
genes involved in predisposition to breast cancer is not yet clear but BRCA1 and
BRCA2 are two genes closely linked to breast cancer (Miki et al. [1994], Wooster
et al. [1995]). Ionizing radiation is found to increase breast cancer risk later in life
(McPherson et al. [2000]). This is supported by the finding that teenage girls ex-
posed to radiation during the Second World War were observed with double breast
cancer risk (Boyce [2004]). Women with obvious atypical epithelial hyperplasia are
associated with four to five times higher risk of developing breast cancer in the fu-
ture than those who do not have any proliferative changes in their breasts (McPher-
son et al. [2000], National Breast and Ovarian Cancer Centre (NBOCC) [2009]).
Women detected with invasive breast cancer in one breast are at 2 to 6 times the risk
of developing breast cancer in the contralateral breast in the future (National Breast
and Ovarian Cancer Centre (NBOCC) [2009]). Generally, the breast cancer risk
for women from developed countries is higher than that of women from developing
countries (National Breast and Ovarian Cancer Centre (NBOCC) [2009]).

Some other risk factors are not particularly strong or inconsistent. There is a
correlation between breast cancer risk and dietary fat intake. Similarly, obesity, al-
cohol intake and smoking are associated with increased risk of breast cancer. There
is a slight increase of relative breast cancer risk for females taking oral contracep-
tives and for 10 years after stopping these agents. Hormone replacement therapy is
found to increase breast density and reduce the sensitivity and specificity of breast
screening. As a result, it brings an increase of breast cancer risk (McPherson et al.
[2000]).

Based on the above known risk factors, there are several well-known models
for predicting risk clinically (Evans and Howell [2007]). The Gail model is a well-
known risk prediction model which calculates a woman’s risk of developing breast
cancer within the next five years and within her lifetime (up to age 90) by translat-
ing a female’s risk factors into an overall risk score through multiplying her relative

5



risks from several categories (such as age at menarche, number of breast biopsies,
family history, ethnicity and age at first live birth). It focuses primarily on non-
genetic risk factors with limited information on family history. It was designed
by researchers at the National Cancer Institute and the National Surgical Adjuvant
Breast and Bowel Project (Gail et al. [1989], Costantino et al. [1999]). The Clause
model is another commonly used model for risk prediction, based on the prevalence
of high-penetrance genes associated with breast cancer. This model incorporates
more extensive family history information but excludes risk factors not related to
family history (Claus et al. [1994]). The BRCAPRO model is a Bayesian model
developed by Parmigiani and colleagues (Parmigiani et al. [1998]). It incorporates
identified BRCA1 and BRCA2 mutation frequencies, cancer penetrance in mutation
carriers, cancer status (affected, unaffected or unknown) and age of the female’s
first-degree and second-degree relatives who have breast cancer history. The Cuzick-
Tyrer model integrates family history, surrogate measures of endogenous oestrogen
exposure and benign breast disease in a comprehensive way (Tyrer et al. [2004]).
The Cuzick-Tyrer model allows for the presence of multiple genes of different pen-
etrance beyond what is allowed by the Clause and BRCAPRO models. In the litera-
ture, the Cuzick-Tyrer model was certified to provide the most consistently accurate
risk estimation for women with high risk (Amir et al. [2003]).

In addition to the above risk factors, mammographic image appearance plays an
important role in helping radiologists predict risk as well. Studies showed that breast
density is one of the strongest predictors for the risk of developing breast cancer and
is independent of other risk factors (Wolfe [1976a], Wolfe et al. [1987], Byng et al.
[1994], Boyd et al. [1995], Byng et al. [1996, 1997], McCormack and Silva [2006]).

Wolfe was the first to study the relationship between mammographic appearance
and breast cancer risk (Wolfe [1976a,b]). He proposed four breast pattern classes:
N1, P1, P2, and DY , and demonstrated a substantial increase in breast cancer risk
progressing from N1 patterns to DY . N1 denotes a breast comprising mostly fat; P1
denotes a breast with a prominent duct pattern but limited in extent; P2 denotes an
extended and prominent duct pattern; and DY denotes an extremely dense duct pat-
tern. The observations by Wolfe were reproduced by some studies (Wellings et al.
[1975], Brisson et al. [1981], Boyd et al. [1984], Saftlas et al. [1989]). However,
other studies did not reproduce odds ratios as great as those reported by Wolfe, and
some even failed to find evidence of a relationship between Wolfe’s breast patterns
and breast cancer risk (Egan and Mosteller [1977], Whitehead et al. [1985], Mendell
et al. [1977]). Later on, another parenchymal pattern classification was proposed by
Tabár in 1997. Five Tabár patterns are based on anatomic-mammographic correla-
tion with 3-dimensional, subgross (thick-slice) techniques and on the relative pro-
portion of four “building blocks” (nodular densities, linear densities, homogeneous
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fibrous tissue and radiolucent fat tissue) (Gram et al. [1997]). Similar to Wolfe pat-
terns N1 and P1, the first three Tabár patterns (I - III) are grouped as the low risk
group, and similar to Wolfe patterns P2 and DY , the last two Tabár patterns (IV and
V) are grouped as the higher risk group.

The previous two classifications focus more on the structure of patterns while the
following two classifications shift the focus to the amount and distribution of dense
tissues. Boyd density classification was proposed in 1980s and was based on mam-
mographic density percentage as assigned by radiologists. There are six categories
of unequal intervals (none, < 10%, 10− 25%, 25− 50%, 50− 75% and ≥ 75%)
(Boyd et al. [1995]). Hereafter, this six category classification will be refereed to
as SCC categories. In this pattern classification, breast cancer risk increases with
the increase of density percentage. The American College of Radiology introduced
BI-RADS classes (American College of Radiology [2003]). They are a modified
version of Wolfe classes. BI-RADS I breasts are almost entirely fat, in which the fi-
brous and glandular tissue occupies less than 25% of the breast. BI-RADS II breasts
have scattered fibroglandular densities in which fibrous and glandular tissue makes
up from 25−50% of the breast. Breasts in BI-RADS III are heterogeneously dense
with 51− 75% areas of fibrous and glandular tissue. Breasts in BI-RADS IV are
extremely dense, consisting of more than 75% fibrous and glandular tissue. From
BI-RADS I to BI-RADS IV, the breast cancer risk increases.

In addition, the appearance of microcalcification/calcification clusters in mam-
mograms is associated with a reasonably high risk of developing breast cancer (Thomas
et al. [1993], Picca and Paredes [2003], Giger et al. [2013]). Calcifications are usu-
ally characterized by radiologists according to morphology, distribution, size, num-
ber, variability and stability from previous mammograms.

In practice, non-image risk factors are usually combined with factors related to
mammographic appearance (such as density distribution) to help radiologists as-
sess a woman’s breast cancer risk more accurately. Schousboe et al. studied the
cost-effectiveness of mammography with risk factors including age, breast density,
history of breast disease, and family history of breast cancer. They suggested that
personalized breast cancer risk should be estimated based on these risk factors for
recommending breast cancer screening strategies to individuals (Schousboe et al.
[2011]). A refinement of the Gail model was developed by Chen and colleagues
to estimate breast cancer risk by adding a continuous measure of breast density in
addition to the non-image risk factors used by the original Gail model (Chen et al.
[2006]). The refined Gail model improves risk discrimination but it is not routinely
available in clinical practice because it needs further validation with independent
data and the continuous measure of breast density is not very convenient. In the
study by Barlow et al., a model was developed (using Breast Cancer Surveillance
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Consortium data and focus on one-year risk) that includes traditional risk factors
and other recently identified factors - race, ethnicity, breast density, high body mass
index, use of hormone therapy, type of menopause and previous mammographic
result, and found that this model may identify high-risk women better than the orig-
inal Gail model. This indicates that risk prediction models may be improved by
adding other risk factors (such as breast density) (Barlow et al. [2006]). However,
this model may overestimate a female’s long term breast cancer risk by including
incident cancers detected by the first mammogram. More recently, a new risk pre-
diction model incorporating breast density with other traditionally used risk factors
(age, race or ethnicity, family history and biopsy history) was developed to estimate
a woman’s five year risk of developing invasive breast cancer. Even though this
model is convenient enough to be incorporated into routine breast cancer screening,
its accuracy needs to be further evaluated in an independent population before being
ready for clinical use (Tice et al. [2008]). Mealiffe et al. proposed another new breast
cancer risk prediction model for combining genetic risk factors and clinically iden-
tified risk factors that obtained improved classification results in white non-hispanic
postmenopausal women (Mealiffe et al. [2010]). This model is limited by the pop-
ulation based cohorts and clinical characteristics of women therein. In summary,
currently, there are no breast cancer risk prediction models using both non-image
and mammographic appearance risk factors available for clinical practice. However,
the performance of risk estimation is able to be improved by combining diversified
risk factors.

1.3.2 Benefits of Breast Cancer Risk Assessment

An important benefit of breast cancer risk assessment is to enable personalized breast
cancer screening.

The idea of personalized breast cancer screening is to refine screening recom-
mendations to women based on individual risk. In personalized screening programs,
routine mammography for all women in their early 40s is not recommended but
left to be an individual decision, taking into account patient context (National Can-
cer Institute [2011], Schousboe et al. [2011], Mandelblatt et al. [2011]). For young
women, the small mortality reduction achieved from screening mammography does
not justify the treatments resulting from false-positive findings (American Associa-
tion for Cancer Research [2012]). With breast cancer risk assessment made accord-
ing to individual risk factors, women and their doctors can make individual decisions
about when to start to have mammograms and how often. The risk of breast cancer
is not equal for all women and so adjusting breast cancer screening strategies ac-
cording to the level of risk of an individual increases the efficiency and reduces the
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cost of screening programs (Pashayan et al. [2011]). Results on the benefit of truly
personalized screening for breast cancer have not been published, but personalzed
screening is likely to reduce mortality in high risk women and reduce the chance of
unnecessary intervention for low risk women.

1.4 Motivation and Objectives of the Thesis

The reduction of mortality and morbidity due to breast cancer is vital and it is fa-
cilitated by early detection (Surveillance Epidemiology and End Results (SEER)
[2012], American Cancer Society (ACS) [2012a,b]). According to Section 1.2 and
Section 1.3, optimal individualized strategies for early breast cancer detection, in-
cluding breast cancer screening, depend, in part, on accurate breast cancer risk as-
sessment. In the past, many well-known risk factors unrelated to breast images were
used to construct models for breast cancer risk prediction and some of them have
been applied in clinically practice (Section 1.3). Breast density derived from screen-
ing mammograms offers additional information regarding breast cancer risk and is
a well-established breast cancer risk factor. Breast density can be estimated subjec-
tively by radiologist or measured objectively using image analysis methods with the
aid of computers. As presented in Section 1.3.1, breast cancer risk prediction models
that combine non-image risk factors and breast density achieved some improvement
in risk assessment compared with models using non-image risk factors alone.

In addition to breast density, patterns of tissue texture are also thought to be cor-
related to risk. However, the exact nature of texture patterns associated with breast
cancer risk is not known and is difficult to quantify. Although some work on estimat-
ing risk from screening mammograms has appeared (Section 1.3 and Section 2.9),
the full potential of risk assessment based on texture has not been fully explored.
One problem in studying texture in screening mammograms is that the relationship
between total attenuation of the X-ray beam and image intensity is non-linear. Hence
the contribution to intensity of small components (such as ducts) results in an inten-
sity signal that varies according to the local intensity of the background. Thus results
reporting a positive contribution to risk assessment based on texture may be due to
the indirect measurement of density.

In light of the above discussion, the objective of this thesis is to develop texture
analysis methods suitable for assessing breast cancer risk with screening mammo-
gram images independent of density. In addition, the contribution of texture in-
dependent of density to breast cancer risk assessment will be studied with newly
developed texture analysis methods. Importantly, temporal breast cancer risk as-
sessment is explored by using texture analysis methods to quantify breast cancer
risk in a sequence of temporal screening mammograms.

9



1.5 Overview of the Data Sets

In order to avoid repeating common descriptions of the data sets used in the exper-
imental chapters (Chapters 3 - 8), an overview of the data sets is presented in this
introductory chapter. Two data sets are used for conducting the experiments reported
in this thesis; the publicly available Digital Database of Screening Mammography
(DDSM) (Heath et al. [1998, 2001]) and an in-house database of images sourced
from the archives of BreastScreen SA (BSSA) , the organization that oversees breast
screening in South Australia. Both sets of images play vital roles in the thesis.

The DDSM images were available from the onset of the study and each image in
this set comes with a BI-RADS score. BI-RADS scores are used in Chapter 3 and
Chapters 5 to 8 to insure a wide representation of mammographic appearance. In
Chapter 4, BI-RADS classes are used as a surrogate for risk. However, the DDSM
collection does not include temporal sequences of images. Hence, this set cannot
be used to compare potential indicators of risk in image taken before the mammo-
graphic appearance of the cancer itself. This limits the value of this data set in
estimating risk of breast cancer.

The BSSA database was not available at the onset of the study. The process
of digitizing four images from 200 women over three visits each (2400 images in
total) was conducted over the course of the study. The temporal structure of this
data set allows a better measure of risk as described in Chapter 8. However, BI-
RADS scores are not available for images in this database thus limiting the extent
to which wide mammographic appearance could be used to train the algorithm for
characterizing risk. BI-RADS scores were assigned to these images informally by
the author (referred to in this thesis as in-house BI-RADS classes) to mitigate this
deficiency.

Images from the DDSM database are acquired by Lumisys and Howtek machines
at spatial resolutions ranging from 42µm to 50µm per pixel and depth ranging from
12 to 16 bit. Images were corrected for differences in acquisition parameters and
machine characteristics before further processing steps were applied.

Film images from the BSSA database were digitized at 57.0 µm spatial reso-
lution and 12 bit depth. Images were collected from three consecutive screening
visits, nominally spaced two years apart and with the most recent visit being in 2005
or 2006. Here, a “case” will refer to the collection of images from one woman over
all three visits. Cases were designated as cancer if anomalies found at screening dur-
ing the 2005/6 round were confirmed as cancer by histopathology but no evidence
of cancer had been found in previous rounds. Cases were designated as normal if
no cancer had been found in any round including at least one screening visit post
2005/6.
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For all the images in both data sets, the breast boundary was drawn manually
by the author using ImageJ software. An image template of the breast region was
generated based on the boundary.

1.6 Overview of the Thesis

This thesis contains 9 chapters including the current introduction chapter (Chapter 1)
plus two appendixes. The remaining chapters describe the evolution of the texture
methods developed for estimating breast cancer risk culminating in a longitudinal
study described in Chapter 8.

Chapter 2 provides a literature review of related work in this area and reviews
key methods used in this thesis for developing the final methods of texture analysis.

Methods for preprocessing images prior to texture feature extraction are devel-
oped in Chapter 3. This algorithm also separates texture information from density
information in the image.

Breast cancer risk assessment with the surrogate true risk criteria of BI-RADS
breast patterns is shown in Chapter 4. In this chapter, the effect of applying the pro-
posed image preprocessing algorithm, using different view breast images and gener-
ating textons with different candidate methods and clustering methods are compared.

Starting in Chapter 5, the surrogate for true risk of breast cancer is changed.
The breast contralateral to the breast in which cancer was detected in the current
screening visit is defined as high risk while the breasts from women not found to
have cancer in either breast are defined as low risk. In this chapter, different regions
of interest (ROIs) within the breasts are compared in terms of texture information
contributing to breast cancer risk assessment. The whole breast region is found to
provide the most important texture information for risk classification and hence the
full breast is used to conduct the experiment in subsequent chapters.

In Chapter 6, higher-order textons are introduced as a method for extending
the power of conventional textons in analyzing texture. Higher-order textons are
then used to calculate texture features for breast cancer risk assessment. The use of
higher-order textons is shown to improve risk assessment and is adopted in subse-
quent chapters.

The contribution of texture and density to breast cancer risk assessment is ana-
lyzed separately and in combination in Chapter 7. The role of texture is found to be
at least as important as that of density in breast cancer risk assessment.

Temporal breast cancer risk assessment is described in Chapter 8. The texture
analysis methods developed in previous chapters, including the method of higher-
order textons are applied in this chapter to determine the extent to which texture is
able to predict the onset of cancer, two and four years prior to actual mammographic
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detection. This temporal study indicates positive prediction ability of the developed
texture analysis method in predicting future breast cancer.

Final remarks are made in Chapter 9. Feature indexing of the final set of features
and some detailed supplementary experiment results are shown in Appendix A and
B, respectively.
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Chapter 2

Technical Background and Literature
Review

This thesis comprises extensions and applications of computational texture analysis
to estimate risk of breast cancer from screening mammograms. This chapter pro-
vides background on texture analysis generally (Section 2.1) and on the application
of texture analysis to screening mammograms (Section 2.9). Textons are the most
important component of texture analysis in this thesis and are reviewed separately in
Section 2.2. Sections 2.3 to 2.8 describe existing methods that have been incorpo-
rated into the risk assessment system developed in this thesis. Section 2.3 introduces
three general methods for extracting local feature vectors, the collection of which is
used as the feature space for texton generation. Section 2.4 describes two clustering
methods which can be used to generate textons from the feature space. Classifiers
used in the thesis are introduced in Section 2.5. Validation methods for measuring
the reliability of a classification system are described in Section 2.6. ROC analysis
is reviewed in Section 2.7 and methods for selecting features from a large feature set
are described in Section 2.8.

2.1 Texture Analysis

From the early days of image analysis, image texture has been recognized as an
important attribute for understanding image content. In 1973, Haralick (Haralick
et al. [1973]) introduced gray-tone spatial-dependence matrices (often named co-
occurrence matrices (Davis et al. [1979])), which are tantamount to determining the
joint probability that a pixel has value i and that a second pixel at distance d and
orientation θ has value j. For each d and θ , a number of features are then derived
from the joint probability distribution. Haralick suggested 14 such features includ-
ing the mean, contrast, entropy, and difference entropy. In a similar vein, Galloway
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(Galloway [1975]) introduced gray level run lengths. These methods have been used
widely in many areas of image analysis (Dasarathy and Holder [1991], Tang [1998],
Loh et al. [1988], Hu et al. [2012], Rath et al. [2012], Losson et al. [2013]), but
suffer from two important drawbacks. First, if oriented texture is to be analyzed,
then many different directions θ must be chosen in addition to several possible dis-
tances d. With 14 features for each of these combinations, the total number of
features quickly explodes (Sahiner et al. [1998], Lee and Bottema [2006]). Second,
each gray-tone spatial-dependence matrix has size q× q where q is the number of
gray-tones used. So, either these matrices are very large, or the gray scale must be
quantized. In applications to mammography, these problems are exacerbated by the
fact that, typically, q = 1024 or q = 4096 and since small local intensity variation
is often important, quantization may introduce errors. In addition, X-ray images are
projection images, meaning that information of diagnostic value but low contrast is
often superimposed on a highly fluctuating background representing various tissue
types. As a result, a single object of constant X-ray attenuation (say a duct) may be
represented by a wide range of intensities. Thus consistent pixel intensity values are
not necessarily expected even for objects of constant X-ray attenuation.

Sum and difference histograms were introduced as an alternative to the above
co-occurrence matrices (Unser [1986]). Instead of using co-occurrence matrices,
texture features were computed directly from sum and difference histograms because
they defined the principal axes of second-order probability functions of a stationary
random process and therefore have equal effectiveness as co-occurrence matrices
(Unser [1986]).

Fractal analysis is a representative model based texture analysis method for im-
age analysis (Keller et al. [1989], Kaplan [1999], Quevedo et al. [2002], Myint
[2003], Backes et al. [2012]). Fractal dimension as a scale insensitive ruggedness
measure alone is not sufficient to classify natural textures (Medioni and Yasumoto
[1984]). Hence other measures such as features based on the concept of lacunarity as
the second-order statistic features of fractal surfaces were used together with fractal
dimension features for texture analysis (Keller et al. [1989]). The Markov random
field model is another representative texture model in image analysis (Cross and Jain
[1983], Chen and Huang [1993], Rellier et al. [2004], Huawu and Clausi [2004]).
Different texture features can be derived from Markov random field models with
various settings of the model parameters, Markov random field models allow con-
sideration of neighbors in all directions and images can be generated from features
computed from Markov random field model (Cross and Jain [1983]). In addition,
local binary patterns as a particular case of a texture spectrum model was proposed
by Wang et al. in 1990 based on texture units and an image is characterized by
its texture spectrum (Wang and He [1990], He and Wang [1990]). The term local
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binary patterns was first recorded in 1994 (Ojala et al. [1994]). Afterwards, local bi-
nary patterns, which describe the relationship of pixels to their local neighborhoods,
were used to compute texture measures for image classification (Schaefer and Doshi
[2012], Guo et al. [2012a], Liu et al. [2012]).

Fourier transform as a method of texture analysis was studied early by Bajcsy
(Bajcsy [1973]). She applied fan-shaped and ring-shaped filters to the Fourier power
spectrum to calculate texture features. She found that the Fourier transforms work
well on linear periodic textures as well as on linear regular but not periodic tex-
tures (Bajcsy [1973]). Afterwards, Matsuyama et al. used Fourier transforms to
extract texture features by combining the frequency domain and the picture space
(Matsuyama et al. [1983]). Traditionally, in this method, texture features are ex-
tracted from Fourier spectrum of the texture image. In the study by Hsu et al.,
multi-resolution Fourier transforms were used to analyze natural textures consist-
ing various levels of structures (Hsu et al. [1993]). Multi-resolution texture features
were generated by the wavelet and windowed Fourier transforms, where scale and
frequency were varied independently. The Fourier transform plays a dominant role
in signal analysis but a much smaller role in image analysis. This is because most
signals of interest are generated by systems with natural periodic signatures. This
includes the human voice, music, starlight, etc. In these cases, the Fourier transform
serves to focus attention on the key information content, namely the frequencies. In
images, most of the information is carried by edges (often curved ones) and regions
of high or low contrast of various shapes but periodic features are not common. In
image texture analysis, the Fourier transform may be used to determine periodic tex-
tures, but is seldom optimal for characterizing texture in general. However, in the
study by Li et al. (Li et al. [2008]), discrete Fourier transforms were used to extract
features for classifying BRCA1/BRCA2 gene mutation carriers (high risk) and non
carriers (low risk). This is a very special case, because the very strong risk indicator
(gene mutation) was used and a fixed small square ROI was chosen from the cen-
tral region behind the nipple for risk assessment. Periodic textures are not expected
in screening mammograms and so Fourier methods have not been investigated for
texture analysis in this thesis.

Texture features are naturally derived from filtered images. More, and through-
out the thesis, the world filter is used in the signal processing sense. A filter is the
same as a convolution kernel. In 1979, Laws introduced a collection of 5×5 filters
and texture energy features were derived from the resulting filtered images (Laws
[1979]). Many different filters have been used since then, often tailored to the ap-
plication in mind. Filters are routinely designed to search for specific shapes and
at the same time manage noise, reduce aliasing and subtract background fluctua-
tions. For example, Gabor wavelets (Gabor and Ing [1946], Lee [1996], Liu et al.
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[2012]) are filters designed to detect oriented textures, manage aliasing, etc., and
are a better option than run length or spatial-dependence matrices for quantifying
oriented texture patterns in most applications. For similar reasons, the wide range of
wavelet filters (Chang and Kuo [1993], Laine and Fan [1993], Livens et al. [1997],
Van et al. [1999], Khouzani and Soltanian [2005], Nascimento et al. [2013]) are nat-
ural choices for multi-resolution texture analysis. Further more, textons defined as
the texture primitives were generated from filtered image feature space for extracting
texture features (Section 2.2).

2.2 Textons

As early as 1981 the notion of texture primitives was introduced by Julesz to refer to
local features that allow human perception to distinguish between iso-second-order
textures (Julesz [1981]). Malik et al. (Malik et al. [1999, 2001]) calculated textures
from the output of multi-dimensional filters (filter bank). They performed vector
quantization, or clustering, in the high-dimensional feature space of filter responses
to find texture prototypes. They called these prototypes textons, which is an opera-
tional definition for textons in gray-level images. By using K-means clustering on
a large number of images, they constructed a universal texton dictionary. By map-
ping each pixel to the texton nearest to its vector of filter responses, the image can
be analyzed into texton channels. These foundations are built on models for human
perception of texture in images. Combinations of grooves, spots, ridges, and hol-
lows are thought to be perceived as a finite number of textures up to equivalence
under changes of scale, orientation and lighting. This motivated the idea of repre-
senting pixels by vectors of texture primitives and then clustering these vectors to
determine a finite number of representative patterns - textons. Julesz (Julesz [1981])
proposed that the first-order statistics (density) of textons can be used to discrim-
inate textures, rather than second- or third-order statistics. In 1983, Julesz et al.
(Julesz and Bergen [1983]) claimed that only differences in textons or their density
can be pre-attentively detected and pointed out that the focus should be on texton
differences.

The word texton was later re-invented to refer to co-occurrences of filter out-
puts (Cula and Dana [2004], Leung and Malik [2001], Schmid [2001], Varma and
Zisserman [2005]). A common realization of this idea is to create a feature vector
comprising the outputs at a pixel of a filter bank and to search for clusters in the
resulting feature space. The clusters are called textons. Zhu et al. (Zhu et al. [2005])
discussed the definition of textons and argued that the set of textons must be learnt
from, or best tuned to, an image ensemble. The texton boost model is a texton based
model proposed by Shotton et al. to learn features from texton maps by incorpo-

16



rating texture, layout and context information efficiently (Shotton et al. [2009]). In
their study, the term texture-layout filters were described and used to extract features
from texton maps. At the same time, semantic texton forests were proposed by Shot-
ton et al. for image categorization and segmentation as well (Shotton et al. [2008]).
Semantic texton forest is another texton based model built on randomized decision
forests and skips the time consuming steps of filtering, k-means clustering and k-
nearest neighbor assignment. However, it suffers from the large dimensionality of
the bag of semantic textons.

Varma and Zisserman (Varma and Zisserman [2003]) proposed constructing fea-
ture vectors from pixel values in N ×N neighborhoods instead of standard filter
responses. They compared the performance of using filter banks to using N ×N

neighborhoods for natural texture classification. They found that filter banks were
not necessary because classification based on local N ×N neighborhoods outper-
formed classification based on filter banks. Obviously, the computation time of this
method without filtering was less than that using filter banks. Petroudi and Brady
(Petroudi et al. [2003]) applied filter bank classifiers to mammographic pattern clas-
sification. Later, they used features from local N×N neighborhoods for classifica-
tion (Gong and Petroudi [2006], Petroudi and Brady [2011]). These latter features
based on local N×N neighborhoods performed as well as using filter banks.

Textons continued to be applied widely in image classification. Textons based on
global patterns were applied to classify dermoscopic images (Sadeghi et al. [2012]).
A texton dictionary was generated from two descriptors: the first named continu-
ous maximum responses used the maximum of the filter responses and the second
rectifies the filter responses to calculate principal curvatures of the image surface.
This process was used to classify Brodatz images (Zhang et al. [2013]). In the study
by Li et al. (Li et al. [2012d]), the local binary pattern based on scale-adaptive tex-
tons was found to be promising for texture description and scale invariant texture
classification. A multi-stage Bayesian level sets algorithm based on textons learnt
from a filter bank similar to maximum response 8 (MR8) (Section 2.3.1) was used
to classify human embryonic stem cell colonies (Lowry et al. [2012]). Textons gen-
erated from Google Earth Satellite images with the Leung-Malik (LM) filter bank
(Section 2.3.1) were used to estimate population density (Javed et al. [2012]). Guo
et al. (Guo et al. [2012b]) proposed complex textons generated from the MR8 filter
bank for texture image classification of the Outex database (Ojala et al. [2002]).

Generally, the procedure of texton generation, feature extraction and classifica-
tion can be described by the following five steps (Figure 2.1); (1) extracting local
feature vector, (2) clustering into textons, (3) creating texton map, (4) constructing
histogram of textons and (5) classification. Operationally, feature vectors of texture
primitives (multi-dimensional feature vectors) are usually filter responses obtained
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by applying filter bank on a number of images. By applying a clustering method on
feature vectors from a set of images, a universal texton dictionary for these images
is constructed. By mapping each pixel to the texton nearest to its feature vector of
filter responses, an image can be analyzed into texton channels, which are called
texton maps. The histogram of each texton map represents the texture features of
the corresponding image and is used for final classification. Each of these steps will
be described in detail in the ensuing sections.

2.3 Methods for Extracting Local Texture Feature Vec-
tors

Many methods could, in principle, be used to construct feature vectors that capture
local texture information. The three most prominent methods in the literature are
reviewed below. Local feature vectors from these three methods can be used for tex-
ton generation. These methods are also the ones considered during the development
of this thesis.

2.3.1 Standard Filter Banks

Figure 2.2: Root filter set.

The common root filter set (Varma et al. [2007]) consists of 38 filters: a Gaussian
and a Laplacian of Gaussian both with σ = 10 pixels, an edge filter at 3 scales
((σx, σy) = {(1, 3), (2, 6), (4, 12)}) and a bar filter at the same 3 scales (Figure 2.2).
The first two filters are rotational symmetric while the latter two are oriented. The
MR8 filter bank is a reduced filter bank set derived from the common root filter set.
However, the MR8 filter bank is rotationally invariant because only the maximum
filter response across all six orientations of every scale for the two anisotropic filters
is recorded. As a result, though based on 38 initial filters in the root filter bank,
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the MR8 filter bank has only 8 filter responses. If the edge filter and the bar filter,
respectively is only at one scale (σx, σy) = (4, 12) and only the maximum filter
response across all six orientations of this scale for the two anisotropic filters is
recorded, the root filter set turns out to be the MR4 filter bank.

The LM (Leung and Malik [2001]) filter set has 48 filters: first and second
derivatives of Gaussians at 6 orientations and 3 scales, 8 Laplacian of Gaussian fil-
ters and 4 Gaussians (Figure 2.3). The scale of the LM filter bank is between σ = 1
and σ = 10 pixels. Due to the structure of LM filter bank, it is rotationally variant.

Figure 2.3: LM filter bank.

The Schmid (S) (Schmid [2001]) filter bank contains 13 rotationally invariant and
isotropic filters (Figure 2.4) of the form

F(r, σ , τ) = Fo(σ , τ)+ cos(
πτr
σ

)e−
r2

2σ2 ,

where Fo(σ , τ) is the DC component (the mean value of the waveform). The values
of (σ , τ) pair are (2, 1), (4, 1), (4, 2), (6, 1), (6, 2), (6, 3), (8, 1), (8, 2), (8, 3),
(10, 1), (10, 2), (10, 3) and (10, 4). Because each element filter of the filter bank is
rotationally invariant, on the whole, the S filter bank is rotationally invariant as well.

Figure 2.4: S filter bank.

The MR8 filter bank is more widely used than LM and S. Varma and Zisserman
(Varma and Zisserman [2005]) showed that better results were obtained by the MR8
filter bank on classifying natural images from the Columbia-Utrecht texture database
(Dana et al. [1999]) of 61 natural textures.
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2.3.2 N×N Neighborhoods

In this thesis, the name N×N neighborhoods will be used to refer to the method
introduced by Varma and Zisserman (Varma and Zisserman [2003]) to replace the
use of filter banks. In this method, a feature vector is associated to a pixel p by listing
the raw image intensity values in the N×N neighborhood of p. The order of listing
the raw image intensity values in terms of the relative positions to p must be the same
for each pixel. Studies using local N×N neighborhoods vary on whether all the pixel
values in the neighborhood should be used (resulting in a feature vector of length
N

2
) or if the central pixel should be excluded (resulting in a feature vector of length

N2−1). Sometimes, the central pixel is replaced by the mean of its neighborhood.
Varma et al. (Varma and Zisserman [2003], Gong and Petroudi [2006]) showed
that there is no significant difference between the performance if the central pixel is
included or not.

Although the N×N neighborhood method for generating local texture feature
vectors is generally viewed as a departure from extracting feature vectors using filter
banks, the method can be realized as a filter bank. The filter bank of size N2 where
filter i comprises an N×N array with zeros in every position except at position i

where the value is one, produces the same feature vectors as the N×N neighbor-
hood method. However, the fact that these feature vectors may be formed without
implementing a filter bank is useful and will play an important role in this thesis
(Chapter 6).

In the study by Varma and Zisserman [2003], the performance of N×N neigh-
borhoods for texture image classification was shown to be at least as good as the
MR8 filter bank but with less computation.

2.3.3 Gabor Filters

The Gabor filter is a linear filter used in image processing for edge detection and
texture feature extraction. Frequency and orientation representations of Gabor fil-
ters have been found to be particularly appropriate for texture representation and
discrimination. In the spatial domain, a 2-dimensional Gabor filter is a Gaussian
kernel function modulated by a sinusoidal plane wave. 2-dimensional Gabor func-
tions were first proposed by Daugman (Daugman [1985]) for modeling simple cells
in the visual cortex of mamalian brains. All Gabor filters can be generated from one
mother filter by dilation and rotation. There are three commonly used Gabor filter
functions (Equations 2.1, 2.2 and 2.3),
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Complex: g(x,y,λ ,θ ,σ ,γ) = exp(−x
′2 + γ2y2

2σ2 )exp(i(2π
x
′

λ
+ϕ)) (2.1)

Real: Re(g(x,y,λ ,θ ,σ ,γ)) = exp(−x
′2 + γ2y2

2σ2 )cos(2π
x
′

λ
+ϕ) (2.2)

Imaginary: Im(g(x,y,λ ,θ ,σ ,γ)) = exp(−x
′2 + γ2y2

2σ2 )sin(2π
x
′

λ
+ϕ) (2.3)

where x′ = xcosθ + ysinθ and y′ = −xsinθ + ycosθ . The filter has a real and an
imaginary component representing orthogonal directions. The two components can
be formed into one to use together or used individually.

In order to extract texture features efficiently from Gabor filters, the parameters
of Gabor filters need to be decided according to the particular task. Parameters for
Gabor filters constructed from the real Gabor filter function in Equation 2.2 are: (1)
the wavelength, λ , in the cosine factor of the Gabor filter kernel, (2) the standard
deviation of the Gaussian factor of the Gabor function, σ , (3) the orientation of
the normal to the parallel strips of a Gabor function, θ , (4) the phase offset, ϕ , in
the argument of the cosine factor of the Gabor function, (5) the spatial aspect ratio,
γ , which specifies the ellipticity of the support of the Gabor function, (6) the half-
response spatial frequency bandwidth, b. The parameter b is related to the ratio σ/λ

(Equation 2.4). The value of σ is usually specified through the value of b. Similarly,
six parameters are defined for the remaining two Gabor filter functions.

Figure 2.5: An example of a Gabor filter bank consisting of 10 Gabor filters with
λ = 20, σ = 4.2, θ = kπ/10 (k = 1, 2, . . ., 10), ϕ = 0, γ = 0.4 and b = 4.
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An example of Gabor filter bank comprising of 10 Gabor filters, constructed ac-
cording to the real part of the Gabor filter (Equation 2.2) is shown in Figure 2.5.

original image filter direction map

index 0 index 1 index 2 index 3 index 4 index 5

index 6 index 7 index 8 index 9 index 10 index 11

Figure 2.6: Texture structures from a Gabor filter bank. The original image is a
cropped screening mammogram. The filter direction map shows the index of max-
imum orientation as a gray scale image. In this example, pixels outside the breast
region are assigned index 0 and pixels with maximum response less than the preset
threshold are assigned index 11. The index images 1 - 10 show pixels with maximum
response at the orientation corresponding to that index.

In the Gabor filter bank method, feature vectors are elements of filter responses
obtained by applying a Gabor filter bank to an image.

In addition, if the focus is on determining the orientation of textures in an image,
then the maximum filter response among all the filter responses can be used. Rep-
resenting each pixel by the index of its maximum filter response direction generates
a map of maximum filter directions. In order to show clearer texture information, a
threshold for the maximum filter response T should be applied to the filter direction
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map and the elements of the map whose corresponding maximum filter responses are
under the threshold are ignored. The reason is that if the maximum filter response is
very low, there is little or no orientation information and the highest response may
be random. Figure 2.6 shows an example of a filter direction map generated by using
the example Gabor filter bank in Figure 2.5.

In the maximum Gabor response method, feature vectors are constructed by ap-
plying the N×N neighborhood method to the filter direction map. The reason for
applying the N×N neighborhood method is that the filter direction map consists of
maximum filter direction labels, which carry no rank information.

2.4 Clustering Methods

Textons are generated from the array of local feature vectors by clustering. In pattern
recognition, three widely used clustering methods are K-means, fuzzy C-means and
parametric methods such as Gaussian mixture methods. Only K-means and fuzzy
C-means clustering methods will be reviewed here since Gaussian mixture models
were not considered in this thesis. The reasons are: (1) In the literature on tex-
tons, only K-means and fuzzy C-means have been used. (2) The EM (Expectation-
Maximization) algorithm for estimating a certain Gaussian mixture model is closely
related to the K-means clustering (Dempster et al. [1977]). Gaussian mixture can
be taken as soft K-means clustering (Hastie et al. [2008]). (3) Time constraints did
not allow the exploration of the possible effect of using Gaussian mixture model for
clustering.

2.4.1 K-means

K-means clustering is a simple exclusive clustering method for learning K cluster
centroids from a given data set (MacQueen [1967]). Given an initial set of centroids,
the first step is to associate each point to its nearest centroid by minimizing the
objective function (a squared error function)

O =
K

∑
n=1

jn

∑
m=1
||pn

m− cn||2,

where pn
m denotes the mth element of cluster n, cn denotes the center of cluster n

and jn is the number of elements in cluster n. In the second step, centroids are
re-calculated as the means of points in each cluster.

The above two steps are iterated until there are no changes in class membership.
This clustering algorithm is sensitive to the initial selected clustering centroids but
this effect can be reduced by running K-means clustering multiple times with differ-

24



ent initial cluster centers and choosing the cluster centers yielding the smallest value
of the objective function.

2.4.2 Fuzzy C-means

Fuzzy C-means is an overlapping clustering method, which allows one data point to
belong to two or more clusters. It was initially proposed by Dunn (Dunn [1973])
and then improved by Bezdek (Bezdek [1973]). This clustering method aims to
minimize the object function

Oi =
N

∑
m=1

C

∑
n=1

(umn)
i||pm− cn||2,

where i is the fuzziness index and i ∈ [1,∞), ui
mn is the degree of membership of

point pm in the cluster cn, pm is the mth multi-dimensional measured data, cn is
the nth multi-dimensional center of the cluster. The dimension of pm and cn is the
same. ‖ ∗ ‖ is any norm expressing the similarity between any measured data and the
center. N is the total number of measured data and C is the total number of clusters.

Given a set of data, it is initialized into a single array U0 = [umn] with the selected
values for C and i.

In the first iteration step (h = 1), firstly cluster centers C(h) = [ch
n] are updated

from U0 according to

ch
n =

∑
N
m=1(umn)

i pm

∑
N
m=1(umn)i

.

Secondly, based on the calculated cluster centers, the initial array U0 is updated to
Uh = [uh

mn] by

uh
mn =

1

∑
C
g=1(

||pm−ch
n||

||pm−cg||)
2

i−1
,

where cg is the gth multi-dimensional center of the cluster. In the third step, if
‖U1−U0 ‖≥ δ , the first two steps are repeated.

The iteration will stop when ‖Uh+1−Uh ‖< δ or the local minimum is reached,
where δ is a termination criterion (0 < δ < 1). For this algorithm, different ini-
tializations will lead to different evolutions of the algorithm. Different initialization
may require different numbers of iteration to reach the stopping criterion.
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2.5 Classifiers

In this thesis, classifiers are used to allocate mammogram images among different
classes according to texture features calculated from textons. In this section, three
classifiers are described and these will be used to conduct the experiments in the
following chapters.

The k-nearest neighbor classifier and the Fisher classifier are at opposite ends of
the spectrum of classifiers in terms of bias and variance (Hastie et al. [2008]) and so
together provide an overview of classification potential of the features. The SVM
classifier was chosen because of the general popularity of this classifier.

2.5.1 Ensemble k-nearest Neighbor Classifier

The k-nearest neighbor classifier does not require a model to be fit. In this classifier,
there are a fixed number of classes and known examples of objects (training objects).
The goal is to find a decision rule to classify a query point x into the corresponding
class. Let nm be the number of data points in class ωm and let k be a fixed positive
integer. The k-nearest neighbor method works as follows.

For every x in the feature space, find the sphere of volume V that just contains k

training members of the data set closest in distance to x. Let km denote the number
of these elements that belong to class ωm. An estimate of the conditional probability
P(x | ωm) is

P̂(x | ωm) =
km

nmV

and similarly, an estimate of the probability P(ωm) and P(x) are

P̂(ωm) =
nm

n
and P̂(x) =

k
nV

,

where n = ∑nm. Using Bayes rule

P̂(ωm | x) =
P̂(x | ωm)P̂(ωm)

P̂(x)
=

km

k
.

The resulting decision rule is completely intuitive. For a point x in the feature space,
find the k data points that are closest to x and classify x as belonging to the class ωm

which has the most representatives among these k nearest neighbors.
Dasarathy and Sheela (Dasarathy and Sheela [1979]) seem to be the first to dis-

cuss partitioning the feature space using 2 or more classifiers, thus initiating the
notation on ensemble methods. Then, Hensen and Salamon (Hansen and Salamon
[1990]) claimed that invoking ensembles of similar neural network classifiers helped
reduce the remaining residual generalization errors. Schapire (Schapire [1990])
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proved that converting weak classifiers into one strong classifier achieved higher ac-
curacy. Since then, research in ensemble systems has expanded rapidly and numer-
ous ensemble algorithms have been proposed. There are several reasons for using
ensemble based systems (Polikar [2006]): (1) Statistically, combining the outputs of
several classifiers by averaging may reduce the risk of selecting a poorly performing
classifier. (2) Ensemble methods are suitable for both large and small volumes of
data. (3) A divide-and-conquer approach dividing the data space into smaller and
easier-to-learn partitions means each classifier needs only learn one of the simpler
partitions. (4) Ensemble based approaches can be successfully used for applications,
where data from different sources are combined to make a more informed decision
( referred to as data fusion).

For the application to k-nearest neighbor classifiers, random subspace ensembles
are used to improve the accuracy. The advantage of random subspace ensembles is
that less memory is used.

Figure 2.7: Framework for the process of subspace ensemble application on k-
nearest neighbor classifier.

The random subspace method is a parallel learning algorithm, that is, the gen-
eration of each decision tree is independent. For the subspace ensemble k-nearest
neighbor classifier, each k-nearest neighbor classifier is a decision tree and the com-
bined classifier is taken as a decision forest (Ho [1998]). For this method, in each
pass, a subspace is obtained by randomly selecting a small number of dimensions
from the given feature space and assigning unselected dimensions with a constant
value. Projecting training images according to the selected subspace, a decision tree
(k-nearest neighbor classifier) is constructed with projected training images. An un-
known image projected onto the subspace can be classified using the decision tree.
Individual trees are combined by averaging the conditional probability of assigning
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an unknown datum to each class at the leaves. In the end, the unknown data will be
assigned to the class obtaining the maximum average conditional probability.

Practically, the process of classifying novel testing images with generated sub-
space ensemble model can be displayed by Figure 2.7.
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Figure 2.8: The process of choosing three parameters for the subspace ensemble
k-nearest neighbor classifier: (a) the cross validation errors for different numbers
of nearest neighbors in the k-nearest neighbor classifier, k, (b) the cross validation
errors for different numbers of predictors, m (how many features were used), (c)
the cross validation errors for different numbers of k-nearest neighbor classifiers, n.
From these figures, the number of nearest neighbors k is chosen to be 2, the number
of predictors m is chosen to be 4 and the number of weak learners n is chosen to be
69 since reasonable low evaluation errors were obtained at these values.

Three parameters need to be set before applying the final subspace ensemble
k-nearest neighbor classifier: (1) the number of nearest neighbors which is the pa-
rameter needed to be set for any k-nearest neighbor classifier, k, (2) the number of
predictors leading to the smallest cross-validation error, m, (3) the number of learn-
ers which is the smallest number of learners in the ensemble that still obtain good
classification performance, n. One example of choosing these three parameters is
shown in Figure 2.8.
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Let D be the total number of predictors of the input data for classification. Imple-
menting the subspace ensemble k-nearest neighbor classifier requires the following
five steps:

1. Decide the three basic parameters; k, m and n.

2. Randomly choose m predictors from the D possible total predictors.

3. Train a k-nearest neighbor classifier with the chosen m predictors.

4. Repeat steps 2 and 3 until there are n k-nearest neighbor classifiers.

5. Predict by taking an average of the prediction score of the k-nearest neigh-
bor classifiers and classify the testing input data to the class with the highest
average score.

2.5.2 Fisher Classifier

For two ideal spherically shaped clusters of equal radius, optimal classification may
be achieved by finding the hyperplane perpendicular to the line connecting the cen-
ters of the two group points that lies half way between the two centers of the two
groups. If the two clusters are not spherical and not of equal size, finding the best
hyperplane to separate the groups is not as obvious. The Fisher classifier finds the
optimal hyperplane in this case.

The idea of Fisher classifier as a linear classifier is to find the orientation vector
v that maximizes the separation between the two training groups (g1 and g2) after
standardizing for within group variance. This means the objective is to maximize
the ratio

R =
distance between groups

std within samples
=

v
′
g1− v

′
g2√

v′Sv
,
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, and S is the

variance-covariance matrix.
Differentiating R with respect to v and setting the result equal to zero yields

g1−g2 =
v
′
(g1−g2)Sv√

v′Sv
.

Further, since the quantities v
′
(g1−g2)Sv and

√
v′Sv are both scalars, the orien-

tation v can be found by solving g1−g2 = Sv. Thus, the Fisher direction is given by
v = S−1(g1−g2), which is perpendicular to the discriminant plane (Figure 2.9).
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Figure 2.9: An example of Fisher classifier used for classifying two groups. The
black line is the Fisher orientation vector and the blue line is the discriminant surface
of Fisher classifier.

2.5.3 Support Vector Machine (SVM)

Two groups in a feature space are called perfectly separating if there is a hyperplane
such that all the elements of one group lie on one side and all the elements of the
other group lie on the other side. Any hyperplane that separates the two groups is
called a separating hyperplane. If there is one, there are infinitely many. The hy-
perplane that maximizes the distance to the closest point in each group is called the
optimal separating hyperplane. The Fisher classifier applied to perfectly separating
groups does not necessarily find a separating hyperplane and rarely finds the op-
timal separating hyperplane (Hastie et al. [2008]). Finding the optimal separating
hyperplane requires solving the optimization problem given by

max
β0,‖β‖=1

M

subject to
yi(xT

i β +β0)≥M, i = 1,2, . . . ,N,

where (xi, yi), i = 1, 2, . . . , N constitutes the training data with xi denoting the ith
input vector and yi =±1 indicating the true class membership.

As it stands, this problem is difficult to solve, but is equivalent to the problem
(called the Wolfe dual) (Hastie et al. [2008])

maxLD =
N

∑
i=1

αi−
1
2

N

∑
i=1

N

∑
k=1

αiαkyiykxT
i xk
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subject to
αi ≥ 0.

Here the condition ‖β‖ = 1 has been replaced by ‖β‖ = 1/M. In this version,
the objective function is quadratic but the constraints are linear. Standard convex
methods provide numerical solutions.

The derivation of the Wolfe dual version also shows that the following conditions
(Equations 2.5, 2.6 and 2.7) must be satisfied by the αi.

β =
N

∑
i=1

αiyixi (2.5)

0 =
N

∑
i=1

αiyi (2.6)

0 = αi
(
yi(xT

i β +β0)
)

, i = 1, 2, . . . , N. (2.7)

These conditions imply the following crucial facts.

1. If αi > 0, then yi(xT
i β + β0) = 1 which means that xi lies on boundary of

the slab of maximal width parallel to, and containing the optimal separating
hyperplane that does not contain any observations. The width of the slab is
M = 1/‖β‖.

2. If yi(xT
i β +β0)> 1, then xi is not on the boundary of the slab and αi = 0.

These facts show that β in Equation 2.5 is defined only in terms of the points xi on
the boundary of the slab. These xi are called the support vectors.

SVM are classifiers designed in the spirit of the discussion above but for cases
where the two groups are not perfectly separating. This is done by introducing
variables ξi that measure the amount by which xT

i β +β0 lies on the wrong side of
the margin of the slab of width M. In the language of linear programming, the ξi are
slack variables. With ‖β‖= 1/M, the resulting optimization problem is

min‖β‖

subject to

yi(xT
i β +β0)≥M(1−ξi), i = 1, 2, . . . , N, ξi > 0, ∑ξi ≤ K,

where K is a constant (Hastie et al. [2008]). Bounding the sum of the ξi limits the
number of points on the wrong side of the slab boundaries.

Following steps similar to the case of perfectly separating groups, a vector β̂ is
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found of the form

β̂ =
N

∑
i=1

α̂iyixi,

where αi is nonzero only for vectors xi that lie on margin of the slab or on the wrong
side of their respective margin. For those vectors on the margin, ξ̂i = 0. These
vectors can be used to find β̂0. The decision function is then given by

sign(xT
β̂ + β̂0).

2.6 Validation

The literature does not clearly distinguish validation and cross validation. As a re-
sult, the following descriptions of validation and cross validation are based on per-
sonal understanding and preference.

The easiest method of validation is resubstitution validation. In this validation,
the whole data set is used for both training and testing. This method suffers from
the problem of over-fitting, because the algorithm may perform extremely well on
the available data but relatively poor on an unseen data set. This method does not
predict performance on new data and so it is not commonly used.

Hold-out validation splits the whole data set into two parts: one for training and
the remaining for testing. To some extent, this avoids over-fitting since there is no
overlap between the two folds. However, the procedure does not use the available
data efficiently and the performance may be highly dependent on the choice of train-
ing/testing partition. On the other hand, if the partitioned test fold is favourable for
training, then the prediction performance may suffer, leading to skewed results. The
above problems could be partly solved by repeating hold-out validation multiple
times, each time choosing half the data randomly for training and the rest for testing
and then measuring the average. This procedure is also named repeated random sub-
sampling validation. However, repeated random sub-sampling validation may cause
some observations never be selected as validation or selected disproportionately of-
ten. It is known that two factors will affect the performance measure; the training set
which affects the performance measure indirectly through the learning algorithm and
and the test set which affects the performance directly. Cross validation is proposed
to reach a compromise.

Cross validation is a method for estimating how well classifier performance gen-
eralizes to independent (unseen) data. Cross validation was introduced in the 1930s
(Larson [1931]) where one sample was used for regression and another for pre-
diction. This idea was further developed by Mosteller and Wallace (Mosteller and
Wallace [1963]). A clear statement of cross validation in the modern sense appeared
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in Mosteller and Tukey [1968]. Cross validation is used to measure the reliability of
models in the setting of classification (Hastie et al. [2008]).

Cross validation is described in the form of k-fold cross validation. In k-fold
cross validation, the data are firstly divided randomly into k equal (or almost equal)
folds. Subsequently, there are k iterations of classification. In each iteration, a dif-
ferent fold of data is held-out for validation while the remaining k−1 folds of data
are used for training. Sometimes, in order to increase the reliability of estimated
performance, the k-fold cross validation is run multiple times (Refaeilzadeh et al.
[2008]), each time with different assignments of data to folds.

When k = 2, the whole data set is divided into two folds (one for training and
the remaining one for testing), which is almost the same as hold-out validation.
However, in 2-fold cross validation, the fold used for training the first time will
be used for testing the second time and vise versa (the fold used for testing at the
beginning will be used for training at the second time). The performance is measured
as the average of the two runs. So 2-fold cross validation is also called hold-out cross
validation.

Leave-one-out cross validation is a special case of k-fold cross validation, where
k is exactly the number of instances in the data set. In other words, only one observa-
tion in each iteration is used for validation of the classifier trained by the remaining
k− 1 observations. This type of cross validation is unbiased but has high variance,
and so may result in unreliable estimates (Efron [1983]). However, this disadvantage
may be ignored especially when the data set is very small.

Generally, cross validation methods depend on the value of k used. Cross valida-
tion methods with different values of k were compared with each other and 10-fold
cross validation was recommended by Kohavi [1995] since the performance was
reasonably good and the estimate was nearly unbiased. Hastie et al. recommended
5-fold and 10-fold cross validation as a good compromise between variance and bias
(Hastie et al. [2008]).

2.7 Accuracy and ROC Analysis

Accuracy is a commonly used measure of classification performance. By definition,
this is the proportion of correct assignments over the total number of assignments.
The higher the accuracy, the better the classification performance. However, in the
field of medical diagnosis, the application of accuracy for measuring performance
is limited and the conclusions made based on accuracy alone should be considered
with caution. This is because the consequences of an error in assigning a patient
as having no disease when the disease that is actually present is not the same as
assigning the patient as having disease when no disease is present (Metz [1978]).
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Accordingly, concepts such as sensitivity and specificity were proposed to over-
come the limitation of accuracy. Sensitivity is the accuracy of classifying the group
of subjects with disease, which is the proportion of correct positive assignments of
disease over the total number of the group of subjects with disease. Similarly, speci-
ficity is the accuracy of classifying the group of subjects with no disease, which
is the proportion of correct assignments of no disease over the total number of the
group of subjects with no disease. Instead of using a single measure of accuracy,
sensitivity and specificity are used together to represent the medical classification
performance.

The receiver operating characteristic (ROC) curve is commonly used to measure
medical diagnostic classification performance more meaningfully. For constructing
the ROC curve, two indices - true positive fraction (TPF) and true negative fraction
(TNF) are considered. TPF is the same as sensitivity and TNF is the same as speci-
ficity. Corresponding to TPF, there is another index, named false negative fraction
(FNF) . Corresponding to TNF, there is another index, named false positive fraction
(FPF) . The relationship between these four indices is

TPF+FNF = 1 and TNF+FPF = 1.

As illustrated in Figure 2.10 for two overlapping groups, increasing the thresh-
old will reduce both TPF and FPF but increase both TNF and FNF. As a result, it
is necessary to select a confidence threshold to achieve a appropriate compromise
among sensitivity and specificity. In the original foundation of ROC analysis, the
confidence threshold was decided by a human decision maker. This is still true in
many medical applications. In machine learning, the threshold is varied at small
increments to quantitatively record the balance between sensitivity and specificity.

An ROC curve is a plot of TPF (vertical axis) versus FPF (horizontal axis). The
points on the ROC curve are obtained by moving the decision threshold along the
decision axis (Figure 2.11). The ROC curve displays a trade-off between the sensi-
tivity and specificity. No matter what form of the two group distributions are, TPF
and FPF always increase or decrease together as the decision threshold is changed
(Metz [1978]) (illustrated in Figure 2.11). A ROC curve must include the lower left
corner (TPF = 0 and FPF = 0) of the graph since, by setting the threshold to ∞, all
the subjects will be classified as negative, and across the upper right corner (TPF = 1
and FPF = 1) of the graph since, by setting the threshold to −∞, all the subjects will
be classified as positive. In addition, a proper ROC curve should be above the major
diagonal of the ROC space and the slope of the ROC curve will steadily decrease
as it goes up and to the right on the curve. ROC analysis provides a description of
medical image classification ability that is independent of both disease prevalence
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Figure 2.10: Illustration of four decision fractions defined by a possible decision
threshold. The group with solid line represents high risk and the group with dashed
line represents low risk. The blue line perpendicular to the decision axis is one
possible decision threshold. The cyan colour patch indicates the TPF, the blue colour
patch indicates the FNF, the red colour patch indicates the TNF and the yellow colour
patch indicates the FPF. By moving the decision threshold line along the decision
axis, different four decision fractions are defined.
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Figure 2.11: Illustration of the process of generating the ROC curve: (a) Shows the
four decision fractions for each of five different decision thresholds. (b) Shows five
points on the ROC curve corresponding to the five decision thresholds in (a). P1 cor-
responding to T1, P2 corresponding to T2, P3 corresponding to T3, P4 corresponding
to T4, P5 corresponding to T5.
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and decision threshold effects because both TPF and FPF are independent of disease
prevalence.

On one hand, if the prevalence of the disease is very low, the FPF needs to be
maintained low, otherwise nearly all positive decisions will be false positive ones.
Thus the decision maker should focus on the lower left part of the curve to keep FPF
small. On the other hand, if the prevalence of the disease is very high, the accuracy of
finding true positive cases is meaningful and TPF needs to be maintained reasonable
high. Thus the decision maker should operate on the higher right part of the curve
to allow a high FPF and low FNF.

The above description of varying the decision threshold for obtaining a number
of pairs of TPF and FPF values is generally the initial method of generating ROC
curve in practice. An ROC curve can be generated from subjective Yes/No response
data by asking the human observer to read all the cases several times with a different
decision threshold each time. It is suitable for diagnostic tests that yield a single
quantitative value for each case (Yes or No). However, it is impractical for diagnostic
tests that cannot be interpreted objectively by human observers because they can not
associate continuously numerical values according to their subjective impressions of
certainty. Therefore, in practice, the “rating method” was developed in experimental
psychology (Green and Swets [1974]). In this method, human observers are required
to give their judgment by selecting one of several ratings/categories of confidence
and then a pair of TPF and FPF value is calculated for each rating confidence. The
ROC curve is generated by fitting these few points statistically on the graph.

Even though the rating method is practical, it tends to be subject to statistical
error because the number of cases for plotting the ROC curve is limited and human
decisions are not always reproducible. As a result, the procedure of curve fitting is
used to help draw a smooth curve that almost goes through the plotted points. The
maximum likelihood curve fitting procedure is widely used for this purpose (Metz
[1978]). This curve assumes that the underlying distribution is normal.

In order to summarize classification performance over all operating points, the
area A bounded above by the ROC curve and below by the horizontal axis is often
reported. If classification is perfect, A = 1 and if classification is random A = 1/2.
There are two methods commonly used to estimate A. The theoretical ROC curve
based on the normal assumption of the data can be used to compute A directly. Thus
the constant A is denoted by Az where the letter z refers to the normal deviate of the
decision variable (Swets [1979], Metz et al. [1998]). Alternatively, A is estimated by
using the operating points to perform a numerical integrations. In this case, estimate
of A is called the area under the curve (AUC). The higher the AUC score, the better
the general classification performance.

Az is the natural choice in human observer studies since only very few operating
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points can be set. The AUC is natural in machine learning situations since there
is essentially no limit to the number of operating points. Thus numerical integra-
tion gives accurate values for the area under the ROC curve and does not require
assumptions regarding the underlying distributions.

In this thesis, all ROC curves are generated by machine classification and so the
AUC is used to report classifier performance.

2.8 Feature Selection

The purpose of feature selection is to select a small number of valuable features for
a classification task rather than using the full set of features. There are several rea-
sons for doing feature selection. First of all, features may be expensive to obtain
and fewer features mean less computational cost. In other words, feature selection
provides faster and more cost-effective predictors. Secondly, the presence of inef-
fective features often cripple the performance of a classifier on test observations. For
example, when the classifier is over trained with a large dimensional feature space
and limited number of training instances, the performance of classifying unknown
test samples can be poor (Fukunaga [1990], Chan et al. [1998, 1999], Bottema et al.
[2000]). As a result, feature selection can improve the performance of predictors. In
addition, in order to reach a trade off between high classification performance and
a small number of input features, it is reasonable and important to ignore features
with little effect on the output because the classification goal is to approximate a
underlying function between the input and output. So feature selection can provide
better understanding of the underlying process that generated the data.

In the field of statistics, feature selection is referred to as feature subset selection.
Given a feature set F = {Fi|i = 1 . . .n}, feature selection is used to find a subset
f = {Fi1 , Fi2 , . . . , Fim} with m < n, that optimizes an objective function.

Generally, feature selection requires a search strategy for selecting candidate
subsets and an objective function to evaluate the performance of these candidate
methods.

Search strategies can be grouped into three categories: exponential algorithms
such as exhaustive search, sequential algorithms such as sequential forward selection
and sequential backward selection, and random search algorithms such as genetic
algorithms.

Objective functions (also called evaluation functions) are sometimes categorized
into the method of filters, evaluating feature subsets by their information content
such as interclass distance, statistical dependence or information-theoretic measures
and the method of wrappers, evaluating feature subsets by their predictive perfor-
mance through statistical resampling or cross validation (Langley [1994]). In the
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study by Dash et al. (Dash and Liu [1997]), objective functions were grouped into
five categories: distance (or separability), information (or uncertainty), dependence,
consistency and misclassification rate. No matter which category of the objective
function is applied, the purpose is to evaluate the goodness of a feature subset pro-
duced by a certain search strategy. Commonly, the criterion used for classification
models belongs to the method of wrappers, which is usually the misclassification
rate.

Two feature selection methods used in this thesis are reviewed below. These two
feature selection methods are named according to the search strategies.

2.8.1 Exhaustive Search Feature Selection

As the name implies, exhaustive search feature selection methods evaluate all pos-
sible feature combinations in order to determine the one leading to the best value of
objective function. If the original set of features is of size n, then there are 2n− 1
possible feature subsets. For this reason, exhaustive search feature selection is prac-
tical only for relative small values of n. However, exhaustive search feature selection
is one of the few methods that guarantees finding the optimal feature subset.

2.8.2 Sequential Feature Selection

Sequential feature selection methods can be divided into four general categories:
sequential forward feature selection, sequential backward feature selection, bidi-
rectional feature selection, and sequential floating feature selection. Search algo-
rithms for sequential feature selection employ the technique of stepwise regression
for searching candidate subsets.

Sequential forward feature selection starts from an empty candidate set. Features
are sequentially added to the candidate set until the addition of further features does
not improve the objective function. Sequential forward feature selection generally
performs best when the optimal feature subset is small. In contrast, sequential back-
ward feature selection starts from a full candidate set and features are sequentially
removed from the candidate set until the removal of further features does not im-
prove the objective function. Sequential backward feature selection generally works
best when the optimal feature subset is large.

Bidirectional feature selection is a parallel implementation of sequential forward
and backward feature selection. Sequential forward selection is performed from the
empty set at the same time sequential backward is performed from the full set. Both
directions will converge to the same solution on the condition that features already
selected by sequential forward selection are not removed by sequential backward
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selection and features already removed by sequential backward selection are not
selected by sequential forward selection.

Sequential floating feature selection contains two methods: sequential floating
forward selection and sequential floating backward selection. For the former, after
each forward selection step, backward steps are performed until the evaluation of
the objective function improves. As for the later, after each backward selection step,
forward steps are performed until the evaluation of the objective function improves.

2.9 Computer-aided Breast Cancer Risk Assessment

Many of the techniques of pattern recognition and texture analysis reviewed in Sec-
tions 2.1 - 2.8 have been used for computer-aided breast cancer risk assessment.
Computer-aided breast cancer risk assessment is the ultimate objective of the thesis.
This section introduces the motivation, the role and the main steps of computer-aided
risk assessment (Sections 2.9.1 and 2.9.2) and reviews the history of computer-aided
risk assessment (Section 2.9.3), serving as the context of the thesis (Section 2.9.4).

2.9.1 Motivation for and Role of Computer-aided Risk Assess-
ment

Radiologists are highly trained and skilled, so why develop automatic techniques
for predicting breast cancer risk by analyzing screening mammograms? First of all,
decisions made by humans are generally subjective and qualitative while computers
provide objective and quantitative analysis (Rangayyan [2005]). Importantly, deci-
sions and analysis made by radiologists can vary from person to person or from time
to time. This may be due to the difference in knowledge, variations in training, and
level of understanding. With computers, quantitative analysis becomes possible,
computed results are consistent and computers can perform repetitive tasks inde-
pendently. Secondly, radiologists can be tired or affected by environmental factors
and personal circumstances, leading to human error. Third, while the true cost for
human and machine readers are both difficult to estimate (Taylor et al. [2010]), a
system using a human reader working with a computer has the potential to be more
cost effective than two human readers.

Computer-aided breast cancer risk assessment may become an important com-
ponent of risk assessment but it is unlikely to replace existing risk estimates. Mam-
mogram images are important for risk assessment, but there is some other significant
information that is not amenable to quantification or logic rule-based processes, in-
cluding the mental state of the female, family history, and socio-economic factors.
The results of image analysis obtained through computers from screening mammo-

40



grams should be integrated together with other patient information for comprehen-
sive risk assessment. Certainly, the aggregation of quantitative and objective analysis
facilitated by computers and qualitative and subjective analysis realized by human
experts will lead to a more accurate breast cancer risk assessment.

2.9.2 Steps for Conducting Computer-aided Risk Assessment

Computer-aided breast cancer risk assessment is conducted by taking advantage of
advanced pattern recognition and image analysis techniques (Sections 2.1 - 2.8).
Generally, there are seven main steps. The first step is making a decision on the
criterion for defining high risk and low risk groups. The second step is acquiring
data based on the surrogate of true risk decided in the first step. In the third step,
image preprocessing is used to correct the original mammogram images before fur-
ther image analysis. Examples of image preprocessing step include removing labels
and artifacts, adjusting the resolution of the image and normalizing the image. ROIs
for risk assessment are extracted in the fourth step. This step is optional depending
on the actual task. Features used for classifying images into different risk groups
are extracted in the fifth step. The sixth step is needed only if feature selection is
necessary. In the last step, classifiers are designed to automatically distinguish high
and low risk.

2.9.3 History of Computer-aided Risk Assessment

There is no definition of risk that is both general and practical in the context of
developing algorithms for estimating risk of developing breast cancer. Developing
an algorithm to estimate risk is very different than developing an algorithm to detect
breast cancer, for example. There are reliable methods for establishing the true
disease state of women (gold standard) against which results of an algorithm for
automatic detection can be compared. Estimates of risk provided by an algorithm
must be tested against the true risk of developing breast cancer. Risk only applies
to populations, but in validating algorithms, must be assigned per individual. Any
study assessing breast cancer risk suffers from the problem of identifying those truly
“at risk”. A definitive statement is not possible as subjects free of cancer at the end
of a study may still be at risk of developing cancer at a later time. Thus the true
risk of breast cancer for the purpose of validation is never known and is not even
well defined. Instead, a surrogate for the true risk of developing breast cancer must
be adopted in order to test estimates of risk generated by the algorithm. In the
absence of a gold standard, various surrogates (Table 2.1) have been developed by a
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Table 2.1: Surrogates of risk used in the literature on computer-aided breast cancer
risk assessment and in this thesis. “*” denotes surrogates for risk used in this thesis.

risk criteria existing risk surrogates

1. breast patterns

Wolf pattern classes
SCC categories

Four density pattern classes corresponding to percentages
of density of < 5, 5−25, 25−75 and 75−100

BI-RADS classes *
Tabár classes

2. genetics
ER subtype specific classes (high risk) and control cases (low risk)

BRCA 1/2 (high risk) and control cases (low risk)

3. Disease state
breast images from cancer cases (high risk) *

breast images from non-cancer cases (low risk) *

number of researchers as computer-aided risk assessment evolved using established
risk factors described in Section 1.3.

As the connections between breast tissue structure, breast density and cancer risk
emerged (Section 1.3), computer-aided systems were developed to classify mam-
mogram images into different breast patterns for predicting breast cancer risk. In
an early work, Magnin et al. (Magnin et al. [1986]) used the spatial gray-level de-
pendence method and gray level difference method, both based on co-occurrence
matrices, to quantify density variations in mammograms to characterize images into
Wolfe pattern classes (Section 1.3.1) for breast cancer risk evaluation. Caldwell et
al. (Caldwell et al. [1990]) computed fractal dimensions in mammograms to classify
them into the four Wolfe pattern classes. Tahoces et al. (Tahoces et al. [1995]) ex-
tracted texture features based on the Fourier transform, spatial relationships among
grey levels and absolute values of the grey levels from three different ROIs in CC
view images to categorize mammogram images into Wolfe pattern classes. Byng et
al. (Byng et al. [1996]) extracted texture features from fractal dimensions and grey-
level histograms to classify images according to SCC categories (Section 1.3.1).
The year after, the same group used texture features calculated from regional skew-
ness and fractal dimension to characterize images into corresponding SCC cate-
gories (Byng et al. [1997]). Li et al. predicted breast cancer risk by classifying
mammogram images into their modified SCC density classes with mammographic
density computed by a computer program called Cumulus (Byng et al. [1994]) and
their automated measure, which mimics Cumulus (Li et al. [2012a]). Karssemei-
jer (Karssemeijer [1998]) applied two classifiers with and without pectoral features
computed from grey-level histograms to categorize images into four density pattern
classes, corresponding to percentages of density of < 5, 5−25, 25−75 and 75−100.
An automated image analysis tool was developed for classifying breast images into
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four density classes based on characteristics of gray level histogram (Zhou et al.
[2001]). Later, the same group used this tool to evaluate the accuracy of using mam-
mograms for estimating breast density (Wei et al. [2004]). Their study was carried
out by analyzing the correlation between the percent mammographic dense area and
the percent glandular tissue volume estimated from MR images. In 2003, Petroudi
and Brady (Petroudi et al. [2003]) proposed the application of features extracted
from textons generated from filter bank responses to classify mammograms into the
four BI-RADS classes (Section 1.3.1). Later, the same group used texton features
generated from local N ×N neighborhoods to characterize images into BI-RADS
classes (Petroudi and Brady [2006]). Texton features from local N×N neighbor-
hoods outperformed the filter banks in their previous paper. Texture features calcu-
lated from co-occurrence matrices were used to classify mammogram images into
BI-RADS classes (Oliver et al. [2008]). Two measures of breast cancer risk; the
Gail and Clause risk estimates and mammographic breast density calculated from
digital breast tomosynthesis and digital mammography, respectively were compared
in classifying images into slightly modified SCC categories for estimating breast
cancer risk (Kontos et al. [2009, 2011]). More recently, He et al. (He et al. [2012])
used textons to generate grey-level histograms to classify images into Tabár and BI-
RADS classes. More detail can be found in their previous work (He et al. [2009]),
where the term “cluster center” is used to describe what is now commonly called
“texton”. In addition, texture features calculated from the matrices consisting of the
frequencies or the probabilities of the texton co-occurrences were used to classify
images into BI-RADS classes (Petroudi and Brady [2011]).

In addition to using breast patterns as the criteria for defining true risk, surrogate
true risk criteria related to genetics have been used in computer-aided risk assess-
ment as well. Karemore et al. (Karemore et al. [2012]) calculated texture features
from Gaussian derivatives at four different scales to classify Estrogen-Receptor (ER)
subtype specific classes (ER-positive vs ER-negative, high risk) and control cases
(low risk). They obtained a best performance of AUC score = 0.71 by combining
breast density and texture features. In addition, genetic markers such as mutations
in BRCA 1/2 have been used in this context to define high risk group (Huo et al.
[2000, 2002], Li et al. [2004, 2006, 2007, 2008, 2010]). An AUC score of 0.88
was achieved for classifying 256×256 square ROIs extracted from full-field digital
mammogram images (Section 1.2.1).

All of the above criteria are reasonable but none measure risk directly. Recently,
the surrogate true risk criteria for breast cancer in some studies was based not on the
mammogram appearance but the chance of developing breast cancer in the future.
As a result, two risk groups were defined: a high risk group consisting of images
of breasts unaffected by cancer from cases in which cancer was found in the other
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breast, and a low risk group consisting of breast images with no cancers from non-
cancer cases. For example, mammographic parenchymal pattern measure was com-
puted and compared with age and percent density in assessing breast cancer risk in
a case-control study (Wei et al. [2011]). An AUC score of 0.78±0.04 was obtained
by the model of six combined measures. Keller et al. (Keller et al. [2012]) studied
breast cancer risk temporally with features calculated from density and morphology.
A combined area-volumetric model for density resulted in an AUC score of 0.70.
An automated and objective measurement of the grayscale value variation within a
mammogram was compared with the percent density in estimating breast cancer risk
in a case-control study (Heine et al. [2012]). The best AUC score they achieved was
0.76. Zheng et al. calculated bilateral mammographic density asymmetry related
features to classify positive cases (high risk of developing breast cancer) and nega-
tive cases (not recalled) (Wang et al. [2011], Zheng et al. [2012]). The highest AUC
score they achieved was 0.781± 0.023. A fully automated software pipeline was
developed by quantitatively measuring both breast density and texture properties in
the case-control breast cancer risk assessment study of Zheng et al. (Zheng et al.
[2013]). This study extracts texture features for points on a spatial regular lattice
and from a surrounding window of each lattice point, resulting features that charac-
terize the local mammographic appearance throughout the whole breast. An AUC
score of 0.75 was achieved by combining percentage density and texture measures
calculated from post-processed images with a window size of 6.3mm2.

In this thesis, various surrogates for risk are used as dictated by: (1) the data
available, (2) the specific objectives of a particular experiment, (3) the necessity for
comparing results to previously published work, and (4) to examine the dependence
of risk estimates on choice of surrogate (Table 2.1).

2.9.4 Context of the Thesis

The problem of establishing a criterion for true breast cancer risk in a study on
estimating breast cancer risk has been addressed in various ways as described in the
previous section. Studies based on surrogates for risk such as carriers of BRCA 1/2
mutations, for example, produce good results but generate methods valid only for
this cohort. The method has not been tested on women at high risk for other reasons
and so the benefit to the general population is not known.

In this thesis, the view is taken that the criterion for assigning true risk should
be based on whether a particular woman actually develops breast cancer at some
time in the future or not. While many preliminary experiments in this thesis use data
from current screening rounds only (for practical reasons), the final experiments
are longitudinal and compare estimates of risk to whether the woman developed
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mammographically detectable breast cancer two or four years later (Chapter 8).
In addition, the focus of this thesis is on the contribution of image texture infor-

mation to quantify risk. Breast density is a known risk factor and standard methods
exist for measuring density from screening mammograms. Density and texture are
not necessarily independent and so in this thesis steps are taken to separate density
from texture in order to evaluate the contribution of texture separately.

Finally, in the course of the study, the scope of textons (Section 2.2) as a de-
vice for quantifying texture is extended to higher order textons designed to capture
patterns of local texture patterns (Chapter 6).
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Chapter 3

Local Normalization: A Preliminary
Study

A study preliminary to the main thesis project was conducted to ascertain if textons
could be used, in principle, to distinguish tissue associated with cancer from normal
tissue (Li et al. [2012c]). This study was conducted before the methods used in the
main body of the thesis (Chapters 4 - 8) were fully developed. The work was also
conducted on a limited data set of images. This study is not strictly a risk study
since the focus is on distinguishing ROIs with known cancer from ROIs without
known cancer. However, to some extent, ROIs with cancer can be taken as the
absolutely high risk group while ROIs without cancer can be regarded as low risk
group (the third risk criteria in Table 2.1). The study confirmed that the use of
textons to distinguish tissue types is feasible and hence using textons to assess risk
could be worthwhile. Thus this study provided the green light for the investigation
leading to this thesis.

The reason for including this preliminary study here is that an important dis-
covery was made that impacted both the processing steps and the focus of the main
project. In particular, a naive implementation of textons lead to reasonably good
classification of ROIs with cancer and ROIs without cancer. Upon further inspec-
tion, it transpired that the alleged texture features corresponded to breast density de-
spite the fact that zero sum filters were used to extract preliminary texture features.
This is explained by the fact that intensity response curve of the image acquisition
process is not linear (the digitization process is also nonlinear). Accordingly, local
variation due to noise or low contrast structure is intensity dependent. Hence, simply
subtracting local background does not suffice to remove the signal in the image due
to breast density.

Thus, a simple method for local normalization was devised for removing both the
local mean and local variation and so arrive at density independent texture features.
The focus of the study was revised to measure the potential of texture in assessing
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breast cancer risk independent of density.
The experiment leading to these conclusions is described in Section 3.1, the local

normalization method inspired by this experiment is described in Section 3.2 and, for
completeness, the performance of the resulting density independent texture features
in classifying ROIs as cancer or non-cancer is presented in Section 3.3.

3.1 Classifying ROIs as Cancer or Non-cancer

This preliminary study is presented in four sections. Section 3.1.1 describes the data
used in this experiment, Section 3.1.2 describes the experimental details, results are
presented in Section 3.1.3 and a brief discussion and conclusion are provided in
Section 3.1.4.

3.1.1 Data

In total, 89 cancer cases with known malignant cancer were selected from the DDSM
database (Section 1.5). Cases were selected only if the manifestation of the cancer
was in the form of a mass. Cases were not included if microcalcifications associated
with the cancer were present.

Of the original 89 cases, 49 were randomly selected for training and 40 were
reserved for testing. Annotation information from the DDSM database was used to
extract cancer ROIs from both CC and MLO views of the breasts with malignant
mass. This resulted in 100 training and 92 testing cancer ROIs (in some breasts,
more than one malignant mass was detected). For each cancer ROI, a corresponding
non-cancer ROI was extracted from the contralateral unaffected breast at the location
symmetric to the cancer ROI (Figure 3.1), resulting in 100 training and 92 testing
non-cancer ROIs. Templates for ROIs were saved for future use.

3.1.2 Experimental Details

In the image preprocessing step, selected images from DDSM database were read
in automatically and preprocessed by applying image contrast enhancement. Here,
the image contrast enhancement was realized by mapping the values of the input
intensity image to new values such that, 1% of the data was saturated at low and
high intensities of the input data.

MR8 filter bank (Section 2.3.1) was applied to the preprocessed images and so
each pixel was represented by an 8-dimensional primitive feature vector. ROIs were
extracted from filtered images by applying ROI templates (Section 3.1.1) and remov-
ing redundant areas. The reason for applying the filter bank before ROI extraction
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Figure 3.1: An example of choosing cancer and non-cancer ROIs from the MLO
view breast images. On the left of the top row is the right MLO view breast, the
circled region indicates a malignant mass region located by an experienced radiol-
ogist and the square box is the cancer ROI. On the right of the top row is the left
MLO view breast from the same woman. The circled region is the corresponding
non-cancer region obtained by symmetry and the square box is the non-cancer ROI.
The bottom row shows the extracted cancer and non-cancer ROIs.
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was to avoid the edge effects.
In the step of texton dictionary generation, the number of feature vectors was re-

duced by a factor of 25 so that each region of 5×5 pixels in the ROI was represented
by a single 8-dimensional feature vector. Separate feature spaces were constructed
from cancer and non-cancer feature vectors.

K-means clustering (Section 2.4.1) was applied separately to the feature space
of non-cancer ROIs and the feature space of cancer ROIs, resulting in two texton
sub-dictionaries. The number of textons (K) needed to separate the two classes of
ROIs was not known ahead of time and so this experiment was repeated for seven
values of K (K = 4, 8, 10, 13, 15, 17, 20), resulting in seven texton sub-dictionaries
for non-cancer ROIs and seven texton sub-dictionaries for cancer ROIs. Non-cancer
and cancer sub-dictionaries of the same size were combined to form seven final
texton dictionaries of sizes 8, 16, 20, 26, 30, 34 and 40.

Next, the texton map was generated for each ROI and the normalized histogram
of textons over the texton map was taken as the final texture representation of each
ROI (Section 2.2 in Chapter 2). The components of the normalized texton histogram
were adopted as features for classification. The Fisher classifier (Section 2.5.2) was
used to generate ROC curves and compute AUC scores (Section 2.7, Figure 3.2).
The set of training ROIs was used to determine classifier parameters (the Fisher
vector direction) and the set of testing ROIs was used to determine classifier perfor-
mance on unseen data.

50



0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

fraction of false positive detections

fr
ac

tio
n 

of
 tr

ue
 p

os
iti

ve
 d

et
ec

tio
ns

 

 

Training AUC Score is 0.929
Testing AUC Score is 0.853

Figure 3.2: ROC curves for classifying ROIs as cancer or non-cancer with 40 tex-
tons.

3.1.3 Results

AUC scores for classifying ROIs as cancer or non-cancer with seven different sized
texton dictionaries described above are shown in Table 3.1. Since the final texture
features used for ROIs classification are the texton frequencies of the texton map, it
is useful to inspect the texton map. Figure 3.3 shows an example of texton maps for
the whole cancer breast image and the contralateral non-cancer breast image with
16 textons.

Table 3.1: AUC scores for classifying ROIs as cancer or non-cancer described in
Section 3.1.2.

texton dictionary size training AUC scores testing AUC scores
8 textons 0.844 0.764

16 textons 0.842 0.703
20 textons 0.794 0.731
25 textons 0.884 0.807
30 textons 0.910 0.802
34 textons 0.923 0.821
40 textons 0.929 0.853
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Figure 3.3: On the left is the original mammogram. The bars show the horizontal
and vertical extent of a cancer location. The middle panel shows the texton map
of the original mammogram (left panel) obtained by replacing each pixel by the
texton label. The result shown is for a final texton dictionary of size 16 learnt from
aggregated cancer and non-cancer ROIs. The right panel shows the texton map of
the contralateral non-cancer breast mammogram.

3.1.4 Discussion and Conclusion

According to Table 3.1 and Figure 3.2 in Section 3.1.3, it seems that the algorithm
distinguishes tissues associated with cancer and non-cancer. However, the pair of
texton maps (Figure 3.3) indicate that the texture features identified with high inten-
sity regions are not specific to cancer/absolutely high risk. The classification AUC
scores in Table 3.1 may appear satisfactory just because the selected cancer ROIs are
mostly associated with high density while non-cancer ROIs are mostly associated
with low density (Figure 3.1). This means that density might be playing the major
role in classifying cancer and non-cancer tissue and so the role of texture alone is
unclear. The remaining two sections (Sections 3.2 and 3.3) of this chapter describe
work aimed at separating the contributions of texture and density in classifying ROIs
as cancer or non-cancer.

3.2 Local Mean and Variance Normalization

One method for testing if texture features can provide information about the presence
of breast cancer independent of background intensity (density) is to compute texture
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features on “flattened” images. An example of a flattened image is Dr defined by

Dr(p) = X(p)−mean(X(B(p, r))), (3.1)

where X is the original image and B(p,r) is the disk of radius r centered at pixel p.
However, due to the nonlinearity of the imaging process, the local variation is also a
function of background intensity (Figure 3.4). Thus texture measures extracted from
Dr will still reflect local background intensity (related to density) as seen in Section
3.1.

In order to remove dependence on local variation, the normalized image Nr is
defined by

Nr(p) =
Dr(p)
Sr(p)

, where Sr(p) = std(X(B(p, r))). (3.2)

To explore textures based on these normalized images, Nr was computed using
radii r = 3n+ 1 for n = 0, 1, . . . , 7 (pixels) on full resolution (≈ 50µm per pixel)
mammograms. No structure could be seen for low values of r, but significant linear
structures appeared for larger values of r (Figure 3.5).

An experiment was conducted to discover if the linear structures found in the
normalized images Nr (textures independent of density) could be used as features to
distinguish non-cancer and cancer tissues (Section 3.3).

Figure 3.4: An example of a flattened image. On the left is the original mammogram
X shown in Figure 3.1 (MLO view) and Figure 3.3 (CC view). The bars show the
horizontal and vertical extent of a cancer location. The middle panel is the local
mean subtracted image Dr (Equation 3.1). In this panel, the background has been
set to the minimum value of the image to facilitate the display. The right panel is the
local standard deviation image Sr. Due to the nonlinearity of the imaging process,
the brightest region in X appear as a relatively dark region in Sr. For this example,
r = 5 pixels.
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Figure 3.5: Mammograms normalized using Nr (Equation 3.2). Each panel shows
the normalized image Nr obtained from the image X in Figure 3.4 for values of r =
1, 10, 22 respectively (left to right). The insets in the lower right of each panel show
the region of the known malignant mass (cancer ROI) indicated by the bars in Figure
3.4. The left panel shows essentially no structure for r = 1, but structure emerges
with increasing r. In each panel, the background has been set to the minimum image
value to facilitate display.

3.3 Application of the Local Normalization to Clas-
sify ROIs as Cancer or Non-cancer

In order to determine if texture alone retains any ability to distinguish tissues associ-
ated with cancer from non-cancer breast tissues, the experiment described in Section
3.1 was repeated but with the application of local normalization described in Section
3.2 as an image preprocessing step prior to the step of applying MR8 filter bank. The
same protocol was used to construct the feature space, generate textons, determine
texton maps and construct normalized texton histograms for each ROI. Classification
performance was evaluated using the Fisher classifier in terms of AUC scores.

AUC scores for cancer and non-cancer ROIs classification are shown in Table
3.2 and Figure 3.6.

Classification scores based on texture features independent of density in this
section (Table 3.2) were generally lower than classification scores based on texture
features associated with density in Section 3.1 (Table 3.1). However, this classifi-
cation performance was still quite satisfactory - close to 0.80 for 40 textons. By
applying a paired t-test on the testing AUC scores for classification with prior nor-
malization and AUC scores for classification without prior normalization, there is
no significant difference between them (mean of difference = −0.053, p = 0.06,
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Table 3.2: AUC scores for the application of local normalization to classify cancer
and non-cancer ROIs.

texton dictionary size training AUC scores testing AUC scores
8 textons 0.757 0.697

16 textons 0.788 0.714
20 textons 0.856 0.768
25 textons 0.833 0.659
30 textons 0.869 0.729
34 textons 0.851 0.747
40 textons 0.856 0.796
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Figure 3.6: ROC curves for the application of local normalization to classify cancer
and non-cancer ROIs with 40 textons.
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n = 7). This indicates that the role of texture is significant in classifying cancer and
non-cancer tissue. In addition, this indicates the application of textons for texture
analysis to cancer risk assessment is feasible. Therefore, it is promising to apply a
texton related method to extract texture features independent of density for breast
cancer risk assessment in future studies.
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Chapter 4

Variations of Texton Implementation
for Risk Assessment

The central theme of this thesis is to develop texture analysis methods, and in par-
ticular, texton based methods, to estimate risk of breast cancer. The general idea of
textons described in Section 2.2 of Chapter 2, requires many choices for implemen-
tation. In this chapter, several key variations of textons are considered in order to
determine the most promising implementation. Section 4.1 describes three image
data subsets used for conducting experiments in this chapter. In Section 4.2, the sig-
nificance of texture alone realized by applying the local normalization (Section 3.2)
in estimating risk is established. This section also compares performance based on
CC, MLO and the combination of both view images. In Section 4.3, various widely
applied candidate methods for generating textons are considered and two methods
for clustering - the key step in extracting textons from the feature space - are com-
pared in Section 4.4.

The main algorithm for estimating breast cancer risk used in the remainder of
this thesis derived from studies in this chapter. In particular, it was found that:
textures independent of density achieved surprisingly good risk assessment perfor-
mance compared with textures dependent of density; textons based on local inten-
sities (in N×N neighborhoods) outperform other methods for generating textons;
and clustering based on K-means is somewhat better than fuzzy C-means cluster-
ing (Section 2.4.2). In addition, better estimates of risk were obtained by applying
these methods to CC view images than either MLO ones or the combination of both
(Section 4.2).

The work reported in Chapter 3 indicates that good results are obtained if textons
are computed subsequent to applying the normalization step and they are not statis-
tically different from those without normalization. But the experiments in Chapter
3 are, strictly speaking, not studies in risk assessment. Hence further verification of
the merit of the normalization step was sought and so the algorithm without normal-
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ization was included in the experiments reported in this chapter as another variation
of implementing textons.

Although the major objective of the thesis is to study risk assessment based on
images in years prior to the diagnosis of breast cancer (Chapter 8), longitudinal
data were not available until late in the study. Accordingly, the preliminary ex-
periments reported here were based on classifying mammograms according to BI-
RADS classes (Section 1.3 of Chapter 1) identified by expert radiologists. Thus, in
this chapter, BI-RADS classes act as surrogates for breast cancer risk (the first risk
criteria in Table 2.1).

4.1 Data Set

Three image data subsets were selected from the DDSM data set (Section 1.5) for
conducting the experiments in this chapter; a CC data set, a MLO data set and a
combined CC and MLO data set. Details of these data sets are provided below.
Equal numbers of images were taken from each of the four BI-RADS classes for
each of these three data sets.

Although in this chapter images are classified into BI-RADS classes, the four
classes BI-RADS I - BI-RADS IV may be viewed as representing four classes of
increasing risk. In addition, density classes BI-RADS I and BI-RADS II can be
taken as a low density class while density classes BI-RADS III and BI-RADS IV are
categorized as high density class. Example CC view BI-RADS images are shown in
Figure 4.1.

a b c d

Figure 4.1: Examples of CC view mammogram images from four BI-RADS density
classes; (a) BI-RADS I, (b) BI-RADS II, (c) BI-RADS III, (d) BI-RADS IV.

The CC data set comprises 40 right CC view images in each BI-RADS class
(160 images from 160 different women). Of these 20 in each class were used for
training and the remaining 20 for testing. This data set was used for conducting
the experiment on texture alone with the application of normalization (Section 4.2),
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comparing three methods for texton generation (Section 4.3) and comparing two
clustering methods (Section 4.4).

The MLO data set comprises 40 right MLO view images in each BI-RADS
class (160 images from 160 different women). Of these 20 in each class were used
for training and the remaining 20 for testing. This data set was used for conducting
the experiment on texture alone with the application of normalization (Section 4.2).

The Combined CC and MLO data set comprises both the CC and MLO views
of the right breasts from 80 women (160 images) equally divided between the four
BI-RADS classes. Within each class, 10 CC images and 10 MLO images were used
for training and the remaining 10 CC and 10 MLO images were used for testing. This
data set was used for conducting the experiment on texture alone with the application
of normalization (Section 4.2). In particular, these three image data subsets are used
to study the significance of textures from different view mammogram images to risk
assessment (Section 4.2).

4.2 Application of the Local Normalization to BI-RADS
Classification

The normalization step introduced in Chapter 3 has the additional effect of increas-
ing the noise in the non-breast region relative to the tissue related intensity variation
within the breast region and also produces a band of anomalous texture at the bound-
ary of the breast (Figure 4.2 (c)). To avoid training textons to recognize this region
instead of texture difference between high and low risk tissue, an additional pre-
processing step was included to remove the band of anomalous texture (Figure 4.2
(d)). This was done by eroding the templates described in Section 1.5 (Figure 4.2
(a)) by a circular structure element of 50 pixels (≈ 2.5 mm). In order to compare
all methods fairly, this extra preprocessing step was adopted for all studies reported
in this chapter and all studies reported in the thesis from this point on. These final
templates (Figure 4.2 (b)) were saved for use throughout.

In this chapter, BI-RADS class classification with and without normalization
is compared with the study by Petroudi et al. (Gong and Petroudi [2006]). The
study by Petroudi et al. used the Oxford mammography data set which is not avail-
able generally. In order to do the comparison, the method described by Petroudi et
al. was implemented on the CC data set, the MLO data set and the combined CC
and MLO data set. For ease of exposition, these three algorithms will be referred
to as follows. The term “algorithm with normalization” will be used to refer to the
method proposed in Section 4.2.1.1 with the application of local normalization (Sec-
tion 3.2). The term “algorithm without normalization” will be used to refer to the

59



a b

c d

Figure 4.2: Image preprocessing steps: (a) original breast image with initial breast
boundary, (b) the image in (a) after applying the final image template, (c) the image
in (a) after normalization, (d) the image in (c) after applying the final image template.
The apparent increase in brightness of the breast in (b) is a display artifact. The
brightest pixels in (a) comprise anomalies near the edge of the image outside the
breast and within the LCC label. These are removed in applying the final template
and the intensities within the breast region are rescaled to cover the full range of
display values.
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algorithm without the application of local normalization (Section 4.2.1.1). The term
“Petroudi’s algorithm” will be used to refer to the algorithm in the study of Petroudi
et al. (Section 4.2.1.2).

4.2.1 Experimental Details of Three Algorithms

In this section, experimental details of the three algorithms described above: al-
gorithm with normalization, algorithm without normalization, and Petroudi’s algo-
rithm in BI-RADS classification are introduced.

4.2.1.1 Algorithm with and without normalization

The algorithm with normalization requires setting three parameters: (1) the value of
the radius r used in the local normalization step, (2) the value of N that specifies the
size of the local N×N neighborhood for computing texture features, (3) the value
of K in K-means clustering (equivalently, the number of textons in the texton dictio-
nary). Increasing r results in poorer resolution of local structure (Chapter 3). The
value r = 22 was determined empirically (Chapter 3) to provide a balance between
retaining texture information and sufficient local focus. The value N = 3 was chosen
for the local N×N neighborhood to match previous work reported in the literature
(Gong and Petroudi [2006]). For K-means clustering, K was empirically set to K = 5
for each BI-RADS class, resulting in 20 textons (clusters) in total. The value of K

and the method for applying K-means clustering was also chosen to match the work
by Petroudi et al. (Gong and Petroudi [2006]).

First, every image was normalized (Section 3.2) and then each pixel in the image
of each data subset was replaced by a vector of length eight comprising the eight
normalized intensity values in the 3× 3 neighborhood of the pixel (but omitting
the central pixel p). The breast region was reduced to avoid texture distortion as
described in Section 4.2. The array was sub-sampled by 8×8→ 1 so that every patch
breast tissue of 64 pixels in the original image was represented by a single vector of
length 8. Thus, texture primitives were computed at full resolution, but represented
at the subsampled rate to manage the computational and storage loads. Next, the
local mean of the 3×3 image patch from the normalized image was included as the
9th component of the vector representing the patch.

The second step was to generate the texton dictionary. K-means clustering with
K = 5 was applied to the collection of vectors of length 9 representing the image
patches from the training images within a BI-RADS class. With 5 clusters generated
per class, a texton dictionary of size 20 was obtained.

In the third step, every image patch represented by a vector of length 9 was
assigned a label according to the closest cluster center (texton) in the feature space.
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Figure 4.3: Examples of CC view BI-RADS images (the first row), normalized im-
age patches (the second row), detailed texture features in texton map patches (the
third row) and texton histograms (the fourth row) of the algorithm with normaliza-
tion. Each column corresponds to one of the BI-RADS pattern classes (I - IV from
left to right). Patches in the second and third rows were chosen from the same posi-
tions in the original BI-RADS images.

Pixels outside the breast and on the boundary of the breast were assigned value 0.
This resulted in a texton map for each image ( Figures 4.3 and 4.4). Each image
was subsequently represented by the normalized histogram of textons comprising
the associated texton map excluding texton 0.

Finally, ensemble k-nearest neighbor classifiers (Section 2.5.1) were used to clas-
sify the images into the four BI-RADS pattern classes. Because the classification is
for more than 2 groups (4 density classes) , the rule for breaking a tie in each k-
nearest neighbor classifier learner is “nearest”. That is, if two or more classes are
tied in having the greatest numbers of neighbors of a particular point P, then the class
assigned to P is the one having the closest neighbor to P. The method of searching
the nearest neighbors is exhaustive since there are 20 different texture features. The
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Figure 4.4: Examples of MLO view BI-RADS images (the first row), normalized
image patches (the second row), detailed texture features in texton map patches (the
third row) and texton histograms (the fourth row) of the algorithm with normaliza-
tion. Each column corresponds to one of the BI-RADS pattern classes (I - IV from
left to right). Patches in the second and third rows were chosen from the same posi-
tions in the original BI-RADS images.
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three parameters introduced in Section 2.5.1 for the ensemble k-nearest neighbor
classifier were set to be k = 2, m = 14, n = 50, then k = 2, m = 11, n = 100 and
k = 7, m = 16, n = 163 for the CC data set, the MLO data set and the combined CC
and MLO data set, respectively. The rule for setting these three parameters is given
in Section 2.5.1 of Chapter 2.

In addition to four BI-RADS class classification described above, a separate two-
class classification was conducted. Images from BI-RADS I and BI-RADS II pattern
classes were combined to form a single low risk group and images from BI-RADS
III and BI-RADS IV pattern classes were combined to form a single high risk group.
Note that this process is not the same as sub-sampling the confusion matrix resulting
from four BI-RADS classification.

The whole process of the algorithm with normalization was repeated on the CC
data set, the MLO data set and the combined CC and MLO data set to explore the
influence of different views in breast cancer risk assessment.

The whole process of the algorithm without normalization is similar to the algo-
rithm with normalization except that the normalization step was omitted. The feature
vector associated with each pixel in the image of each data set was of length nine
comprising the eight raw pixel intensity values in the 3× 3 neighborhood instead
of normalized pixel intensity values and the mean of the 3× 3 image patch of the
original image.

4.2.1.2 Petroudi’s algorithm

Petroudi’s algorithm works similarly to the algorithm with normalization. The only
difference lies in the first step, a low-pass filter was applied thus removing local
background but not necessarily local variation. Images were subsampled by a factor
of 25 to 1 (5× 5 patch to 1) in order to match the spatial resolution of the images
used in (Gong and Petroudi [2006]). All the remaining steps were the same as in the
two algorithms above.

4.2.2 BI-RADS Classification Results for Three Algorithms

For the CC data set, the classification performance and confusion matrix for testing
images for the algorithm with normalization are shown in Table 4.1 (a). The classifi-
cation performance and confusion matrix for testing images for Petroudi’s algorithm
are shown in Table 4.1 (b). The classification performance and confusion matrix for
testing images for the algorithm without normalization are shown in Table 4.1 (c).

For the MLO data set, the classification performance and confusion matrix for
testing images for the algorithm with normalization are shown in Table 4.2 (a). The
classification performance and confusion matrix for testing images for Petroudi’s
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Table 4.1: Classification performance tables and confusion matrices for CC view
testing mammograms; (a) the algorithm with normalization, (b) Petroudi’s algo-
rithm, (c) the algorithm without normalization.

(a)

BI-RADS category I II III IV

accuracy
0.700 0.20 0.95 0.70

0.675 0.975

I II III IV
I 14 6 0 0
II 2 4 0 0
III 2 8 19 6
IV 2 2 1 14

(b)

BI-RADS category I II III IV

accuracy
0.70 0.15 0.55 0.55

0.80 0.85

I II III IV
I 14 12 0 0
II 5 3 4 2

III 0 5 11 7
IV 1 0 5 11

(c)

BI-RADS category I II III IV

accuracy
0.70 0.15 0.35 0.60

0.775 0.775

I II III IV
I 14 10 0 0
II 3 3 6 5
III 2 7 7 3
IV 1 0 7 12

algorithm are shown in Table 4.2 (b). The classification performance and confusion
matrix for testing images for the algorithm without normalization are shown in Table
4.2 (c).

For the combined CC and MLO data set, the classification performance and con-
fusion matrix for testing images for the algorithm with normalization are shown
in Table 4.3 (a). The classification performance and confusion matrix for testing
images for Petroudi’s algorithm are shown in Table 4.3 (b). The classification per-
formance and confusion matrix for testing images for the algorithm without normal-
ization are shown in Table 4.3 (c).

4.2.3 Discussion and Conclusion of Three Algorithms

Comparing the classification performance tables and confusion matrices in Table 4.1
(a), (b), (c) with Table 4.2 (a), (b), (c) indicates that the performance of the algorithm
with normalization is comparable to Petroudi’s algorithm. For CC view images (Ta-
ble 4.1 (a) and (b)), the algorithm with normalization performs substantially better
in all four risk groups and performs particularly well in assigning images correctly
to the high risk groups. For MLO view images (Table 4.2 (a) and (b), the same
conclusion was obtained. When it comes to the combined CC and MLO view im-
ages (Table 4.3 (a) and (c)), the algorithm with normalization outperforms Petroudi’s
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Table 4.2: Classification performance tables and confusion matrices for MLO view
testing mammograms; (a) the algorithm with normalization, (b) Petroudi’s algo-
rithm, (c) the algorithm without normalization.

(a)

BI-RADS category I II III IV

accuracy
0.70 0.05 0.75 0.70

0.775 0.925

I II III IV
I 14 13 1 0

II 4 1 1 0
III 1 5 15 6
IV 1 1 3 14

(b)

BI-RADS category I II III IV

accuracy
0.65 0.05 0.25 0.75

0.825 0.850

I II III IV
I 13 13 2 0
II 5 1 3 0
III 1 5 5 5
IV 1 1 10 15

(c)

BI-RADS category I II III IV

accuracy
0.75 0.00 0.50 0.55

0.825 0.800

I II III IV
I 15 13 1 2
II 3 0 4 1
III 0 5 10 6
IV 2 2 5 11

Table 4.3: Classification performance tables and confusion matrices for combined
CC and MLO view testing mammograms; (a) the algorithm with normalization, (b)
Petroudi’s algorithm, (c) the algorithm without normalization.

(a)

BI-RADS category I II III IV

accuracy
0.80 0.00 0.70 0.35

0.800 0.875

I II III IV
I 16 12 2 2
II 3 0 0 0
III 0 6 14 11
IV 1 2 4 7

(b)

BI-RADS category I II III IV

accuracy
0.60 0.00 0.35 0.35

0.70 0.75

I II III IV
I 12 16 0 0
II 0 0 5 4
III 6 4 7 9
IV 2 0 8 7

(c)

BI-RADS category I II III IV

accuracy
0.45 0.00 0.35 0.35

0.700 0.675

I II III IV
I 9 17 0 2
II 4 0 7 6
III 6 3 7 5
IV 1 0 6 7
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algorithm as well.
Comparing Table 4.1 (a) and (c), Table 4.2 (a) and (c), and Table 4.3 (a) and

(c) indicates that normalizing the images before measuring texture features does im-
prove the classification performance. For CC view images (Table 4.1 (a) and (c)), the
algorithm with normalization performs substantially better than the algorithm with-
out normalization in every individual class and performs substantially better in the
overall categories of high density. For MLO view images (Table 4.2 (a) and (c)), nor-
malization seems to have little effect on overall performance but is noticeably worse
in the highest risk class, BI-RADS IV, and noticeably better in the class BI-RADS
II. For combined CC and MLO view images (Table 4.3 (a) and (c)), normalization
provided much better performance in each density class.

These results establish that texture features alone retain information relevant to
assess the risk of breast cancer independently of image density. In fact, since the per-
formance of the algorithm with normalization tended to be better than the algorithm
without normalization and Petroudi’s algorithm, texture may be more important than
background image intensity in BI-RADS class classification. This is perhaps not
surprising since image intensity depends not only on breast density and breast size
(both of which are correlated to breast cancer risk) but also on image acquisition
parameters.

A striking result is that the algorithm with normalization performs better on CC
view images than MLO view images (Table 4.1 (a) and Table 4.2 (a)). In addition,
the performance of the algorithm with normalization is better on MLO view images
than the combined CC and MLO view images (Table 4.2 (a) and Table 4.3 (a)),
especially in the fourth density class. This trend is seen in Petroudi’s algorithm
(Table 4.1 (b), Table 4.2 (b) and Table 4.3 (b)), but the trend is not as strong as the
one of the algorithm with normalization. The reason for this is not clear, nor is it
clear if this difference is due to sampling only or if it reflects an inherent difference
between CC and MLO view images. The latter is plausible. The natural structure
of the breast does seem to vary more in the vertical direction than lateral direction
although this has not been quantified to our knowledge. If this is true, then capturing
the natural variation plus anomalies might require more textons for MLO images
than CC images and suggests that optimal parameters for these views may not be
the same. The notion of developing different algorithms for CC and MLO views
may be important.
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4.3 Comparison of Candidate Methods for Texton Gen-
eration

Three methods for generating textons were compared: MR8 filtering, N×N neigh-
borhoods and Gabor filtering (Section 2.3). In these experiments, only CC view
images were used since they provided better results in the previous section. Since
texture independent of density was shown to play an important role in mammogram
image classification in Section 4.2 above, all the following experiments on breast
cancer risk assessment will focus on texture analysis independent of density as real-
ized by local normalization presented in Section 3.2.

4.3.1 Experimental Details of Three Candidate Methods

In this section, experimental details for applying three candidate methods: MR8 fil-
tering, N×N neighborhoods and Gabor filtering for texton generation are described.

4.3.1.1 MR8 filtering

The experimental details for the method of MR8 filtering were the same as the pro-
cess described above in Section 4.2.1 for the algorithm with normalization using
the CC data set except that the MR8 filter bank (Section 2.3.1) was applied to the
normalized images to construct 8-dimensional feature vectors for texton generation.
The final BI-RADS classification results for testing images for the method of MR8
filtering are shown in Table 4.4 (a).

4.3.1.2 N×N neighborhoods

Experimental details for the method of N×N neighborhoods are exactly the same
as the process described above in Section 4.2.1 for the algorithm with normalization
using the CC data set. The results for the method of N×N neighborhoods are shown
in Table 4.4 (b). They are not the same as the results in Table 4.1 (a), because the
three parameter settings in these two subspace ensemble k-nearest neighbor classi-
fiers are not the same (Section 4.3.2).

4.3.1.3 Gabor filtering

Three versions of using Gabor filters (Section 2.3.3) are presented here: Gabor filter
textons, Gabor oriented features and Gabor oriented textons. As the name suggest,
the first and third methods generate textons. The second method generates features
related to the orientation of tissue texture but does not follow the protocol for textons
in that there is no clustering step.
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Table 4.4: Classification performance tables and confusion matrices for the candi-
date methods for the generation of textons: (a) MR8 filtering, (b) N×N neighbor-
hood method, (c) Gabor filter texton method, (d) Gabor oriented feature method, (e)
Gabor oriented texton method.

(a)

BI-RADS category I II III IV

accuracy
0.35 0.1 0.7 0.4

0.65 0.675

I II III IV
I 7 9 3 6
II 0 2 2 0
III 2 6 14 6
IV 11 3 1 8

(b)

BI-RADS category I II III IV

accuracy
0.7 0.1 0.95 0.6

0.625 1

I II III IV
I 14 6 0 0
II 3 2 0 0

III 2 12 19 8
IV 1 0 1 12

(c)

BI-RADS category I II III IV

accuracy
0.55 0.15 0.75 0.8

0.625 0.825

I II III IV
I 11 7 2 1
II 3 3 2 0
III 3 8 15 3
IV 3 2 1 16

(d)

BI-RADS category I II III IV

accuracy
0.3 0.15 0.4 0.4

0.55 0.675

I II III IV
I 6 5 5 2

II 4 3 3 2
III 6 9 8 8
IV 4 3 4 8

(e)

BI-RADS category I II III IV

accuracy
0.65 0 0.55 0.7

0.75 0.725

I II III IV
I 13 10 5 2

II 4 0 3 0
III 2 7 11 4
IV 1 3 1 14

In the Gabor filter texton method, Gabor filters (Section 2.3.3) were used as the
common filters and so the whole process of conducting the experiment was the
same as the process described above in Section 4.2.1 for the algorithm with nor-
malization. Gabor filters at 10 orientations were used on the CC data set to construct
10-dimensional feature vectors. The final results for the Gabor filter texton method
are shown in Table 4.4 (c).

In the Gabor oriented feature method, after the filter direction map was obtained
with the application of the threshold T = 0.2 and the image template, texture features
were calculated from the filter direction map as the frequencies of maximum filter
response directions omitting the direction labeled with 0. Classification results for
the Gabor oriented feature method are shown in Table 4.4 (d).
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In the Gabor oriented texton method, after the filter direction map was obtained,
the 3×3 neighborhood method was applied on the filter direction map to construct
9-dimensional feature vectors (including the central filter direction). Similar to the
algorithm with normalization using CC data set for texton generation, a total of 20
textons were generated from four BI-RADS classes. For each image, the frequency
of textons generated in this way was taken as the final texture feature excluding the
out of breast region texton label 0. Classification results for testing images for the
Gabor oriented texton method are shown in Table 4.4 (e).

4.3.2 Discussion and Conclusion of Three Candidate Methods

In the classification step using an ensemble k-nearest neighbor classifier, in order
to make comparison, the same parameters were used for three methods described
above. These parameters were different from those used in the algorithm with nor-
malization applied to the CC data set. Because the Gabor oriented feature method
had 11 texture features, unlike the remaining methods of texton generation which
had 20 texture features. In this study, in order to compare the three candidate meth-
ods of texton generation, the three parameters introduced in Section 2.5.1 of the
ensemble k-nearest neighbor classifier were set to be k =2, m = 4, n = 20. The
limitation here was that the parameter m (the number of features) could not be over
11.

According to the results above (Table 4.4), the N ×N neighborhood method
seems to be the best for texture feature calculation with textons. Gabor filtering is
in second place but the performance depends on how Gabor filtering is applied. In
comparison with the two methods above, MR8 filtering does not perform as well.
Similar trends were reported in the literature. Varma and Zisserman found that per-
formance obtained from N×N neighborhoods was as good or better than standard
textons based on filter banks in texture image classification with Columbia-Utrecht
database (Varma and Zisserman [2003]). Petroudi et al. applied 3×3 neighborhood
method to classify mammogram images and, like Varma and Zisserman, found that
performance matched that of standard filter banks (Gong and Petroudi [2006]).

In summary, for further study of risk assessment in this thesis, N ×N neigh-
borhoods and Gabor filtering will be considered. But the way of applying Gabor
filtering needs to be explored.

4.4 Comparison of Two Clustering Methods

From the conclusions obtained above (Sections 4.2.3 and 4.3.2), CC view mammo-
grams seem better suited for risk assessment of BI-RADS class classification and
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3×3 neighborhood method is the best texton related method for texture feature cal-
culation from the normalized images. Thus the data set of CC view images and
3× 3 neighborhood method will be used to conduct the experiments of comparing
K-means and fuzzy C-means clustering.

The experiment using 3× 3 neighborhood method, K-means clustering and the
CC data set was conducted in Section 4.2.1 already and the results obtained were
shown in Table 4.1 (a). The whole process of this experiment was repeated by us-
ing fuzzy C-means (Section 2.4.2) instead of K-means. In order to compare these
two clustering methods, the same number of clusters (overlap parameter) used in
K-means experiment were generated from the training images within a BI-RADS
class using fuzzy C-means clustering. The remaining parameters were optimized
for fuzzy C-means clustering and were not the same as for K-means clustering. The
three parameters in the ensemble k-nearest neighbor classifier were the same in the
two experiments. Thus, in the last classification step, an ensemble k-nearest neigh-
bor classifier was used to show the risk classification performance for testing images
for each clustering method with the same parameter settings as in Section 4.2.1. The
results for BI-RADS class classification with fuzzy C-means clustering are shown in
Table 4.5.

Comparing the results in Table 4.1 (a) of K-means clustering with the results in
Table 4.5 of fuzzy C-means clustering, generally K-means clustering works better
than fuzzy C-means clustering in BI-RADS classification for risk prediction. In
addition, K-means clustering has been used more commonly in the literature than
fuzzy C-means clustering in texton generation in texture image classification. Thus
only K-means clustering will be considered in the following study on texton related
risk assessment.

Table 4.5: BI-RADS classification performance table and confusion matrix for test-
ing images using fuzzy C-means clustering instead of K-means clustering (Table 4.1
(a)).

BI-RADS category I II III IV

accuracy
0.50 0.25 0.70 0.65

0.65 0.95

I II III IV
I 10 4 0 0
II 6 5 1 1
III 3 9 14 6
IV 1 2 5 13
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Chapter 5

Texture and Region Dependent Risk
Assessment

A key question in computer-aided risk assessment is whether patterns relevant to
breast cancer risk are concentrated in a particular region or spread throughout the
breast. Huo et al. (Huo et al. [2000, 2002]) consistently selected a ROI of 256×256
pixels from the central breast region behind the nipple, regardless of the breast size,
to classify images into high or low risk groups. Texture features were extracted from
local gray-level variation analysis and an average AUC score of 0.91 was obtained
in classifying BRCA1/BRCA2 mutation carriers and non carriers. They also found
that high risk images tended to be dense and mammographic patterns appeared as
a coarse low contrast texture. Choosing the central region behind the nipple is rea-
sonable since this region is usually the densest part of the breast and density is a
significant indicator of breast cancer risk (Huo et al. [2000], Li et al. [2008]). In
2004, the same group, studied the effect of ROI size and location on breast cancer
risk again using the BRCA1/BRCA2 mutations to assign high and low risk groups
(Li et al. [2004]). Five ROIs were selected manually from left CC view images:
(A) the central breast region immediately behind the nipple, (B) the upper central
breast region, (C) the lower central breast region, (D) the center of the central breast
regions, and (E) the central left breast region. Their results showed that the size of
the ROI was not important but there was a statistically significant decrease in clas-
sification performance as the ROI location varied from the central region behind the
nipple (A) to other locations (B, C, D, and E). In 2008, they applied power law spec-
tral analysis to mammograms to distinguish BRCA1 and BRCA2 mutations carriers
from non carriers (Li et al. [2008]). Their power spectral analysis was based on
the power spectrum obtained from discrete Fourier transforms. The central region
(A) was found to provide the best performance. They achieved an AUC score of
0.9 in differentiating 30 BRCA1/BRCA2 gene mutation carriers (high risk) from 60
age-matched non carriers (low risk).
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The main mammographic indicator of breast cancer is the amount and distribu-
tion of the dense tissue. In addition to the density (or its surrogate, intensity), texture
is thought to provide information relevant to risk assessment (Wolfe [1976b]). Sev-
eral studies have appeared on the use of texture for classifying risk (Petroudi et al.
[2003], Gong and Petroudi [2006], Petroudi and Brady [2011]). However, in these
studies, texture and density were considered together (not considered separately).
Although breast density is usually most pronounced in the region just behind the
nipple, whether this holds for texture is not known. Accordingly, in this chapter,
several regions of the breast as well as the full breast were examined separately.

The two best candidate methods for texton generation found in Chapter 4; N×
N neighborhoods and Gabor filtering, were tested on all regions. The former is a
texton feature and the latter ties texture features directly to biological structure and
therefore has the potential to deliver a causal result rather than just an observational
one.

The region just behind the nipple is found to be the most significant local region
for estimating risk, but estimates based on the entire breast perform better. Texton
features are found to perform better than features based on oriented tissue structures.

5.1 Data Set

In this chapter, high risk mammograms were taken to be images of the unaffected
breast from women identified to have cancer (benign or malignant) in the contralat-
eral breast at screening. Low risk mammograms were randomly selected left or right
breast images from women not found to have cancer at screening in either breast (the
third risk criteria in Table 2.1). Images were taken from DDSM database (Section
1.5 of Chapter 1). Only CC view images were selected according to the conclusion
made in Section 4.2 of Chapter 4. Here, the BI-RADS scores were not used as an
indicator of risk. The BI-RADS scores were used only to ensure that the data set
represents a wide spectrum of mammographic appearance. To do this, 40 low risk
and 40 high risk images (by the criterion described above) were taken from each of
the four BI-RADS categories (320 images in total). Within each group and each BI-
RADS class, half the images were randomly selected for training and the remaining
half were reserved for testing.

The preprocessing steps were the same as in Chapter 4, non-breast objects were
removed and erosion of the template by a circular structure element of radius 50 pix-
els was used to further reduce the breast region to generate the final image template
for future use.
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5.2 Delineating Local Regions

In order to study the contribution of different regions of the breast to risk assessment,
six regions were defined. The first three were annular sections centered at the nipple.
These shapes were chosen because breast cancer risk is thought to be associated with
the region just behind the nipple (Huo et al. [2000, 2002], Li et al. [2004, 2008]). The
annular shape was chosen since this seems to be a more natural shape with respect to
the distribution of tissue in the breast than the square regions used in Li et al. [2004].
To define these regions, three landmark points were selected manually: the nipple
and two points (called extreme points) on the boundary of the breast were chosen
so as to maximize the area of the triangle formed by the nipple, and the extreme
points that lie fully within the breast region (Figure 5.1). The two extreme points
were constrained to lie on the same vertical line. Let R denote the distance between
the nipple and the vertical line containing the extreme points. For n = 1, 2, 3, region
Ωn was taken to be the region within the breast and lying at a distance between Rn

and Rn+1 from the nipple where R1 =
1

10R, R2 =
7
15R, R3 =

5
6R and R4 =

6
5R. These

values were chosen to avoid the nipple and separate the remaining central region
of the breast (away from the breast boundary) into annular regions of equal width
(11

30R). The value R4 =
6
5R was set to include a substantial part of the breast beyond

the vertical line containing the extreme points, but the region within Ω3 outside the
breast was, of course, not included. Region Ω6 was the full breast region within
the template, and the remaining two regions were the full central region defined by
Ω5 = Ω1∪Ω2∪Ω3 and the non-central or boundary region defined by Ω4 = Ω6\Ω5.
Since these regions are defined in terms of breast specific landmarks, the regions
scale according to the size of the breast.

5.3 Texture Features and Classification

As stated in Chapter 4, the focus of the thesis is texture analysis based on textons in
breast cancer risk assessment. Thus the local normalization proposed in Section 3.2
was used to separate texture from density of images for all the following chapters.
Two classes of texture features were extracted from the normalized images; texton
features based on pixel intensities in local N ×N neighborhoods with N = 3 and
features based on oriented tissue structures.

5.3.1 Texton Features

The value N = 3 was chosen for three reasons. Firstly, texture analysis based on
N×N neighborhoods with N = 3 is well established in the literature. Varma and
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Figure 5.1: An example of delineating local regions with three landmark points; the
star on the left is the nipple and the two circles on the right are the two extreme
points described in the text.
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Table 5.1: Risk classification performance for different size N×N local neighbor-
hoods for six different regions of the breast from Ω1 to Ω6; (a) total accuracies of
ensemble k-nearest neighbor classifier, (b) total accuracies of SVM classifier, (c)
testing AUC scores from the Fisher classifier.

(a) (b) (c)
3×3 5×5 7×7 3×3 5×5 7×7 3×3 5×5 7×7

Ω1 0.650 0.656 0.631 Ω1 0.688 0.588 0.538 Ω1 0.702 0.597 0.567
Ω2 0.551 0.531 0.550 Ω2 0.607 0.500 0.444 Ω2 0.599 0.517 0.423
Ω3 0.682 0.538 0.581 Ω3 0.681 0.569 0.575 Ω3 0.694 0.523 0.560
Ω4 0.613 0.563 0.588 Ω4 0.594 0.594 0.631 Ω4 0.634 0.612 0.661
Ω5 0.575 0.557 0.563 Ω5 0.619 0.631 0.469 Ω5 0.601 0.625 0.425
Ω6 0.694 0.663 0.650 Ω6 0.713 0.656 0.650 Ω6 0.763 0.648 0.634

Zisserman introduced textons based on N×N neighborhoods and included a com-
parison of performance with values of N = 3, 5, 7, . . . , 19 on the Columbia-Utrecht
database. They found that N = 7 was optimal but only slightly better than N = 3
(96.19 percent accuracy compared to 95.33 percent) and at the expense of a much
larger computational load (Varma and Zisserman [2003]). Petroudi et al. (Gong
and Petroudi [2006], Petroudi and Brady [2011]) used N = 3 to classify mammo-
grams and they compared the performance based on 3× 3 neighborhoods to that
based on 5× 5 neighborhoods. They found no significant difference between the
two neighborhood sizes, but found that computation time for 5× 5 neighborhoods
was significantly longer. Secondly, the performance of using N = 3, 5, 7 was tested
by the author and the best results were achieved with N = 3 (Tables 5.1 and 5.2 in
this chapter and Table B.1 and Table B.2 in Section B.1 of Appendix B). Thirdly,
by taking the image as a discretization of a differentiable surface, the first and sec-
ond partial derivatives at a point suffice to classify all quadratic surfaces, for exam-
ple. Since three points allow estimates of both first and second partial derivatives, a
3×3 neighborhood encompasses all the information needed to assign the best local
quadratic approximation of the image at the central point.

A separate set of textons was constructed for every region Ωn (n ∈{1, 2, 3, 4, 5,
6}) from 160 training images. Let Sn, B denote the set of 40 training images (20 low
risk and 20 high risk) of BI-RADS class B ∈ {I, II, III, IV} restricted to region Ωn.
For a pixel pi in one of the member images of Sn, B, the feature vector associated
with pi was defined as vi = (pi, 1, pi, 2, . . . , pi, 8), where pi, 1, pi, 2, . . . , pi, 8 denote
the image intensity values of the eight pixels sharing either a vertex or edge with pi

(pixels at the edge of an image were not included). The collection of these feature
vectors from the pixels forming the member images of Sn, B formed an 8-dimensional
feature space. K-means clustering with K = 5 was applied to this feature space
resulted in 5 clusters, identified by their centers Tj, j = 1, 2, . . . , 5. These 5 centers
are the textons associated with the set of images Sn, B. Repeating this process for the
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four BI-RADS classes resulted in a total of 20 textons representing region Ωn. These
are the same steps for generating textons as described in Section 4.2.1.1 except that
the textons are specific to each region.

Once the set of 20 textons was established for a particular region Ωn (n ∈{1, 2,
3, 4, 5, 6}), each feature vector vi in Ωn was associated to a texton Tm where m is
such that ‖Tm− vi‖ ≤ ‖Tj− vi‖, j = 1, 2, . . . , 20. Texton map images were formed
by replacing every pixel pi by the associated texton index m. Pixels that were not
part of the breast region of the image (outside of the image template) were assigned
a texton index 0. The histogram of texton indices of the texton map restricted to
region Ωn constituted the texture representation of the region. The histogram did
not include the texton index 0.

5.3.2 Oriented Structure Features

The second class of texture features was derived from the oriented structure of breast
tissue by applying Gabor filters. Filter parameters were chosen to match character-
istics of the perceived tissue structure at the limit of spatial resolution (Figure 5.2).
Oriented structures are derived from the filter direction map introduced in Section
2.3.3. By this criterion, the wavelength (λ ) of the cosine factor of the Gabor filter
kernel was set to be λ = 20, the size of Gaussian envelope (σ ) was chosen to be
σ = 4.2, the phase offset (ϕ) in the argument of the cosine factor of the Gabor func-
tion was set to be ϕ = 0, spatial aspect ratio (γ) specifies the ellipticity of the support
of the Gabor function and its value was chosen to be γ = 0.4, and the half-response
spatial frequency bandwidth (b) was set to be b = 4. With these parameters, 10 filter
orientations at θ = kπ/10, k = 1, 2, . . . , 10 sufficed to resolve orientations of the
tissue structure (Figures 5.2 and 5.3). The Gabor filter bank and associate oriented
structures used here are the same as those introduced in Section 2.3.3 of Chapter 2.
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(a) (b)

Figure 5.2: An example of oriented tissue structures in an image patch of Figure
2.6: (a) oriented tissue structures in the normalized image patch, scale bar repre-
sents 5mm, (b) connected components after thresholding the responses of oriented
Gabor filters. Features are extracted from individual Gabor filter responses (after
thresholding) but in this figure, for illustration only, the connected components from
all the responses are shown together with gray levels indicating the various orienta-
tions.

Gabor filter 1 Gabor filter 2 the combined filters

Figure 5.3: Example of Gabor filters in two consecutive orientations ( 9
10π and π)

of showing only positive intensity parts: (1) From left to right, the first picture is
the Gabor filter at orientation 9

10π . (2) The second picture is the Gabor filter at
orientation π . (3) The last picture is the aggregation of the above two Gabor filters.

An empirically defined threshold of T = 0.20 was applied to the output image of
each oriented Gabor filter (same as Section 4.3.1.3). Connected components in the
resulting binary oriented structure image (Figure 5.2) were extracted. For each con-
nected component, four features were recorded (Figure 5.4): (1) Feature f1 is the
distance from the geometric center of the component to the nipple. (2) Feature f2 is
the angle between the line joining the geometric center and the nipple and the hori-
zontal axis. (3) Feature f3 is the angle between the line joining the geometric center
and the nipple and the major axis of the connected component (the orientation of the
connected component relative to its angular location with respect to the nipple). (4)
Feature f4 is the area of the connected component.

The feature f3 was chosen instead of the orientation of the connected component
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Figure 5.4: Features for oriented tissue structure texture. Feature f1 (not indicated)
is the distance between the nipple and the component which together with feature
f2 gives the location of the component relative to the nipple. Feature f3 is the angle
between the major axis of the elliptical approximation of the component and the line
connecting the centroid of the component to the nipple. Feature f4 is the area of the
component (not indicated).

relative to the horizontal axis subsequent to a preliminary study. A histogram of
connected component orientations with respect to the horizontal axis of the image
resulted in a bimodal distribution while a histogram of connected component ori-
entations with respect to the line connecting the centroid of the component to the
nipple resulted in a distinctly mono-modal distribution centered at, and symmetric
with respect to, the direction from the component to the nipple (Figure 5.5). This
observation is consistent with the general description of oriented breast structure as
favoring alignment towards the nipple (Resier et al. [2011, 2012]). The major axis
of the connected component was taken to be the direction of the largest eigenvalue
obtained by applying principal component analysis (PCA) to the coordinates of the
pixels comprising the connected component.

5.3.3 Risk Classification

The two types of texture features calculated from the 160 training images (20 high
risk and 20 low risk cases for all four BI-RADS classes) were used to train three
classifiers each: an ensemble k-nearest neighbor classifier, a support vector machine
(SVM) with the linear kernel (Section 2.5.3), and a Fisher classifier. Then the trained
classifier was used to classify testing images into high or low risk group, respectively
to show the texture based performance of different regions in risk assessment.
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Figure 5.5: Example histograms of angle features for connected components. Top
row (a), (b), (c) and (d) are four example histograms of feature f3. Bottom row
(e), (f), (g) and (h) are four example histograms of the orientation of the connected
component relative to the horizontal axis.

Table 5.2: Classification performance for texton features with different classifiers;
ensemble k-nearest neighbor classifier, SVM classifier and Fisher classifier.

(a) Texton features of k-nearest neighbor
region low risk high risk total accuracy rank

Ω1 0.650 0.650 0.650 3
Ω2 0.488 0.613 0.551 6
Ω3 0.750 0.613 0.682 2
Ω4 0.588 0.638 0.613 4
Ω5 0.550 0.600 0.575 5
Ω6 0.775 0.613 0.694 1

(b) Texton features of SVM
region low risk high risk total accuracy rank

Ω1 0.788 0.588 0.688 2
Ω2 0.700 0.513 0.607 5
Ω3 0.800 0.563 0.681 3
Ω4 0.425 0.763 0.594 6
Ω5 0.675 0.563 0.619 4
Ω6 0.850 0.575 0.713 1

(c) Texton features of Fisher
region training AUC testing AUC rank

Ω1 0.861 0.702 2
Ω2 0.682 0.599 6
Ω3 0.879 0.694 3
Ω4 0.832 0.634 4
Ω5 0.809 0.601 5
Ω6 0.890 0.763 1
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Table 5.3: Classification performance for oriented tissue structure features with dif-
ferent classifiers; ensemble k-nearest neighbor classifier, SVM classifier and Fisher
classifier.

(a) Oriented tissue features of k-nearest neighbor
region low risk high risk total accuracy rank

Ω1 0.538 0.513 0.526 5
Ω2 0.575 0.425 0.500 6
Ω3 0.563 0.613 0.588 2
Ω4 0.600 0.675 0.638 1
Ω5 0.500 0.588 0.544 3
Ω6 0.575 0.513 0.544 3

(b) Oriented tissue features of SVM
region low risk high risk total accuracy rank

Ω1 0.525 0.438 0.481 6
Ω2 0.588 0.413 0.500 5
Ω3 0.588 0.525 0.556 4
Ω4 0.635 0.563 0.599 2
Ω5 0.625 0.500 0.563 3
Ω6 0.638 0.563 0.600 1

(c) Oriented tissue features of Fisher
region training AUC testing AUC rank

Ω1 0.500 0.438 6
Ω2 0.538 0.450 5
Ω3 0.638 0.513 3
Ω4 0.625 0.650 1
Ω5 0.673 0.513 3
Ω6 0.625 0.600 2
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5.4 Results

Classification performance based on texton features for local regions and the full
breast using ensemble k-nearest neighbor classifier, SVM and the Fisher classifier
are shown in parts (a), (b) and (c) of Table 5.2, respectively. Classification results
based on oriented tissue structure features for local regions and the full breast using
ensemble k-nearest neighbor classifier, SVM and the Fisher classifier are shown in
parts (a), (b) and (c) of Table 5.3, respectively. Results in part (a) of Tables 5.2
and 5.3 list the accuracy scores of low risk and high risk group image classification
found by ensemble k-nearest neighbor classifier. In part (a) of Table 5.2, the values
of k (the number of nearest neighbors) was k = 3 for each region. The remaining
parameters for the ensemble k-nearest neighbor classifier are the number of features
and the number of learners, which were set to 3 and 60, respectively. Details on
the implementation of the ensemble classifier including setting of parameters are in
Section 2.5.1 of Chapter 2. In part (a) of Table 5.3, the value of k was set to be 5 for
each region. The number of predictors and number of learners, were set to 9 and 79,
respectively. In parts (a) and (b) of Tables 5.2 and 5.3, the accuracies for the low and
high risk groups are listed separately as well as the total accuracy for each region.
Total accuracy is the average of low risk and high risk image classification accuracies
(proportion of total correct assignments) since the number of testing images in each
risk group is the same. The last column of parts (a) and (b) of Tables 5.2 and 5.3
gives the rank of each region in terms of total accuracy. In part (c) of Tables 5.2
and 5.3, the AUC scores are listed for the training and testing sets of images. The
last column gives the rank of each region in terms of testing AUC score. The rank
provides a quick way to compare the effectiveness of the various regions within each
feature class and choice of classifier.

Two-tailed pairwise t-tests were used to determine if the difference in classifi-
cation performance between texton and oriented tissue structure features could be
explained by chance alone. Thus the total accuracy scores of texton features using
the ensemble k nearest neighbor classifier (Table 5.2 (a)) were compared with the
total accuracy scores of the oriented tissue structure features using ensemble k near-
est neighbor classifier (Table 5.3 (a)). The results indicate that there is a significant
difference between the performance (p = 0.043, n = 6) and the mean differences is
0.07. Similarly, the total accuracies found using the SVM (Table 5.2 (b) and Table
5.3 (b)) were found to be significantly different (p = 0.018, n = 6) with the mean
differences of 0.10 as were the testing AUC scores for the Fisher classifier (Table
5.2 (c) and Table 5.3 (c)) (p = 0.016, n = 6) with the mean differences of 0.23.
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5.5 Conclusion and Discussion

In this chapter, two types of texture measures were used to predict the risk of breast
cancer; one based on textons derived from intensities in N×N neighborhoods (N =

3) and one based on oriented tissue structure features. For each type of texture
feature, three methods were used to assess the quality of risk prediction: accuracy
obtained using an ensemble k-nearest neighbor classifier, accuracy obtained using a
SVM classifier and the AUC score obtained using the Fisher classifier.

Texton measures outperformed oriented tissue structure features in all three clas-
sifiers. According to pairwise t-tests matching regions, the difference was statisti-
cally significant at the p = .05 level in each case (Section 5.4).

The observation that texture based on intensities in N×N neighborhoods out-
performs texture based on oriented tissue structure is perhaps surprising since there
is no known connection between biological properties of breast tissue and the inten-
sity distribution of pixels in 3× 3 neighborhoods. A typical breast cancer cell has
a diameter of 13µm to 15µm (Sastre-Garau et al. [2004]), well below the spatial
Nyquist frequency of the image data which has a spatial resolution of approximately
50µm per pixel. Thus the observed textures do not represent properties of individ-
ual cells, for example. The texture features based on oriented tissue structure were
chosen with the expectation that variation in this structure would be more likely
associated with properties of breast tissue and cancer than the apparently arbitrary
features based on N ×N neighborhoods. The opposite is indicated by the results
found here. Although the author is not aware of any biological explanation for this
observation, other studies have found that classification based on N×N neighbor-
hoods provides classification equal to, or superior to, classification based on texture
features extracted from filter banks that, a priori, seem to be better suited to the task
(Varma and Zisserman [2003]).

Leaving aside the biological interpretation, features based on N×N neighbor-
hoods did provide better prediction of breast cancer and hence these will be the focus
of further discussion. Generally, results from the three classifiers (parts (a) - (c) in
Table 5.2) indicate that region 1, the region just behind the nipple, provides more
information regarding breast cancer risk than any other single region of the breast.
This observation is consistent with previous research (Li et al. [2004]) in classifying
two risk groups based on BRCA1/2 gene risk factor. Interestingly, region Ω3 at the
back of the breast (closest to the chest wall) also presents good prediction perfor-
mance. However, region Ω2, situated between Ω1 and Ω3 provided relatively poor
prediction. The author is not aware of previous observations along this line and this
was not observed in Li et al. [2004].

On the other hand, classification results from oriented tissue structure features
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indicate that region Ω1 is consistently poor while region Ω4 is consistently high
compared to other oriented tissue feature results. The full breast region Ω6 ranks
among the top three regions in all oriented tissue structure feature classification.
However, the classification scores from oriented tissue structure are so weak gener-
ally, that none of the regions demonstrate a serious contribution to breast cancer risk
assessment.

Comparisons between the study in Li et al. [2004] and this study must be made
judiciously. The study in Li et al. [2004] focused on distinguishing mammograms
of BRCA1 / BRCA2 gene-mutation carriers (high risk) from non carriers (low risk).
Here, high risk and low risk are defined as having cancer found in the current screen-
ing round or not. Both criteria measure breast cancer risk indirectly and neither
can be viewed as a gold standard for breast cancer risk (no such gold standard ex-
ists). Since the two studies use different criteria for breast cancer risk, identical
results cannot be expected. In addition, the features measured in this study were
obtained from locally normalized images (background intensity independent texture
features). Direct comparison can be made with Keller et al. (Keller et al. [2012],
where the unaffected breast in cancer cases were used as the high risk group, and
randomly selected breasts from cases with no cancer detected were used, as the low
risk group as was done here. They found that absolute measures of density resulted
in AUC scores of 0.65− 0.67, percent density resulted in an AUC score of 0.57
and shape-location features resulted in an AUC score of 0.56− 0.65. A combined
area-volumetric model for density resulted in an AUC score of 0.70. In the study
presented here, the testing AUC score for region Ω6 (Table 5.1 (c)) was 0.763 and
so compares favourably with the study by Keller et al. This indicates the density and
texture independently contribute at similar levels to breast cancer risk assessment.

The purpose of this study was to determine which region of the breast is best
suited for predicting cancer risk based on texture alone. Here, texture alone means
texture independent of local tissue density. As a result, density as a determinant
factor for breast cancer risk is not used in this study.

The shape of local regions in this study are more naturally associated with the
shape of breast and the size of the local regions scale with the size of the partic-
ular breast. This seems more reasonable than choosing regions of fixed size and
rectangular shape. Nevertheless, the results in this paper largely agree with Li et
al. (Li et al. [2004]) in that the best local region is the one just behind the nipple.
The regions used in Li et al. (Li et al. [2004]) were smaller and results were not
compared with the full breast. The regions used here are the largest possible that
roughly coincide with natural regions of the breast. Even if smaller regions could,
in principle, provide better risk assessment, the actual improvement would be mit-
igated by the problem locating these small regions consistently and automatically
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within each breast. Due to natural changes in the breast, differences in acquisition
parameters, positioning during acquisition and the folding of soft tissue during com-
pression, identifying small regions, even in the same breast in consecutive visits, is
very difficult (Ma et al. [2010]). For these reasons and the fact that Li et al. (Li et al.
[2004]) found that window size had essentially no effect, exploring a variety regions
of different sizes has not been pursued.

In this study, the best prediction of breast cancer risk was obtained by consider-
ing the full breast. Thus despite confirming that the single best local region is the
region just behind the nipple, the signs of breast cancer risk are not diluted by con-
sidering other regions, but instead are enhanced. This observation was not expected
given that region Ω5, obtained by combining regions Ω1, Ω2, and Ω3 did not yield
very good prediction results and region Ω4, comprising the region of the breast lying
outside the union of regions Ω1, Ω2 and Ω3, also did not yield very good prediction
results.

The two surprising observations in this chapter are that features from 3×3 pixel
patches outperform features from oriented tissue structures and that textures mea-
sured over the full breast outperform individual regions - may have a common ex-
planation, namely the global nature of textons. Textons represent clusters in feature
space from vectors representing the entire image (or region) while the oriented tis-
sue structure features are strictly local. In addition, textons computed over the entire
breast are not expected to be the same as the aggregate of textons computed over
individual regions. If Ti denotes the set of textons found by clustering the feature
vectors from region Si, i = 1, 2, and T denotes the set of textons found by clustering
the feature vectors from region S = S1∪S2, then T1∪T2 need not have any elements
in common with T . The elements of T are more likely to encompass the variation
of appearances in S than the elements of T1∪T2 which may duplicate several main
patterns.
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Chapter 6

Higher-order Textons

In this chapter, a method is proposed for extending the notion of textons discussed
thus far to higher-order textons. Higher-order textons are a novel extension of tex-
tons developed by the author in the course of this study.

Section 6.1 introduces the background for developing higher-order textons. Sec-
tion 6.2 presents the theory for generating higher-order textons and shows the po-
tential of higher-order textons for the classification of texture images with a toy
example. Different implementations of higher-order textons are compared in Sec-
tion 6.3. Texture features calculated from both first-order and higher-order textons
are found to perform better than texture features computed from first-order textons
alone. Section 6.4 proposes a modified method for generating higher-order textons,
which is more reasonable theoretically.

Higher-order textons presented in this chapter will be used for the final temporal
breast cancer risk assessment study in Chapter 8.

6.1 Introduction

In order to incorporate the spatial distribution of the texton map, a natural extension
is to study the spatial co-occurrence of textons over the image. Schmid (Schmid
[2001]) computed “generic descriptors” (textons) based on a “Gabor-like” filter bank
and considered spatial frequency clusters. This second-order texton analysis (though
not referred to as such) was found to improve image retrieval. However, Varma
and Zisserman (Varma and Zisserman [2005]) found that orientation co-occurrence
statistics did not improve texture classification.

By Taylor’s theorem, higher order polynomial approximations require higher-
order derivatives, which in the discrete setting of image analysis, translates to larger
neighborhoods to allow numerical estimates of the required derivatives. Theoreti-
cally, there is no limit as to how well the surface may be approximated by consid-
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ering ever higher-order derivatives and hence ever larger neighborhoods. However,
such computations are not practical. First, numerical estimates of high-order deriva-
tives are notoriously unstable. Second, a neighborhood of diameter N results in a
feature space of the order of N2 and so becomes cumbersome for large N. Third,
the assumption that the image intensity surface is well approximated by a highly
differentiable function is often not valid in images where texture is important. (As
an aside, projection images such as the mammograms are inherently represented by
discontinuous intensity surfaces.) For these reasons, a more practical approach to
capture texture beyond simple low order approximations is to consider patterns of
these local low order approximations. Second-order textons capture patterns of first-
order textons. As an example, the intersection of two ridges would require a fourth-
order polynomial approximation and thus requires a single neighborhood of size
5×5. However, the pattern of quadratic approximations on the nine 3×3 neighbor-
hoods within the 5×5 patch also determines this structure as a combination of local
quadratic approximations. The labels associated with these local quadratic structures
form the second-order feature vector on which the second-order texton is based. The
advantages are that only low-order derivatives (which are numerically more stable)
are used, low-dimensional feature spaces are considered (9-dimensional instead of
25-dimensional), and the model assumes only a twice differentiable function instead
of a four-times differentiable function.

Although the theoretical basis for the method may be explained in terms of dif-
ferentiable models of the intensity surface, derivatives are not computed explicitly
and polynomial models are not constructed. The implementation relies solely on the
patterns of local intensity values.

In this chapter, a general notion of higher-order textons is introduced. Second-
order textons are textons defined on texton maps and third-order textons are textons
defined on second-order texton maps and so on. In general, applying filters to texton
maps is meaningless since the values comprising the texton map are labels and so
carry no rank information. This is similar to the maximum Gabor response method
of generating first-order textons by Gabor filter presented in Section 2.3.3 of Chap-
ter 2. However, higher-order textons do make sense if the process of extracting the
features used to construct textons does not involve arithmetic. The N ×N neigh-
borhood intensity features considered by Varma and Zisserman (Section 2.3.2 of
Chapter 2) do not require arithmetic, for example. In this method, each pixel in an
image is represented by the feature vector of image intensity values in the N×N

neighborhood of the pixel. Because the N×N neighborhood involves no arithmetic,
this version of texton analysis may be applied to the texton map and, iteratively, to
higher-order texton maps. Other examples of texture features that do not require
arithmetic include features based on gray scale dependence matrices, also known as
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co-occurrence matrices (Haralick et al. [1973]) and run length statistics (Galloway
[1975]). The restriction against the use of arithmetic only applies to second and
higher-order textons. Any method for constructing textons may be used to arrive at
the first-order texton map.

6.2 Higher-order Textons

A general framework for higher-order textons is as follows. Let X0 = {X0
1 , X0

2 , . . .,
X0

q } denote a collection of images or a single image (q = 1) and let pi, j denote
pixel j in image X0

i . Let f 1(i, j) denote the feature vector of length L1 obtained
by computing L1 features associated with pixel pi, j. The components of f 1(i, j)

may be outputs from linear filters or other descriptors of local phenomena. There is
no restriction to the method of feature extraction used in this step. The collection
f 1(i, j) over i and j is viewed as a set of points in an L1-dimensional feature space.
A clustering method is applied to the feature space to identify a set of clusters T 1

1 ,
T 1

2 , . . ., T 1
n1

. These clusters are the first-order textons. For each i, a new image X1
i

is formed by assigning label s ∈ 1, 2, . . . , n1 to pixel pi, j where s is the index of the
cluster closest to f 1(i, j) in the feature space using an appropriate norm (usually the
Euclidean distance). The images X1

i are called the first-order texton maps. First-
order textons are the same as textons considered in previous chapters and first-order
texton maps are the same as texton maps, etc.

Second-order textons are obtained by constructing local feature vectors f 2(i, j)

of length L2 on X1 ={X1
1 , X1

2 , . . . , X1
q }. The features comprising the components

of f 2(i, j) must not involve arithmetic operations. Except for this key point, the
remaining steps are the same. Thus, a clustering algorithm (not necessarily the same
one as used for first-order textons) is applied to the L2-dimensional feature space to
form the second-order textons T 2

1 , T 2
2 , . . . , T 2

n2
and so on (Figure 6.1). The number of

textons at each level (texton order) is not necessarily the same. Final representation
or classification can be based on the full collection of textons over all levels or a
sub-collection.

The following toy example shows that two images (in this case strings) may
be indistinguishable by first- and second-order textons but distinguishable by third-
order textons. Consider two 1-dimensional binary images X0 and Y 0, each compris-
ing m entries labeled 1 and the rest labeled 0. Specifically, the distributions of 1s in
X0 is random but in Y 0 all the 1s appear separated by exactly two 0s (except the first
and last 1). ThusY 0 = (...., 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 1, ..., 0, 0, 1, 0, 0, 1, 0,
0, 1, 0, 0, 0, 0 . . .). The feature vector at position i is f (i) = ( f1(i), f2(i)), where
f1(i) = Y 0(i−1) and f2(i) = Y 0(i+1). For string Y 0, the feature space obtained by
plotting f (i) for all i appears in Figure 6.2 (a). Here A is a large value that depends
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a b

c d

Figure 6.1: Examples of texton maps: (a) the locally normalized image, (b) the first-
order texton map, (c) the second-order texton map, (d) the third-order texton map.
The first-order texton map for X1 is the second- order texton map of X0 and so on.
The insets show texture patterns in a patch of size 250× 220 from the same location.
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(b)
2 m 0 0

f 2
2 1 0 0 m

0 B m 0
0 1 2

f 2
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(c)
3 0 0 m 0
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f 3
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f 3
1

(d)
3 0 0 m 0
2 2 m-2 0 0

f 3
2 1 0 0 0 m

0 D 2 0 0
0 1 2 3

f 3
1

Figure 6.2: First-, second- and third-order feature spaces for the toy example in
section 6.2: (a) the feature space for both X0 and Y 0, (b) the feature space for both
X1 and Y 1, (c) the feature space for X2 and (d) the feature space for Y 2. A, B, C, D
and m are constants that depend only on the length of the strings and not the patterns
of 1s and 0s.

on the length of the string and it is assumed that A� m. Since the resolution in the
feature space is low, clustering is not quite meaningful, but a reasonable analog is
to accept three clusters T 1

1 = (0, 0), T 1
2 = (1, 0) and T 1

3 = (0, 1). The clusters T 1
j ,

j = 1, 2, 3 are first-order textons. With this choice of clusters, the texton map for Y 0

is given by Y 1 = (..., 0, 0, 0, 1, 0, 2, 1, 0, 2, 1, 0, 2, 1, ..., 2, 1, 0, 2, 0, 0, 0, . . .). If
the same process is applied to Y 1, the feature space becomes Figure 6.2 (b). Here
f 2
1 and f 2

2 are used to indicate second-order features. The number B is large and
again depends on the length of the string. A natural set of clusters is T 2

1 = (0, 0),
T 2

2 = (1, 0), T 2
3 = (0, 2), T 2

4 = (2, 1). These clusters are the second-order textons.
If all the 1s in X0 are sufficiently separated (as expected since m is small com-

pared to the length) then the first-order and second-order feature spaces of X0 are
identical to the first- and second-order feature spaces of Y 0. However, if the process
is applied once more, then the third-order feature spaces for X0 (Figure 6.2 (c)) and
Y 0 (Figure 6.2 (d)) are different. Hence third-order textons distinguish X0 and Y 0

while lower orders do not.
Computing higher-order textons requires no new techniques. First-order textons

are exactly conventional textons. Computing conventional textons requires a choice
of filter bank and a choice of clustering algorithm but is otherwise straightforward.
This process has been described previously (Chapters 2 - 5). Higher-order textons
are computed using exactly the same steps as first-order textons except the labeled
texton image (the texton map) from the previous order texton is used in place of the
original image. The only restriction is that any filter bank may be used for first-
order textons, but higher-order textons are restricted to methods in which the feature
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vectors are constructed without arithmetic.

6.3 Implementations of Higher-order Textons

As the focus of the thesis is on texture analysis independent of density in breast
cancer risk assessment, local normalization (Chapter 3) will be used to separate
texture from density. The purpose of this section is to determine if texture features
calculated from higher-order textons have the potential to improve breast cancer risk
assessment. Two experiments were conducted on the use of higher-order textons in
estimating breast cancer risk: the first using textons based on N×N neighborhoods,
and the second using textons based on Gabor filters.

6.3.1 Data Set

The data set constructed from the DDSM database as described in Section 5.1 was
used in the experiments described in this chapter (the first risk criteria in Table 2.1).
The whole breast region is used for risk assessment since the whole breast region
generally achieved the best performance than other local regions in two risk group
classification (Chapter 5).

6.3.2 Textons based on N×N Neighborhoods

In the first experiment, textons of orders one, two and three were computed based
on pixel values in N×N neighborhoods from normalized images. The procedure
of first-order texton generation presented below is the same as the one described in
Section 5.3.1 for each region Ωn but with more details. Each pixel p was replaced
by a vector of length N2 − 1 comprising the N2 − 1 normalized intensity values
in its N ×N neighborhood (excluding the central pixel p). Then the image array
was sub-sampled by 5× 5 −→ 1 so that every breast tissue patch of 25 pixels of
the background intensity independent image was represented by a single vector of
length N2−1.

In order to avoid missing any fundamental textures from different parenchymal
patterns during the construction of the texton dictionary, a separate 5-texton sub-
dictionary was constructed for each training BI-RADS class. To do this, separate
K-means clustering with K = 5 was applied to the N2−1-dimensional feature space
generated by the training images in each of the four BI-RADS classes. The four
5-texton sub-dictionaries were combined into a single dictionary of 20 textons. The
value K = 5 in the K-means clustering steps was selected since this was the smallest
value of K resulting in a mono-modal distribution for each texton feature over the
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set of training images.
With the 20 textons, the first-order texton maps were generated for the 320 mam-

mograms. Pixels outside the template regions were assigned the special texton index
0 and so the first-order texton map comprised 21 texton indexes. Second-order tex-
ton dictionaries were generated similarly using the first-order texton maps as input
and using the labels in N×N neighborhoods to construct feature vectors of length
N2− 1. The same clustering process was used and pixels in the first-order texton
map were replaced by the index of the second-order textons to arrive at second-
order texton maps. Finally, third-order texton maps were constructed in the same
way but with the second-order texton maps as input. Consequently, each image was
represented by the distribution of the 60 textons (20 for each texton order).

Three classifiers, an ensemble version of k-nearest neighbor classifier, a SVM
with linear kernel, and a Fisher classifier were trained and tested for estimating risk
based on first-, second- and third-order texton features and combinations thereof.
The texton label 0 was omitted from these calculations.

This entire process was repeated for N = 3, 5 and 7.

6.3.3 Textons Based on Gabor Filters

In the second experiment, first-order textons were computed from the responses of
Gabor filters which are commonly used in texton construction (the Gabor filter bank
method presented in Section 2.3.3).

Every pixel p was replaced by a vector of length 10 comprising the 10 Gabor
filter responses of pixel p. Similar to the steps for generating textons based on N×N

neighborhoods (Section 6.3.2), the resulting array of vectors was sub-sampled by
5×5→ 1 so that every breast tissue patch of 25 pixels was represented by a single
vector of length 10.

In the same way as presented in Section 6.3.2, 20 first-order textons were gen-
erated in total from the 10-dimensional feature space of training images of all four
BI-RADS classes. Then first-order texton maps were generated from these first-
order textons.

Applying Gabor filters again to texton maps is meaningless since it incorporates
arithmetic operations and so second- and third-order textons were computed using
3×3 neighborhood representations as described in Section 6.3.2. The 160 training
images were used to train the three classifiers and the resulting classifiers were tested
on the 160 testing images.
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Table 6.1: Risk classification performance for N×N neighborhood experiments with
different sizes of N×N neighborhoods: (a) total accuracies of ensemble k-nearest
neighbor classifier, (b) total accuracies for the SVM classifier, (c) testing AUC scores
for the Fisher classifier.

(a)
texton order 3×3 5×5 7×7

1st 0.663 0.644 0.625
2nd 0.526 0.613 0.550
3rd 0.526 0.500 0.588

1st & 2nd 0.675 0.638 0.613
1st & 3rd 0.576 0.657 0.606
2nd & 3rd 0.507 0.563 0.588

1st & 2nd & 3rd 0.663 0.644 0.638

(b)
texton order 3×3 5×5 7×7

1st 0.713 0.656 0.650
2nd 0.594 0.544 0.519
3rd 0.563 0.500 0.538

1st & 2nd 0.744 0.631 0.613
1st & 3rd 0.688 0.650 0.588
2nd & 3rd 0.588 0.544 0.581

1st & 2nd & 3rd 0.732 0.650 0.600

(c)
texton order 3×3 5×5 7×7

1st 0.760 0.648 0.634
2nd 0.636 0.558 0.563
3rd 0.573 0.532 0.536

1st & 2nd 0.775 0.637 0.582
1st & 3rd 0.728 0.677 0.611
2nd & 3rd 0.597 0.570 0.595

1st & 2nd & 3rd 0.723 0.679 0.590

6.3.4 Results

With three orders of textons, there are seven texton order combinations (1st, 2nd,
3rd, 1st & 2nd, 1st & 3rd, 2nd & 3rd and 1st & 2nd & 3rd). The ensemble k-
nearest neighbor classifier achieved the highest performance score with N = 3 for
three of the seven order combinations and twice each with N = 5 and N = 7 (Table
6.1). For both the SVM and Fisher classifiers, the highest performance was achieved
with N = 3 for every texton order combination (Table 6.1). In addition, the highest
performance over all the texton order combinations was achieved with N = 3 and
the combination of 1st- and 2nd-order textons for every classifier (Table 6.1). This
result, in combination with the fact that larger N results in increased computational
load, motivated the use of N = 3 in computing higher-order textons in the N×N

neighborhood experiment and Gabor filter experiment. Thus further analysis was
focused on the N = 3 results.

The two experiments both used features obtained from 3× 3 neighborhoods to
construct second- and third-order textons. The experiments differed in the method
used to construct first-order textons. For ease of exposition, the method described
in Section 6.3.2 in which first-order textons were based on 3×3 neighborhoods will
be referred to as the 3×3 method and the method described in Section 6.3.3 will be
referred to as the Gabor filter method.
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The classification results from the SVM classifier with the linear kernel were
recorded as the proportion of correct assignments of the testing images for high or
low risk groups separately (Tables 6.2 (b) and 6.3 (b)). For the Fisher classifier, AUC
score was computed for both the training and the testing data (Tables 6.2 (c) and
6.3 (c)). For the ensemble k-nearest neighbor classifier, classification results were
recorded as the proportion of testing images correctly assigned as high or low risk
groups separately (Tables 6.2 (a) and 6.3 (a)). The ensemble method yielded a value
of k = 7 for the 3×3 experiment (Section 6.3.2). The ensemble method requires two
additional parameters; the number of features and the number of learners. These
were 18 and 5 respectively. For the Gabor filter experiment (Section 6.3.3), the
parameter values were k = 25, 19 for the number of features and 45 for the number of
learners. Details on how these parameters are determined have appeared in Section
2.5.1 of Chapter 2. The total accuracy in parts (a) and (b) of Tables 6.2 and 6.3 is
the total proportion of correct assignments.

In order to decide if higher-order textons provide a statistically significant im-
provement over first-order textons alone, 5-fold cross validation was performed us-
ing the Fisher classifier and the AUC score as performance measure. For the 3× 3
method, the best performance was achieved by the combination of first- and second-
order textons albeit the improvement was not statistically significant (Table 6.4).
For the Gabor filter method, the best performance was achieved by the combination
of all three texton orders and this improvement was significant at the p = .05 level
(Table 6.5). For the Gabor filter method, the combination of first- and second-order
textons, the combination of first- and third-order textons, and third-order textons
on their own all performed significantly better at the p = .05 level than first-order
textons alone (Table 6.5).

In order to confirm that the classification performance of 3× 3 method was not
due to chance alone, the Fisher classifier was applied to randomly generated data
matching the experimental data in terms of sample size and numbers of features.
5000 training and testing trials were run for each analogous texton group to deter-
mine the mean and std (standard deviation) of the AUC score for such random data.
For random training data comprising 20 features (analogous to first-, second- and
third-order textons separately), the mean AUC score was 0.701± .033. For random
training data comprising 40 features (analogous to combining two of first-, second-
or third-order textons), the mean AUC score was 0.792±0.030 and for training data
comprising 60 features (analogous to combining textons of all orders) the mean AUC
score was 0.862±0.028. For random testing data, the mean AUC was 0.536±0.028
regardless of the numbers of features.
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Table 6.2: Classification performance for higher-order textons using the 3× 3
method with different classifiers: ensemble k-nearest neighbor classier, SVM classi-
fier and Fisher classifier. The rank for (a) and (b) is based on the total accuracy. The
rank for (c) is based on the testing AUC score.

(a) 3×3 method with ensemble k-nearest neighbor classifier
texton order low risk high risk total accuracy rank

1st 0.713 0.613 0.663 2
2nd 0.463 0.588 0.526 4
3rd 0.463 0.588 0.526 4

1st & 2nd 0.650 0.700 0.675 1
1st & 3rd 0.563 0.588 0.576 3
2nd & 3rd 0.563 0.450 0.507 5

1st & 2nd & 3rd 0.663 0.663 0.663 2

(b) 3×3 method with SVM classifier
texton order low risk high risk total accuracy rank

1st 0.850 0.575 0.713 3
2nd 0.650 0.538 0.594 5
3rd 0.638 0.488 0.563 7

1st & 2nd 0.850 0.638 0.744 1
1st & 3rd 0.838 0.513 0.688 4
2nd & 3rd 0.638 0.538 0.588 6

1st & 2nd & 3rd 0.875 0.588 0.732 2

(c) 3×3 method with Fisher classifier
texton order training AUC testing AUC rank

1st 0.890 0.763 2
2nd 0.852 0.636 5
3rd 0.711 0.573 7

1st & 2nd 0.928 0.775 1
1st & 3rd 0.904 0.728 3
2nd & 3rd 0.762 0.597 6

1st & 2nd & 3rd 0.953 0.723 4
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Table 6.3: Classification performance for higher-order textons using the Gabor filter
method with different classifiers: ensemble k-nearest neighbor classifier, SVM clas-
sifier and Fisher classifier. The rank for (a) and (b) is based on the total accuracy.
The rank for (c) is based on the testing AUC score.

(a) Gabor filter method with ensemble k-nearest neighbor classifier
texton order low risk high risk total accuracy rank

1st 0.350 0.725 0.538 6
2nd 0.413 0.713 0.563 4
3rd 0.525 0.675 0.600 2

1st & 2nd 0.380 0.788 0.584 3
1st & 3rd 0.338 0.788 0.563 4
2nd & 3rd 0.500 0.738 0.619 1

1st & 2nd & 3rd 0.350 0.800 0.575 5

(b) Gabor filter method with SVM classifier
texton order low risk high risk total accuracy rank

1st 0.675 0.588 0.632 2
2nd 0.713 0.500 0.607 3
3rd 0.588 0.550 0.569 5

1st & 2nd 0.688 0.588 0.638 1
1st & 3rd 0.663 0.500 0.582 4
2nd & 3rd 0.650 0.475 0.563 6

1st & 2nd & 3rd 0.650 0.513 0.582 4

(c) Gabor filter method with Fisher classifier
texton order training AUC testing AUC rank

1st 0.874 0.639 2
2nd 0.783 0.539 6
3rd 0.754 0.607 4

1st & 2nd 0.928 0.656 1
1st & 3rd 0.945 0.591 5
2nd & 3rd 0.511 0.470 7

1st & 2nd & 3rd 0.957 0.633 3

Table 6.4: 5-fold cross validation results for the N×N method with N = 3 for all
texton orders. “texton order” refers to the texton order or combination of texton
orders, “mean” is the mean of the AUC scores from the cross validation, “std” is the
standard deviation of the AUC scores from the cross validation, and p-value is the
probability that the mean is different from the mean of the first-order texton (on its
own) by chance alone.

texton
1st 2nd 3rd

1st & 1st & 2nd & 1st &
order 2nd 3rd 3rd 2nd & 3rd
mean 0.764 0.643 0.577 0.772 0.727 0.602 0.729
std 0.064 0.071 0.110 0.057 0.091 0.120 0.087

p-value - 0.002 0.001 0.595 0.080 0.009 0.189
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Table 6.5: 5-fold cross validation results for the Gabor filter method. The rows have
the same meaning as in Table 6.4.

texton
1st 2nd 3rd

1st & 1st & 2nd & 1st &
order 2nd 3rd 3rd 2nd & 3rd
mean 0.486 0.525 0.618 0.630 0.595 0.472 0.646
std 0.087 0.071 0.070 0.086 0.076 0.034 0.047

p-value - 0.481 0.019 0.049 0.019 0.746 0.015

6.3.5 Conclusion and Discussion

As presented in Section 5.3.1, the literature reports that 3× 3 neighborhoods have
been found to be the best choice for applying first-order textons compared to other
N×N neighborhoods. The results found here (Tables 6.1, 6.2 and 6.3 in this chapter
and Tables B.3 and B.4 in Section B.2 of Appendix B) are in keeping with these
trends. N = 3 produces results as good or better than larger values of N in nearly all
situations and reduces run time.

For the data set considered in this study, the SVM classifier provides greater
total accuracy than the ensemble k-nearest neighbor classifier for all texton order
combination for the N×N method (Table 6.2 (a) and (b)) and for five out of seven
texton order combination for the Gabor filter method (Table 6.3 (a) and (b)). Ac-
cordingly, greater store should be placed on the SVM results. The Fisher classifier
cannot be compared directly to SVM or ensemble k-nearest neighbor classifier since
the performance criterion (AUC score) is not the same.

In comparing Table 6.2 (c) to the random data results (Section 6.3.4 Paragraph
5), all orders of textons on their own performed better than could be expected by
chance alone although this was only marginally true for third-order textons. Thus
higher-order textons presented do have positive prediction value for estimating risk
of breast cancer.

Ensemble k-nearest neighbor classification results of testing images (Table 6.2
(a)), SVM classification results of testing images (Table 6.2 (b)) and AUC scores
of Fisher classifier (Table 6.2 (c)) indicate that first-order textons contributed more
to the classification task than any other order of textons taken on its own. The toy
example (Section 6.2) shows that this is not automatically true, but for real images,
this is not surprising since first-order textons interrogate the image most directly.

For both the 3×3 method and the Gabor filter method, the combination of tex-
tons of orders 1 and 2 outperformed textons of order 1 alone (Tables 6.2 and 6.3).
In all these cases, except the case of k-nearest neighbors applied to the Gabor filter
method, the combination of textons of orders 1 and 2 outperformed all other combi-
nations of texton orders. For k-nearest neighbors applied to the Gabor filter method
the combination texton orders 2 and 3 outperformed all others.
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The cross validation results (Tables 6.4 and 6.5) support the finding that combi-
nations of texton orders provide higher performance than first-order textons alone.
Although the improvement was not statistically significant for the 3×3 method (Ta-
ble 6.4), a significant improvement was found for the Gabor filter method for all but
two higher-order textons or texton combinations (Table 6.5). These results indicate
that higher-order textons have the potential to improve on conventional textons.

The results found here can not be compared to studies in which other criteria
for risk were used, such as Wolfe’s patterns (Magnin et al. [1986], Caldwell et al.
[1990], Tahoces et al. [1995]), SCC categories (Byng et al. [1996, 1997]), BI-RADS
classes (Petroudi et al. [2003], Gong and Petroudi [2006]), carriers of BRCA1/2
gene-mutation (Huo et al. [2000, 2002], Li et al. [2010]) or ER receptor status (Kare-
more et al. [2012]). Keller et al. (Keller et al. [2012]) used the same criterion for
risk as this study. Several measures of the distribution of breast density from area-
volumetric model were used to estimate risk resulting in AUC scores in the range of
0.65 to 0.70. Thus the 5-fold cross validated scores of 0.772, 0.727 and 0.720 ob-
tained by the combinations of first- and second-order textons, first- and third-order
textons and first-, second- and third-order textons, respectively, compare favorably
(Table 6.4).

6.4 Label-Independent Higher-order Texton Genera-
tion using N×N Neighborhoods

In the experiments reported in the previous section (Section 6.3), second- and third-
order textons were generated from feature vectors consisting of texton labels based
on first- and second-order textons, respectively. A key point was made that the
computation of feature vectors for higher-order textons must not involve arithmetic
of texton labels. The use of arithmetic was avoided by using the N×N neighbor-
hood method for generating higher-order textons. Even so, the method described
in Section 6.3 depends on the choice of labeling at the clustering stage. Since the
clustering step does use arithmetic, this introduces a theoretically unsatisfactory as-
pect to higher-order textons. Experiments were conducted to ascertain the practical
consequences of this label dependence. Results indicate that the choice of labels
has little effect on actual risk assessment (Table 6.6). Nevertheless, a method for
generating higher-order textons that is truly independent of the choice of labels in
the clustering step is desirable.
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Table 6.6: Classification AUC scores for second-order textons calculated from sev-
eral relabeled first-order texton maps. The second row shows the AUC scores of the
original first-order texton maps. The third row shows the AUC scores when rela-
beling texton 7 and 8 by 21 and 22. The fourth row shows the AUC scores when
relabeling texton 7 and 8 by 25 and 29. The fifth row shows the AUC scores when
relabeling texton 7 and 8 by 25 and 32.

tests of relabeling training AUC scores testing AUC scores
original texton map (7, 8) 0.852 0.636

7, 8→ 21, 22 0.856 0.678
7, 8→ 25, 29 0.817 0.638
7, 8→ 25, 32 0.843 0.638

In this section, a variation on the method for generating textons is introduced
that does not depend on the label assignments in the clustering step. For the conve-
nience of exposition, the higher-order textons discussed in Sections 6.1 - 6.3 will be
referred to as the label-dependent higher-order textons and the textons described in
this section will be called label-independent higher-order textons.

Consider the first-order texton map generated by any of the methods discussed
thus far. Instead of using the texton labels in a neighborhood as components of a
feature vector, the labels in the neighborhood are used to construct a local histogram
of texton labels. If there are 20 first order textons, the local histograms will comprise
20 bins. The feature vector associated with a pixel is the histogram of first-order
texton occurrences in the N×N neighborhood of the pixel. Thus the feature vector
is the vector of length 20 comprising the 20 histogram values. In the clustering step,
the arithmetic operations necessary for determining cluster centers (the second-order
textons) are performed on the histogram values and not on the labels themselves.
Similarly, third-order textons are generated from second-order texton maps, and so
on. Examples of label-independent higher-order texton maps are shown in Figure
6.3.

In label-independent higher-order texton generation, regardless of the labeling
choice, the feature vector values are the same because they are the occurrence of
textons. This means the values of feature vectors are actual number with rank mean-
ing rather than a labeled number with hypothetical meaning. So label-independent
higher-order texton generation is more satisfying theoretically. By using 3×3 neigh-
borhoods for generating first-, second- and third-order textons in this way, the risk
classification performance of different order texton features and the combination of
them are shown in Table 6.7.

According to the results for label-independent higher-order texton generation in
Table 6.7, it seems the inclusion of higher-order textons did not improve the risk per-
formance over using first-order textons alone. However, the performance of higher-
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Figure 6.3: Examples of texton maps for label-independent higher-order texton gen-
eration: (a) the locally normalized image, (b) the first-order texton map, (c) the
second-order texton map, (d) the third-order texton map. The inset shows texture
patterns in a patch of size 250 × 220 from the same location.
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Table 6.7: Classification performance for label-independent higher-order textons us-
ing the 3× 3 method with different classifiers: ensemble k-nearest neighbor classi-
fier, SVM classifier and Fisher classifier. The rank for (a) and (b) is based on the
total accuracy. The rank for (c) is based on the testing AUC score.

(a) Ensemble k-nearest neighbor classifier
texton order low risk high risk total accuracy rank

1st 0.713 0.613 0.663 1
2nd 0.638 0.625 0.631 3
3rd 0.550 0.663 0.588 4

1st & 2nd 0.650 0.638 0.643 2
1st & 3rd 0.613 0.650 0.631 3
2nd & 3rd 0.575 0.688 0.631 3

1st & 2nd & 3rd 0.625 0.638 0.631 3

(b) SVM classifier
texton order low risk high risk total accuracy rank

1st 0.850 0.575 0.713 1
2nd 0.675 0.613 0.644 6
3rd 0.425 0.775 0.600 7

1st & 2nd 0.800 0.538 0.669 3
1st & 3rd 0.825 0.500 0.663 4
2nd & 3rd 0.638 0.663 0.651 5

1st & 2nd & 3rd 0.775 0.613 0.694 2

(c) Fisher classifier
texton order training AUC testing AUC rank

1st 0.892 0.760 1
2nd 0.866 0.615 6
3rd 0.819 0.570 7

1st & 2nd 0.910 0.740 2
1st & 3rd 0.878 0.726 3
2nd & 3rd 0.913 0.626 5

1st & 2nd & 3rd 0.954 0.703 4
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order textons together with first-order textons is not significantly lower than that
of using first-order textons alone. In addition, the above performance was com-
puted without feature selection and cross validation. To some extent, the inclusion
of higher-order textons without feature selection did not weaken the general perfor-
mance too much and the performance reduction might due to the use of redundant
features. In addition, label-independent higher-order textons are theoretically more
suitable and the focus is on measuring texton map from another point of view. As a
result, the issue as to which of these two methods for computing higher-order tex-
tons is taken to be unresolved. In the next chapter, Chapter 7, both methods are used
to compare the contribution of texture and density to risk assessment.
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Chapter 7

Texture versus Density

Density is generally regarded as the most important mammographic risk factor for
cancer (Section 1.3). Here the contributions of texture and density to risk assessment
are compared (the third risk criteria in Table 2.1).

Texture features calculated from higher-order textons generated from the two
methods in Chapter 6 and a single density feature calculated from hint images (Sec-
tion 7.2) are compared in estimating breast cancer risk. In Chapter 5, the compari-
son between the performance of texton features and density features proposed in the
study by Keller et al. (Keller et al. [2012]) showed that the contribution of texture
and density to risk assessment are similar. However, this comparison is not conclu-
sive since the two studies used different mammogram image data sets. In addition,
the study by Keller et al. (Keller et al. [2012]) used feature selection and leave-one-
out cross validation, neither of which were used in the texture study in Chapter 5. In
that chapter, the work by Keller was used only to see if the performance of texture
was reasonable in comparison to density. In this chapter, density and texture are
compared using the same data set, feature selection and proper validation. Hence
the conclusions regarding texture and density reached in Chapter 5 are reassessed in
this chapter using higher-order textons, a common data set and proper validation.

Results indicate that the contribution to breast cancer risk assessment of texture
alone is at least as important as density alone. Combining texture and density fea-
tures does not always perform better than texture or density alone, but depends on
the way texture and density features are combined and the number of texture or den-
sity features used. In addition, texture features calculated from label-independent
higher-order textons seem to perform better than texture features computed from
label-dependent higher-order textons if sequential feature selection and 5-fold cross
validation are used.

The structure of this chapter is as follows: Section 7.1 describes risk classifica-
tion carried out with texture features alone, Section 7.2 describes risk classification
carried out with the density feature alone, Section 7.3 describes risk classification
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carried out with combined texture and density features, Section 7.4 presents the risk
classification results of the previous three sections and Section 7.6 presents conclu-
sions and discussions arising from these results.

7.1 Risk Classification with Texture Features

Two processes for calculating higher-order textons, label-dependent and label-independent,
were described in Sections 6.3.2 and 6.4 of Chapter 6, respectively. Regardless of
which of these two higher-order texton generation methods are used, there is a to-
tal of 60 texture features. (The 20 first-order texton features are the same for each
of higher-order texton generation method.) To determine the performance of tex-
ture alone, two methods of feature selection are tested; sequential backward feature
selection and exhaustive search feature selection. Sequential backward feature se-
lection was applied to the training set of 80 low and 80 high risk images to reduce the
60 texton features to between 1 and 6 features. Exhaustive search feature selection
was used to select between 1 and 4 features using the set of training images. The
final number of features was restricted to 4 in the exhaustive search method due to
computational load. With 4 features chosen from 60 there are

(
60
4

)
= 487,635

combinations to test but with 6 features there are 50,063,860 combinations. The
AUC score was used as the classification criterion. Five-fold cross validation on the
testing set of 80 low and 80 high risk images was used to arrive at an estimate of
classification performance on unseen data. Thus, for sequential backward feature
selection, six prediction classification scores were found: one for the best single
feature, one for the best two features, and so on up to the best combination of 6
features. Similarly, for exhaustive search feature selection, four prediction classifi-
cation scores were found. The reason for choosing 5-fold cross validation is that the
image data set used (the same as in Chapters 5 and 6) is reasonably big and so k = 5
follows the recommendation in the literature (Section 2.6).

7.2 Risk Classification with a Density Feature

In order to compare texture to density, a reliable measure of breast density is needed.
Here, density scores are obtained by imitating the methods introduced by Highnam
et al. (Highnam et al. [2010]) based on the hint model. In this model, scattering of
X-rays through two classes of breast tissue, “interesting” and fat tissue, is differenti-
ated. The fat component is removed leaving behind an image that represents just the
interesting tissue in the breast. A simple normalized sum is then used to calculate
the density estimate. The details of the hint calculation are somewhat opaque so what
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follows is an empirical reconstruction of the algorithm.
Figure 7.1 shows a schematic arrangement during the process of taking a mam-

mogram. The breast is compressed between two paddles meaning that, over the
majority of the breast, the X-rays pass through a constant depth of tissue. Fatty tis-
sue is assumed to absorb uniformly while the scatter due to the parenchymal breast
tissue is modeled as a radially symmetric function, shown in Figure 7.2.

To take account of the non-linear nature of the imaging process, the first step
is to normalize the local variation in the image. This is achieved using the local
normalization of Section 3.2 except the local mean is restored to the image.

The next step is to focus the image by removing the effect of the scatter. The
normalized image is filtered using the scatter function and the result subtracted from
the normalized image. Near the breast boundary, the scatter in the breast can exceed
the local intensity, producing negative values which are a measure of the proportion
of fatty tissue in the breast. By setting all these negative values to zero we are left
with a representation of the “interesting” tissue in the breast (hence the designation
hint).

This processing leaves the dynamic range of the image somewhat compressed
and the final step is to perform histogram equalization to restore that range to one
similar to the original to produce the hint image. The density feature is then simply
the sum of the non-zero elements of the hint image divided by the number of non-
zero elements.

In the implementation of this density feature in this section, 5-fold cross vali-
dation was used on the 80 high and 80 low risk testing image set to estimate the
classification performance according to the AUC score.

Figure 7.1: Schematic of the physical layout of a mammographic X-ray machine.
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Figure 7.2: Radial projection of the scattering filter used in the density feature cal-
culation.

7.3 Risk Classification with Combined Texture and
Density Features

Three methods for combining texture and density features are considered: the aug-
mented feature set method, the reselected feature set method, and the recalculated
feature set method.

7.3.1 The Augmented Feature Set Method

In the augmented feature set method, each of the first five optimal texton feature
sets found with sequential backward feature selection (Section 7.1) was augmented
by the single density feature (Section 7.2), resulting in five feature sets of sizes 2,
3, 4, 5, 6. The performance of these feature sets were evaluated using 5-fold cross
validation on the 160 testing images. Similarly, each of the first three optimal texton
feature sets found with exhaustive search feature selection (Section 7.1) was also
augmented by the single density feature resulting in three feature sets of sizes 2,
3 and 4. Again, the performance of these feature sets were evaluated using 5-fold
cross validation on testing images.
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7.3.2 The Reselected Feature Set Method

In the reselected feature set method, the density feature was added initially to the
pool of the original 60 texture features. Sequential backward feature selection was
then applied to this augmented feature set of size 61 to obtain new optimal feature
sets of size 1, 2, ..., 6 based on the training set. Next, 5-fold cross validation was
used on the testing set to estimate the performance of these six feature sets on unseen
data. Similarly, exhaustive search feature selection was applied to this augmented
feature set of size 61 to obtain new optimal feature sets of size 1, 2, 3, and 4. Again,
5-fold cross validation was used on the testing set to estimate the performance of
these four feature sets on unseen data.

7.3.3 The Recalculated Feature Set Method

In the recalculated feature set method, texture features were calculated from hint

images introduced in Section 7.2 instead of the normalized images used elsewhere
in the thesis. The hint image is different from the normalized image, in that den-
sity information is explicitly retained. Here, label-dependent and label-independent
higher-order texton method (Sections 6.2 and 6.4) was applied to hint images respec-
tively. Thus a total of 60 texton density features was available. Sequential backward
feature selection was used on these 60 higher-order texton density features to reduce
the number of features to between 1 and 6 based on training images. The selected
optimal texton density features were used to classify testing images and the classifi-
cation performance was estimated by 5-fold cross validation. Similarly, exhaustive
search feature selection was used to select a number of features between 1 and 4
based on training images. Again, selected optimal texton density features were used
for risk classification on testing images and the performance was estimated by 5-fold
cross validation.

7.4 Results for Sequential Feature Selection

Risk classification performances for optimal texture features, the density feature,
and the combination of texture and density features with the augmented feature set
method, the reselected feature set method and the recalculated feature set method
obtained from sequential feature selection are presented in Table 7.1 and Table 7.2
(Detailed results are in Tables B.5 to B.12 in Section B.3 of Appendix B).

Risk classification based on density alone is better than risk classification based
on any single texture feature (Table 7.1 and Table 7.2) but lies within one standard
deviation (SD) of the single texture feature result. Density alone does not perform
as well as risk classification based on the best combination of four or more texture
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Table 7.1: Classification AUC scores for the label-dependent higher-order texton
method for texture alone, density alone and the combination of texture and den-
sity according to the augmented method, the reselected method and the recalculated
method. Values are the 5-fold cross validation averages± SD. n denotes the number
of optimal features which were obtained from sequential backward feature selec-
tion. The index set for the texture features comprising the optimal set of n features
is shown underneath. Indices 1−20 are first-order textons, 21−40 are second-order
textons, and 41−60 are third-order textons. The label d is used to denote the single
density feature.

n texture alone augmented reselected recalculated density
1 0.723±0.052 - 0.723±0.052 0.588±0.083 0.740±0.032

{15} - {15} {12} {d}
2 0.719±0.078 0.724±0.057 0.719±0.078 0.674±0.069 -

{11,15} {15,d} {11,15} {12,49} -
3 0.770±0.059 0.725±0.074 0.770±0.059 0.664±0.071 -

{9,11,15} {11,15,d} {9,11,15} {12,49,54} -
4 0.771±0.056 0.759±0.059 0.771±0.056 0.725±0.058 -

{9,11,15, {9,11,15, {9,11,15, {12,49,54, -
49} d} 49} 59} -

5 0.765±0.057 0.761±0.051 0.765±0.057 0.717±0.053 -
{9,11,15, {9,11,15, {9,11,15, {12,30,49, -
49,56} 49,d} 49,56} 54,59} -

6 0.749±0.058 0.773±0.054 0.749±0.058 0.734±0.060 -
{9,11,15, {9,11,15, {9,11,15, {12,30,34, -
49,50,56} 49,56,d} 49,50,56} 49,54,59} -

features, but lies within one SD of all optimal combinations of six or fewer texture
features (Table 7.1 and Table 7.2). Augmenting the best texture feature set with
the density feature, reselecting the best features with density included in the pool
of features, or recalculating the best features dependent of density from hint images
does not always improve the classification.

7.5 Results for Exhaustive Search Feature Selection

Risk classification performances for optimal texture features, the density feature
and the combination of texture and density features with the augmented feature set
method, the reselected feature set method and the recalculated feature set method
obtained from exhaustive search feature selection are presented in Table 7.3 and
Table 7.4 (Detailed results are in Tables B.13 to B.20 in Section B.3 of Appendix
B).
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Table 7.2: Classification AUC scores for the label-independent higher-order texton
method for texture alone, density alone and the combination of texture and den-
sity according to the augmented method, the reselected method and the recalculated
method. All the values have the same meaning as explained in Table 7.1.

n texture alone augmented reselected recalculated density
1 0.723±0.052 - 0.723±0.052 0.476±0.077 0.740±0.032

{15} - {15} {35} {d}
2 0.722±0.084 0.724±0.057 0.719±0.080 0.587±0.121 -

{15,60} {15,d} {15,45} {10,35} -
3 0.718±0.084 0.727±0.083 0.717±0.083 0.658±0.129 -

{12,15,60} {15,60,d} {12,15,45} {10,17,35} -
4 0.751±0.094 0.723±0.086 0.711±0.082 0.688±0.105 -

{12,15,25, {12,15,60, {12,15,34, {12,17,30, -
60} d} 45} 35} -

5 0.756±0.091 0.746±0.093 0.719±0.081 0.679±0.101 -
{4,12,15, {12,15,25, {12,15,34, {10,17,30, -
25,60} 60,d} 40,45} 35,43} -

6 0.775±0.083 0.754±0.091 0.715±0.081 0.684±0.094 -
{4,12,15, {4,12,15, {12,15,34, {10,17,23, -
25,27,60} 25,60,d} 40,43,45} 30,35,43} -

Risk classification based on density alone performs better than risk classification
based on any single texture feature (Table 7.3 and Table 7.4) but lies within one
SD of the single texture feature result. This is also true for risk classification based
on more than one texture features. Augmenting the best texture feature set with
the density feature, reselecting the best features with density included in the pool
of features or recalculating the best features dependent of density from hint images
does not always improve the classification.

7.6 Conclusion and Discussion

Conclusion and discussion for Chapter 7 were made according to classification per-
formance for testing images. Anywhere in this thesis, classification performance
alone indicates classification performance for testing images. Globally, exhaustive
search feature selection finds the maximum performance for training images (Ap-
pendix B.4). However, in this chapter, training results for exhaustive search feature
selection are lower than sequential feature selection (Appendix B.3). This is because
feature selection was optimized over the whole training set. On the full training data,
sequential feature selection was not better than exhaustive search (Appendix B.4).
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Table 7.3: Classification AUC scores for the label-dependent higher-order texton
method for texture alone, density alone and the combination of texture and den-
sity according to the augmented method, the reselected method and the recalculated
method. Values are the 5-fold cross validation averages± SD. n denotes the number
of optimal features which were obtained by exhaustive search feature selection. The
index set for the texture features comprising the optimal set of n features is shown
underneath. Indices 1−20 are first-order textons, 21−40 are second-order textons,
and 41−60 are third-order textons. The label d is used to denote the single density
feature.

n texture alone augmented reselected recalculated density
1 0.723±0.052 - 0.723±0.052 0.588±0.083 0.740±0.032

{15} - {15} {12} {d}
2 0.723±0.055 0.724±0.057 0.723±0.055 0.553±0.066 -

{13,15} {15,d} {13,15} {12,30} -
3 0.715±0.091 0.719±0.064 0.715±0.091 0.664±0.071 -

{13,15,33} {13,15,d} {13,15,33} {12,49,54} -
4 0.729±0.079 0.718±0.089 0.729±0.079 0.725±0.058 -

{13,15,33, {13,15,33, {13,15,33, {12,49,54, -
37} d} 37} 59} -

Table 7.4: Classification AUC scores for the label-independent higher-order texton
method for texture alone, density alone and the combination of texture and den-
sity according to the augmented method, the reselected method and the recalculated
method. All the values have the same meaning as explained in Table 7.3.

n texture alone augmented reselected recalculated density
1 0.723±0.052 - 0.723±0.052 0.588±0.083 0.740±0.032

{15} - {15} {12} {d}
2 0.725±0.077 0.724±0.057 0.721±0.056 0.587±0.121 -

{15,27} {15,d} {15,27} {10,35} -
3 0.718±0.067 0.723±0.055 0.734±0.0937 0.627±0.070 -

{15,16,45} {15,27,d} {15,16,45} {19,35,52} -
4 0.716±0.070 0.729±0.088 0.706±0.058 0.598±0.070 -

{9,15,27, {15,16,45, {9,15,27, {26,35,36, -
41} d} 41} 37} -
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The performance values shown were the average of K-fold cross validation results.
For each fold, the features selected based on the full training data were used but
since these are features were not necessarily optimal for any single fold, sequential
feature selection may (and did) outperform exhaustive search.

Training AUC scores for the whole training data using exhaust search feature
selection are always higher than that of using sequential feature selection (Appendix
B.4). While testing AUC scores for the whole testing data using exhaust search fea-
ture selection are generally lower than that of using sequential feature selection. This
indicates that comparing with sequential feature selection, exhaust feature selection
has bigger possibility of overtraining.

Testing AUC scores for the whole testing data with hold-out validation (training
on the 160 training images and testing on the 160 testing images) are generally
lower than that of using 5-fold cross validation (training on 4 fold testing images and
testing on the remaining 1 fold testing images). This might because straightforward
cross validation involves more variability comparing with 5-fold cross validation.
But k-fold cross validation tends to have higher bias (Hastie et al. [2008]).

Comparing the AUC scores of texture alone obtained with sequential feature
selection (second columns of Tables 7.1 and 7.2) and exhaustive search feature se-
lection (second columns of Tables 7.3 and 7.4), the best AUC scores obtained with
sequential feature selection are better than those obtained with exhaustive search fea-
ture selection for both methods of generating higher-order textons. In consequence,
the following conclusion will be drawn based on the results gained from sequential
feature selection.

From the results in the second columns of Table 7.1 and Table 7.2, texture fea-
tures calculated from the label-independent higher-order texton method perform
slightly better than label-dependent higher-order texton method. This conclusion
is opposite to the one made in Chapter 6 without feature selection and cross valida-
tion. The label-independent higher-order texton method is also more satisfying com-
pared to label-dependent higher-order texton method because it completely avoids
arithmetic operations on label values. Therefore, in the next chapter, only the label-
independent higher-order texton method will be used for carrying out temporal risk
assessment.

For the results in the second and third columns of Table 7.1 and Table 7.2, aug-
menting an optimal set of n texture features with density may reasonably be com-
pared to the same set of features without density (previous row) or with the set of
n+ 1 optimal texture features (same row). In both cases, no clear improvement is
indicated by including density.

From the results in the second and fourth columns of Table 7.1 and Table 7.2,
including density in the original pool and reselecting optimal features did not result
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in density being selected in any of the six optimal combinations. These findings sug-
gest that there may be substantial overlap of the information regarding risk between
density and texture.

Results in the second and fifth column of Table 7.1 and Table 7.2, indicate that
combining texture and density together before feature extraction resulted in lower
AUC scores than texture alone, density alone or the former two methods of com-
bining texture and density. This may be because that density and texture are not
complementary in terms of risk.

The density feature used here is an adaptation of methods for computing vol-
umetric density available from the literature. Performance based on this density
feature alone compares favorably with results using density reported in the literature
(Keller et al. [2012], AUC = 0.70) where the same criterion of risk was used as in
this study. Thus the measure of density used here may be seen as representing the
state of the art.

Risk classification based on four or more texture features performed at least as
well as density alone (Tables 7.1 and 7.2). This indicates the role of texture alone
in risk assessment is as important or more important than that of density alone.
Combining density and texture does not improve risk assessment substantially over
either density or texture alone. As the literature indicates that reliable volumetric
estimates of density are problematic, texture may offer a preferable alternative.

Since higher-order textons (features with index > 20) appear in all combinations
of n features for n ≥ 2, this extension of basic textons is verified to be worthwhile.
However, the full scope of possible texture features has not been explored and so
further improvement may be possible.
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Chapter 8

Temporal Risk Assessment

True risk assessment requires that an estimate is made of who will contract cancer
at a future date. This chapter presents experiments on using textons to assess the
risk of developing mammographically apparent breast cancer (the third risk criteria
in Table 2.1) in two and four years (Section 8.3).

The overall processing strategies for extracting texture features with textons in
this chapter are based on the results of the previous chapters. Thus local normaliza-
tion (Section 3.2) is used prior to feature extraction; the 3×3 neighborhood method
is used to construct feature vectors; only full CC view images are used; only the
label-independent higher-order texton method for generating higher-order textons is
used; classification is based on the Fisher method; and classification performance is
measured according to the AUC score.

In order to develop a method for predicting future cancer based on mammo-
grams, images from screening visits are needed from dates prior to the appearance
of cancer. Since the DDSM data set used in the studies reported in previous chap-
ters does not include temporal sequences of images, the experiments reported in this
chapter use the BSSA data set (Section 1.5) instead. However, the BSSA data set is
smaller than the DDSM data set and, more importantly, does not include BI-RADS
class assignments. Since textons computed in previous chapters were based on dis-
tinct BI-RADS classes, some details of implementation of textons were re-evaluated
in preparation for the temporal study.

Details of the structure of the BSSA data set for the temporal study are intro-
duced in Section 8.1. Section 8.2 presents four preliminary studies to adjust the
texton methods developed on the DDSM data set to the BSSA data set. From Chap-
ter 6, first-order textons make the most significant contribution to classify high risk
and low risk. Using first-order textons only, current breast cancer risk assessment
with digital mammograms obtained satisfactory AUC scores (the third row of Table
6.7 (c) in Chapter 6). As a result, for the convenience of conducting preliminary ex-
periments, the AUC score obtained from just first-order texton features will be used
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as the criterion to choose the final experiment strategy for carrying out the temporal
risk study. The first study examines the possibility of applying textons derived from
the DDSM data set without change to the BSSA data set (Section 8.2.1). The results
indicate that DDSM textons do not perform as well on the BSSA data set as on the
DDSM data set. In the second study, new textons are trained on the BSSA data set
(Section 8.2.2). Although performance based on BSSA specific textons was better
than that of DDSM based textons, the level of performance was limited by the fact
that separate textons could not be computed from different BI-RADS classes. In the
third study, BI-RADS classes were assigned informally by the author (referred to
as in-house BI-RADS classes) and new textons were trained using these in-house
BI-RADS assignments (Section 8.2.3). Because the BSSA data set is of limited size
(100 normal cases and 100 cancer cases), both breasts from cancer cases and normal
cases were used in these studies. Thus breasts destined to develop cancer and the
unaffected breast from the same woman were both included as high risk examples.
However, this attempt failed to improve the performance. In anticipation that the
actual risk of cancer for these two breasts might not be the same, a fourth study was
conducted in which textons were trained separately on breasts destined to develop
cancer and the contralateral breast (Section 8.2.4). In addition, in-house BI-RADS
classes are used to insure wide mammographic appearance of training images. The
strategy described in Section 8.2.4 is adopted to carry out the final temporal study
on risk assessment in Section 8.3.

8.1 Data Set

In the final temporal study (Section 8.3), evidence of risk is tracked separately in
the breast with cancer, referred to as the ipsilateral breast, and the breast without
cancer, referred to as the contralateral breast. The BSSA data set comprises 900 CC
images; for each of the three time periods (current, two year previous and four year
previous), there are 100 images in each of the three experimental groups (ipsilateral
high risk group, contralateral high risk group, and the low risk group) (Table 8.1).

For each experimental group, the 100 available images were divided into two
sets of 50 images each; one set of the 50 was used for training and the remaining
set was reserved for testing. The 50 cases for each group were selected so as to
represent wide mammographic appearance. This was done by informally assigning
images to BI-RADS classes by the author (referred to as in-house BI-RADS classes)
and selecting approximately half the images from each in-house BI-RADS class for
training. The BSSA data set contains fewer images than the DDSM data set and
it is not possible to divide the data set so that every group has equal representation
from all the BI-RADS classes. This limited the representation of mammographic
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Table 8.1: Illustration of the structure of the BSSA data set. n is the number of
images in each experimental group for every time period.

2005, 2006 2003, 2004 2001, 2002
breast current 2 year previous 4 year previous
with ipsilateral ipsilateral ipsilateral

cancer high risk high risk high risk
n = 100 n = 100 n = 100

cancer
cases

breast current 2 year previous 4 year previous
without contralateral contralateral contralateral
cancer high risk high risk high risk

n = 100 n = 100 n = 100

normal random current 2 year previous 4 year previous
cases breast low risk low risk low risk

n = 100 n = 100 n = 100

appearance in the training images.
The preprocessing steps used for the BSSA data set are the same as in Chapters

4, 5, 6 and 7.

8.2 Preliminary Experiments

As the texture analysis method in this thesis was developed from the DDSM data
set, images from the current high risk group and images from the current low risk
group (Table 8.1) were used to conduct preliminary experiments to determine the
most suitable experiment strategy for carrying out the final temporal risk assessment
study. Thus a similar criterion of the surrogate of true risk is used in these experi-
ments as was used in Chapters 5, 6 and 7, the only difference being the use of the
BSSA data set instead of DDSM and, in some cases, using both the ipsilateral and
contralateral images as described below. In addition, since the performance of first-
order texton features is found to be better than higher-order texton features, only
texture features calculated from first-order textons will be used to decide the final
strategy for the temporal risk assessment experiment.

8.2.1 DDSM Textons Applied to BSSA Data

Satisfactory risk classification performance was achieved from texton features com-
puted from images from the DDSM database (Chapters 5, 6 and 7), thus the first-
order texton dictionary learnt from DDSM data set was used to calculate texture
features for the current contralateral high risk and current low risk groups from the
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BSSA data set (Table 8.1). Details of this preliminary experiment are described
below.

Local normalization with r = 22, the 3×3 neighborhood, and sub-sampling with
factor 5× 5→ 1 were applied to every image based on the explanation reported in
Chapter 6.

Next, the first-order texton dictionary learnt from the DDSM data set was used
to construct a texton map for each image. Pixels outside the breast boundary were
found according to the image template and labeled with 0. Final texture features
were the texton frequencies from 1 to 20 excluding the texton index 0.

In the final classification, the Fisher classifier trained by training images of the
DDSM data set was used to classify the 100 current contralateral high and 100 cur-
rent low risk images. Final classification performance was validated by 5-fold cross
validation.

The classification performance for training was AUC = 0.892 and AUC = 0.516
for testing. AUC scores with 5-fold cross validation are shown in Table 8.2. From
these AUC scores, it is obvious that the textons learnt from the DDSM data set are
not suitable for the BSSA data set. The reason for this might be that the subsampling
population used for mammogram collection is very different between these two data
sets, or because the technique and scanners used to digitize these two databases are
very different.

8.2.2 BSSA Textons without BI-RADS Assignments

The experiment in Section 8.2.1 showed that textons trained on the DDSM data set
are not useful for determining risk for images in the BSSA data set. Accordingly, a
new set of textons was computed based on the BSSA data. Since the BSSA data do
not include BI-RADS scores, separate textons could not be derived for the individual
four BI-RADS groups. Instead, K-means clustering with K = 20 was used to simply
determine 20 textons for the entire set of training images. Otherwise, the data set,
the preprocessing steps, methods for generating feature vectors, etc., were all as
described in Section 8.2.1. AUC scores obtained from 5-fold cross validation was
used to determine the performance (Table 8.3).

From the results above, even through the classification performance was im-
proved to some extent, the performance was low compared to results in previous
chapters (Chapters 5 - 7) and reliable conclusions cannot be drawn from these re-
sults. Hence simply computing 20 textons over all the images is not a suitable way
to determine risk.
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Table 8.2: Testing AUC scores for DDSM textons applied to BSSA data using 5-fold
cross validation.

5-fold cross validation training AUC testing AUC
fold 1 0.751 0.459
fold 2 0.729 0.676
fold 3 0.751 0.558
fold 4 0.751 0.626
fold 5 0.740 0.646

average 0.744 0.593

Table 8.3: Testing AUC scores for BSSA textons without BI-RADS assignments
using 5-fold cross validation.

5-fold cross validation training AUC testing AUC
fold 1 0.597 0.64
fold 2 0.727 0.395
fold 3 0.708 0.57
fold 4 0.642 0.765
fold 5 0.668 0.665

average 0.668 0.607

8.2.3 BSSA Textons with BI-RADS Assignments

From the results of Section 8.2.2, even through textons were learnt from the BSSA
data set, the final risk classification was only slightly better than the results in Section
8.2.1. The difference between texton generation using the DDSM data set (Chapters
5, 6 and 7) and the BSSA data set is the availability of BI-RADS scores. For the
DDSM data set, professional BI-RADS scores are available for every image while
there is no professionally assigned BI-RADS scores for the BSSA data set. This
might be the reason why the textons learnt from the BSSA data set did not im-
prove risk classification performance. In addition, the BSSA data set is not as big as
the DDSM data set. To overcome these problems, the author subjectively assigned
unofficial BI-RADS scores (in-house BI-RADS scores) based on mammographic
appearance to the images in the BSSA data set. In order to increase the number of
images, the 100 current ipsilateral high risk and 100 current contralateral high risk
groups (Table 8.1) were merged into a single high risk group. The 200 current low
risk group consisting of both CC view breast images of the 100 normal cases was
taken as the low risk group in this preliminary experiment.

These 400 images were divided into three groups - training, validation and test-
ing. This is illustrated by Table 8.4.

As in Section 8.2.1, local normalization, the 3×3 neighborhood method and sub-
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Table 8.4: Illustration of 100 current ipsilateral high risk images, 100 current con-
tralateral high risk images and 100 current low risk images from the BSSA data set
plus 100 contralateral low risk images from the original mammogram data set ob-
tained from BreastScreen SA used in Section 8.2.3. “Tr” denotes the training group,
“V” denotes the validation group and “Te” denotes the testing group.

In-house number of low number of high
BI-RADS classes risk breast images risk breast images

Tr

I
right 3 ipsilateral 2
left 2 contralateral 1

II
right 7 ipsilateral 13
left 4 contralateral 4

III
right 24 ipsilateral 30
left 14 contralateral 10

IV
right 16 ipsilateral 15
left 10 contralateral 5

V

I
right 3 ipsilateral 2
left 1 contralateral 1

II
right 6 ipsilateral 8
left 1 contralateral 4

III
right 24 ipsilateral 20
left 5 contralateral 10

IV
right 17 ipsilateral 10
left 3 contralateral 5

Te

I
right 0 ipsilateral 0
left 4 contralateral 2

II
right 0 ipsilateral 0
left 8 contralateral 13

III
right 0 ipsilateral 0
left 29 contralateral 30

IV
right 0 ipsilateral 0
left 19 contralateral 15
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Table 8.5: Testing AUC scores for BSSA textons with BI-RADS assignments using
3-fold cross validation.

3-fold cross validation training AUC testing AUC
fold 1 0.61 0.714
fold 2 0.784 0.454
fold 3 0.772 0.500

average 0.722 0.556

sampling by 5×5→ 1 were applied to each image. Then all training images of each
in-house BI-RADS class from low and high risk groups were aggregated together
and used to generate 5 textons, resulting in a total of 20 textons. The process for
generating first-order texton is the same as for the DDSM data set used in Chapters
5, 6 and 7. The texton map for each image was constructed as described previously
(Section 8.2.1) and the final set of texture features for each image was the set of
texton frequencies from 1 to 20.

Exhaustive search feature selection (Section 2.8.1) was applied to evaluation im-
ages with the Fisher classifier trained by training images to select optimal features
from the total of 20 features. The optimal features selected by this process (features
with indices 3, 5, 6, 10, 19, 20) were used to classify images in the validation group.
Final performance was represented by the average of 3-fold cross validation AUC
scores. Classification results are shown in Table 8.5.

The results shown in Table 8.5 are not better than the results of the previous two
preliminary experiments (Section 8.2.1 and Section 8.2.2). The application of BI-
RADS scores, expanding BSSA data set and using fewer folds in cross validation
did not improve risk assessment. There are a number of possible reasons why better
results were not obtained. First, the signature of risk of developing cancer in the
ipsilateral breast (the breast with known cancer) is likely to be different from that in
the contralateral breast. Hence mixing these groups may have distorted the texture
signal associated with risk. Second, the in-house BI-RADS classes may not have
been accurate enough to clarify the characteristics of texture of different mammo-
graphic appearance. Third, given the small size of the data, separating the images
into separate training, evaluation and validation groups reduced the number of im-
ages in each group to unrepresentative low numbers and dictated the use of 3-fold
cross validation instead of the more widely accepted 5-fold cross validation.

8.2.4 Separating Ipsilateral and Contralateral Breasts

A final preliminary experiment was conducted to take into account the results and
discussions in Section 8.2.3. Thus, in this experiment, risk of breast cancer was
estimated separately for ipsilateral and contralateral high risk images. Instead of
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Table 8.6: Testing AUC scores for separating ipsilateral and contralateral breasts
without 5-fold cross validation.

ipsilateral high risk vs low risk contralateral high risk vs low risk
training AUC testing AUC training AUC testing AUC

0.956 0.704 0.905 0.573

constructing separate textons based on different in-house BI-RADS classes, separate
textons were constructed based on different risk classes (high and low). The in-house
BI-RADS assignments were used to enforce diversity of mammographic appearance
in the training and testing groups as described in Section 8.1, but the distribution of
in-house BI-RADS images was not the same for each group. Compared with Section
8.2.3, the evaluation stage was removed allowing the available images to be divided
among training and testing sets only. This increased the number of images in the
testing set sufficiently to allow 5-fold cross validation.

As in Section 8.2.1, local normalization, the 3×3 neighborhood and sub-sampling
by factor 5×5→ 1 were applied to each image of the 100 current contralateral high
risk images and 100 current low risk images. Next, textons were generated sepa-
rately from high and low risk training images. Feature vectors from all high risk
training images composed of four in-house BI-RADS class images were aggregated
into a single array and 10 textons were generated from this array by applying K-
means clustering with K = 10. Similarly, 10 textons were generated from the array
of low risk feature vector collection with K-means clustering. Thus, the final texton
dictionary consisted of 20 textons.

Texton maps were constructed in the same process as in the above three prelim-
inary experiments. Final texture features were the texton frequencies from 1 to 20
excluding the outside breast region, texton 0.

In the last classification step, the Fisher classifier was trained on the training
images and then used to classify testing images into high or low risk groups. Fi-
nal performance was validated by 5-fold cross validation using AUC score as the
performance criterion.

The whole process was repeated on 100 current ipsilateral high risk images and
100 current low risk images. Results for separating ipsilateral and contralateral
breasts are shown in Tables 8.6, 8.7 and 8.8.

In comparison with the results of the previous three preliminary experiments in
Sections 8.2.1, 8.2.2 and 8.2.3, results of this section are much more encouraging.
Thus, in next section, the final experiment on temporal risk assessment will be car-
ried out with the strategy proposed in this section.
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Table 8.7: Testing AUC scores for ipsilateral high risk vs low risk for separating
ipsilateral and contralateral breasts using 5-fold cross validation.

5-fold cross validation training AUC testing AUC
fold 1 0.881 0.771
fold 2 0.870 0.819
fold 3 0.882 0.747
fold 4 0.878 0.836
fold 5 0.859 0.819

average 0.874 0.798

Table 8.8: Testing AUC scores for contralateral high risk vs low risk for separating
ipsilateral and contralateral breasts using 5-fold cross validation.

5-fold cross validation training AUC testing AUC
fold 1 0.575 0.658
fold 2 0.807 0.745
fold 3 0.807 0.698
fold 4 0.815 0.661
fold 5 0.808 0.681

average 0.762 0.689

8.3 Final Experiment on Temporal Risk Assessment

The degree to which image texture anomalies correlate to breast cancer risk is not
known. In addition, little is known about changes in texture prior to cancers be-
coming discernible mammographically. Neither is it clear if changes in texture are
restricted to the breast in which cancer will eventually appear or if the changes are
bilateral.

In this section, a temporal study is presented on estimating risk of breast can-
cer based on texture independent of breast density. Estimates of risk are obtained
separately for ipsilateral and contralateral breasts.

The experiment on temporal risk assessment will be carried out according to
the strategy proposed in Section 8.2.4. From the conclusions in Chapter 7, texture
features will be calculated from the label-independent higher-order textons. The
final performance of temporal mammogram images will be validated with sequential
feature selection, exhaustive search feature selection and 5-fold cross validation.

8.3.1 Methods

Twenty first-order textons, first-order texton maps and first-order texton representa-
tions were obtained with the same process described above in the last preliminary
experiment in Section 8.2.4.
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The algorithm for higher-order texton generation by the label-independent method
described previously in Section 6.4 was used to generate second- and third-order tex-
tons for texture feature extraction. Details are described below:

Feature vectors from 50 training first-order texton maps of the current ipsilat-
eral high risk group and 50 training first-order texton maps of the current low risk
group were used to determine a set of 10 second-order textons each. The resulting
20 second-order textons were used to generate second-order texton maps and the
histogram of second-order textons. Similarly, 20 third-order textons, the third-order
texton map and the third-order texton histogram for each image were computed in
the same way as their second-order analogs but were based on the second-order tex-
ton maps. Together, each image in the current ipsilateral high risk or low risk group
was represented by a combined texton histogram of 60 features for classification.

To determine the best feature combination for classifying current ipsilateral high
risk and low risk mammograms, sequential backward feature selection was applied
with the AUC score on training images as the optimization criterion. The maximum
number of features was set at eight for sequential backward feature selection and
four for exhaustive search feature selection. The feature set identified by this process
was used to estimate classifier performance on unseen data by using 5-fold cross
validation on the 100 testing images from the two groups. The average AUC score
from the cross validation will be referred to as the current ipsilateral AUC score.

The steps described above were repeated for the 200 two year previous ipsilateral
high risk and two year previous low risk group images and again for the 200 images
from the four year previous period to obtain the previous two year ipsilateral AUC
score and the previous four year ipsilateral AUC score.

Finally, the entire process was repeated with the contralateral high risk and low
risk group images in current, two and four year previous periods.

All the parameters used in these procedures including the choice of 3×3 neigh-
borhood instead of larger ones, the sub-sampling factor and the choice of K = 10 in
K-means clustering were based on the experiment in Section 8.2.4.

8.3.2 Results for Sequential Feature Selection

Temporal risk assessment results obtained with sequential feature selection are shown
in Figure 8.1. From Figure 8.1, the AUC scores for classifying ipsilateral high risk
and low risk breast images were 0.749 for the current period, 0.674 for the two year
previous period and 0.601 for the four year previous period. (Detailed results for
distinguishing ipsilateral high risk from low risk breast images are shown in Tables
B.37, B.39 and B.41 in Section B.5 of Appendix B.) Although there was a decrease
in classification performance as a function of time prior to the detection of cancer,
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Figure 8.1: Temporal AUC scores for risk classification with label-independent
higher-order textons and sequential backward feature selection. The three dark green
bars are the AUC scores for the classification of ipsilateral high risk vs low risk in
the current year, previous two years and previous four years; the three yellow bars
are the AUC scores for the classification of contralateral high risk vs low risk in the
current year, previous two years and previous four years. The error bars show one
SD.
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there was no significant difference between two year previous and current images
(p = 0.206, n = 5) or between four year previous and current images (p = 0.071,
n = 5). The prediction AUC scores for classifying contralateral high risk and low
risk images were 0.591 for the current period, 0.650 for the two year previous pe-
riod and 0.682 for the four year previous period. (Detailed results for classifying
contralateral high risk and low risk breast images are shown in Tables B.38, B.40
and B.42 in Section B.5 of Appendix B.) Again there was no significant difference
between two year previous and current images (p = 0.536, n = 5) or between four
year previous and current images (p = 0.286, n = 5) although there was a slight
increase in classification performance as a function of time prior to the detection of
cancer.

In addition, there were no significant differences of the classification perfor-
mance between ipsilateral high risk vs low risk and contralateral high risk vs low
risk AUC scores for current (p= 0.073, n= 5), two year previous (p= 0.795, n= 5)
and four year previous (p = 0.114, n = 5) periods.

8.3.3 Results for Exhaustive Search Feature Selection

Temporal risk assessment results obtained with exhaustive search feature selection
are shown in Figure 8.2. From Figure 8.2, the AUC scores for classifying ipsilateral
high risk and low risk breast images were 0.686 for the current period, 0.685 for
the two year previous period and 0.627 for the four year previous period. (Detailed
results for classifying ipsilateral high risk and low risk breast images are shown in
Tables B.47, B.49 and B.51 in Section B.5 of Appendix B.) Although there was a
decrease in classification performance as a function of time prior to the detection of
cancer, there was no significant difference between two year previous and current
images (p = 0.147, n = 5) or between four year previous and current images (p =

0.140, n = 5). The prediction AUC scores for classifying contralateral high risk and
low risk images were 0.610 for the current period, 0.650 for the two year previous
period and 0.659 for the four year previous period. (Detailed results for separating
contralateral high risk from low risk breast images are shown in Tables B.48, B.50
and B.52 in Section B.5 of Appendix B.) Again there was no significant difference
between two year previous and current images (p = 0.720, n = 5) or between four
year previous and current images (p = 0.591, n = 5) although there was a slight
increase in classification performance as a function of time prior to the detection of
cancer.

In addition, there were no significant differences of classification performance
between ipsilateral high risk vs low risk and contralateral high risk vs low risk AUC
scores for current (p = 0.487, n = 5), two year previous (p = 0.202, n = 5) and four
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Figure 8.2: Temporal AUC scores for risk classification with label-independent
higher-order textons and exhaustive search feature selection. Details of the repre-
sentation are as in Figure 8.1.

year previous (p = 0.364, n = 5) periods.

8.3.4 Conclusion and Discussion

Although the author of thesis is not a certified radiologist, she has gained substantial
experience in viewing mammograms. The word “informal” or “in-house” is used
to indicate that these assignments were done by someone who does not have formal
training. BI-RADS scores are not hard to assign in many cases. In difficult cases, the
variation between trained radiologists and even for the same radiologist viewing the
images at different times are such that an intelligent amateur can approach similar
performance fairly quickly.

The BI-RADS scores assigned by the author (in-house BI-RADS scores) are
used in a way that has extremely little influence on the final conclusion of the thesis.

In-house BI-RADS scores were used in Section 8.2.3 as surrogates for breast
cancer risk in the same way as expert assigned BI-RADS scores were use in Chapter
4. However, this direction of inquiry was abandoned for a variety of reasons (last
paragraph of Section 8.2.3) including our reluctance to rely on the in-house BI-
RADS scores in a crucial role.
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In-house BI-RADS scores were also used in Sections 8.2.3 and all parts of Sec-
tion 8.3 which reports a temporal analysis of risk. In these sections, the in-house
BI-RADS scores were not used as a surrogate for risk. The surrogates for risk con-
sidered here were the fact that the women was found to have cancer at the time of
screening, the fact that the woman was found to have cancer 2 years later or the fact
that the woman was found to have cancer four years later (plus additional versions
that distinguish between cancer found in one breast or the other). In-house BI-RADS
scores were only used to spread the diversity of mammographic appearance some-
what equally between training and testing images. Thus within the high risk group
(determined by the presence of cancer at screening) the in-house BI-RADS class I
images were divided between the training and testing sets randomly and as equally
in number as possible. This was repeated for the other three in-house BI-RADS
classes and similarly for the low risk group. Thus the in-house BI-RADS scores do
not contribute the surrogate for risk in these sections. If there had been substan-
tial error in the assignment of BI-RADS scores, this would have served to introduce
more variation between the training and testing sets resulting in poorer prediction er-
ror. Since the results obtained match, or exceed, previously published results (where
comparable), any negative effects of BI-RADS assignments must have been very
small.

Finally, if a researcher wishes to reproduce the results with the same set of im-
ages, the informal assignments of BI-RADS classes can be made available.

Similar to the discussion made in Section 7.6, globally, exhaustive search feature
selection could find the maximum performance for training images. However, in
this chapter, training results for exhaustive search feature selection are lower than
sequential feature selection (Appendix B.5). This is because feature selection was
optimized over the whole training set. On the full training date, sequential feature
selection was not better than exhaustive search (Appendix B.6). The performance
values shown were the average of K-fold cross validation results (Appendix B.5).
For each fold, the features selected based on the full training data were used but
since these are features were not necessarily optimal for any single fold, sequential
feature selection may (and did) outperform exhaustive search.

Because the focus was on testing the “in principle” information content relevant
to breast cancer risk, separate textons and optimal feature sets were found for each
time period (current, two year previous and four year previous). This is not a prac-
tical result for assessing risk clinically since a separate test would be required for
estimating risk for different times in the future. Interpreting results would be diffi-
cult if, for example, a woman was found to have high risk of developing cancer in
two years time, but low risk of developing cancer in four years time.

A more practical result would be a single test to estimate risk. This was con-
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Figure 8.3: Temporal AUC scores for risk classification with label-independent
higher-order textons learnt from the current year period and sequential backward
feature selection. Details of the representation are as in Figure 8.1.

sidered by running a minor variation of the experiments described in Section 8.3.1.
In this variation, the higher-order textons learnt from the label-independent method
and optimal features found using the current images were computed and tested on the
images in the two year previous period and the four year previous period. (Detailed
results for classifying high risk and low risk breast images with sequential feature
selection are shown in Tables B.43, B.44, B.45 and B.46 in Section B.5 of Appendix
B; detailed results for distinguishing high risk from low risk breast images with ex-
haustive search feature selection are shown in Tables B.53, B.54, B.55 and B.56 in
Section B.5 of Appendix B.) The results obtained with sequential feature selection
are not substantially different from the original experiment ((p = 0.056, n = 6), Fig-
ure 8.3). Similarly, the results obtained with exhaustive search feature selection are
not substantially different from the original experiment ((p = 0.144, n = 6), Figure
8.4). Accordingly, the methods described here could, in principle, contribute to a
clinically useful scheme for estimating breast cancer risk. The following discussion
and conclusion will be made based on results presented in Figures 8.1 and 8.2.

Temporal AUC scores obtained with sequential feature selection in Figure 8.1
and temporal AUC scores obtained with exhaustive search feature selection in Fig-
ure 8.2 are not significantly different (p = 0.727, n = 6, mean difference is 0.005).
In consequence, the following discussion and conclusion will be made according
to AUC scores in Figure 8.1 obtained from sequential feature selection since they
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Figure 8.4: Temporal AUC scores for risk classification with label-independent
higher-order textons learnt from the current year period and exhaustive search fea-
ture selection. Details of the representation are as in Figure 8.1.

are slightly better than those in Figure 8.2 obtained from exhaustive search feature
selection.

From Figure 8.1, there is an increasing trend of the mean risk classification per-
formance for classifying ipsilateral high risk and low risk images in the three time
periods from the four year previous to the current year. For the breast destined to
have cancer in the future, the risk classification AUC score gets better as time goes
on. This indicates a positive breast cancer risk prediction ability of texture analysis
based on higher-order textons. Meanwhile, a decreasing trend of the mean risk clas-
sification performance for classifying contralateral high risk and low risk images is
presented from the four year previous period to the two year previous period and to
the current year period. It seems that the breast contralateral to the breast destined
to have cancer is not associated with increasing risk over time before the period that
cancer is detected. In addition, the risk of this breast is lower than the contralateral
breast destined to develop cancer (even through not significantly lower).

The AUC scores for the different groups and times (Figure 8.1) indicate some
trend, but none of the differences are statistically significant. Hence texture infor-
mation relevant to breast cancer risk seems not to be restricted to, or significantly
stronger in, the breast destined to develop cancer. Similarly, texture information rel-
evant to breast cancer risk is present at least four years previous to the emergence
of mammographically apparent signs of cancer at levels not significantly different
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from those at the time cancer is detected.
The results reported here use only texture information and were not combined

with other mammographic information such as density or clinical information to
provide a comprehensive estimate of breast cancer risk. Thus, it is not yet clear if
texture provides information that is complementary to other measures or if it largely
reproduces existing measures. This will be the objective for a future study.

This work used only digitized film images. This was necessary since the tempo-
ral structure of the experiment required that images from as long ago as 2001 were
needed, well before full-field digital mammogram images were available in South
Australia. This study indicates that the temporal results reported here could repre-
sent conservative estimates of risk classification if the method is applied to full-field
digital mammograms.
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Chapter 9

Final Remarks

The contributions of this thesis are in two areas, image analysis and breast cancer
risk. The contribution to image analysis is the introduction of a general protocol for
computing higher-order textons (Chapter 6). Standard textons, viewed here as first-
order textons, allow a global characterization of local patterns. Second-order textons
allow global characterization of patterns of patterns and third-order textons may be
viewed as patterns of patterns of patterns, and so forth. The original notion of textons
introduced by Julesz in 1981 centered on human perception of patterns. In particular,
Julesz asked if humans were able to perceive differences in iso-second-order texture,
meaning differences in images having the same first- and second-order statistics. In
this thesis, local background and local variance are removed from images prior to
analysis (Chapter 3). So in one sense, the images considered are all iso-second-order.
However, this is quite a narrow view of Julesz’s notion of iso-second-order since
local mean and variance play only a small role in pattern recognition by humans and
machines alike. The idea of higher-order textons formalized in this thesis (Chapter
6) is closer to the spirit of Julesz’s notion. An obvious difference is that Julesz was
concerned with human perception and this thesis is about machine recognition of
patterns. Nevertheless, the example in Section 6.3.4 demonstrates that higher-order
textons are able to quantify differences between iso-second-order images, where
iso-second-order is taken to mean that images have the same first- and second-order
texton histograms. By simple extension of the example, n+ 1-order textons can
separate iso-nth-order images.

The main objective of this thesis is to study the contribution of texture in screen-
ing mammograms for assessing breast cancer risk. Higher-order textons emerged as
an important part of this effort. Given the success of first-order textons reported in
the literature (Varma and Zisserman [2005, 2003]) coupled with the improved per-
formance reported here in the case of breast cancer risk assessment, higher-order
textons may well play a significant role in texture analysis applied to other areas
such as computer vision, object detection, tracking and image understanding. Even
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though higher-order textons obtained satisfactory performance in risk classification,
for further improvement of the performance, methods for computing other texture
measures or combining texture measures with other risk factors (density etc.) should
be explored. The method for generating higher-order textons presented in this thesis
are not the only ones. Other methods should be explored for generating higher-
order textons although methods should be restricted to the ones that do not involve
arithmetic of texton labels as stipulated in Chapter 6.

The contribution to breast cancer risk assessment is estimating risk based on
texture alone. The two main findings are that texture alone provides estimates of risk
as good or better than density alone and that positive predictive value of risk based
on texture is possible at least four year prior to the onset of cancer. In addition, a
number of observations were made that may be important on their own. First, the
signal of risk seems to be stronger in the breast destined to develop cancer than in the
other breast. Second, the texture analysis methods considered in this thesis perform
better on CC view images than MLO view images. Third, texture measured over the
whole breast outperforms texture measured on local regions of the breast only.

Each of these observations have possibly important ramifications and are seeds
for future work. First, whether increased risk is a characteristic of the women or of
each breast separately is not known. This thesis does not settle this issue entirely, but
findings in Chapter 8 indicate that while the texture signal is stronger in the breast
destined to develop cancer, there is some signal in the unaffected contralateral breast
too. This suggests that studies linking texture and biological changes in the breast
might lead to better insight into conditions that increase risk. These results also sug-
gest that bilateral differences in texture may be of benefit to computer-aided breast
cancer detection. Second, the fact that risk assessment based on texture from CC
view images outperforms risk assessment from MLO views may also be important
to computer-aided breast cancer detection. The results of the thesis suggest that algo-
rithms for computer-aided breast cancer detection might improve if tuned separately
for MLO and CC views. Third, the fact that textures measured over the full breast
perform better than texture measured on local regions complements the first obser-
vation above in that the texture signal is present over the full breast and does not
seem to be restricted to the location of the future cancer. Future temporal studies on
comparing texture at specific locations of cancer in mammograms could shed more
light on these issues. For the time being, this observation also encourages imple-
mentation of risk assessment based on texture as complicate devices for consistently
identifying the region of focused texture information are not necessary. Implement-
ing texture based risk assessment based on textons and higher-order textons is fairly
straightforward.
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Appendix A

Feature Indexing

Table A.1: DDSM data set feature indexing for texture features calculated from
higher-order textons generated with the label-dependent and label-independent
methods. Table entries are indices to features described in Chapters 6 and 7.

BI-RADS I BI-RADS II BI-RADS III BI-RADS IV
1st-order 1, 2, 3, 4, 5 6, 7, 8, 9, 10 11, 12, 13, 14, 15 16, 17, 18, 19, 20
2nd-order 21, 22, 23, 24, 25 26, 27, 28, 29, 30 31, 32, 33, 34, 35 36, 37, 38, 39, 40
3rd-order 41, 42, 43, 44, 45 46, 47, 48, 49, 50 51, 52, 53, 54, 55 56, 57, 58, 59, 60
density d

Table A.2: BSSA data set feature indexing for texture features calculated from
higher-order textons generated with the label-independent method. Table entries
are indices to features described in Chapter 8.

low risk high risk
1st-order 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
2nd-order 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 31, 32, 33, 34, 35, 36, 37, 38, 39, 40
3rd-order 41, 42, 43, 44, 45, 46, 47, 48, 49, 50 51, 52, 53, 54, 55, 56, 57, 58, 59, 60
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Appendix B

Supplementary Experimental Results

B.1 Supplementary Results for Region Dependent Risk
Assessment

Tables B.1 and B.2 show the classification results for texton features generated from
5×5 and 7×7 neighborhoods, respectively (described in Section 5.3.1). Part (a) of
these two tables show the testing accuracies of classifying high risk images from low
risk images using an ensemble k-nearest neighbor classifiers. For the ensemble k-
nearest neighbor classifier with 5×5 neighborhoods, the values of three parameters
are k = 5 for the number of nearest neighbors, 18 for the number of predictors and
3 for the number of learners. For ensemble k-nearest neighbor classifier with 7×7
neighborhoods, the values of three parameters are k = 7 for the number of nearest
neighbors, 9 for the number of predictors and 5 for the number of learners. Details of
how these parameters were chosen are discussed in Section 2.5.1 of Chapter 2. Part
(b) of these two tables show the testing accuracies of distinguishing high risk images
from low risk images using a SVM classifier with linear kernel. As the number of
testing images is the same for the high- and the low-risk class, the total accuracy
listed in parts (a) and (b) of these two tables is simply the average of the individual
accuracies for each region. Part (c) of these two tables show the classification AUC
scores for separating high risk images from low risk images using a Fisher classifier
(the AUC score for both training and testing sets are recorded). The “rank” column
in each part orders the performance for each region from “1”, the highest, to “6”, the
lowest so that the relative importance of the texture information for risk assessment
in each region can be easily assessed.
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Table B.1: Classification performance for the 5×5 neighborhood method with dif-
ferent classifiers; ensemble k-nearest neighbor classifier, SVM classifier and Fisher
classifier.

(a) 5×5 neighborhoods with ensemble k-nearest neighbor
region low risk high risk total accuracy rank

Ω1 0.725 0.588 0.656 2
Ω2 0.563 0.500 0.531 6
Ω3 0.563 0.513 0.538 5
Ω4 0.613 0.513 0.563 3
Ω5 0.588 0.525 0.556 4
Ω6 0.725 0.600 0.663 1

(b) 5×5 neighborhoods with SVM classifier
region low risk high risk total accuracy rank

Ω1 0.588 0.588 0.588 4
Ω2 0.488 0.513 0.500 6
Ω3 0.538 0.600 0.569 5
Ω4 0.425 0.763 0.594 3
Ω5 0.638 0.625 0.631 2
Ω6 0.688 0.625 0.656 1

(c) 5×5 neighborhoods with Fisher classifier
region training AUC testing AUC rank

Ω1 0.630 0.597 4
Ω2 0.679 0.517 6
Ω3 0.730 0.523 5
Ω4 0.802 0.612 3
Ω5 0.831 0.625 2
Ω6 0.903 0.648 1
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Table B.2: Classification performance for the 7×7 neighborhood method with dif-
ferent classifiers; ensemble k-nearest neighbor classifier, SVM classifier and Fisher
classifier.

(a) 7×7 neighborhoods with ensemble k-nearest neighbor
region low risk high risk total accuracy rank

Ω1 0.725 0.538 0.631 2
Ω2 0.575 0.525 0.550 6
Ω3 0.700 0.463 0.581 4
Ω4 0.588 0.588 0.588 3
Ω5 0.588 0.538 0.563 5
Ω6 0.713 0.588 0.650 1

(b) 7×7 neighborhoods with SVM classifier
region low risk high risk total accuracy rank

Ω1 0.625 0.450 0.538 4
Ω2 0.563 0.325 0.444 6
Ω3 0.600 0.550 0.575 3
Ω4 0.550 0.713 0.631 2
Ω5 0.575 0.363 0.469 5
Ω6 0.613 0.688 0.650 1

(c) 7×7 neighborhoods with Fisher classifier
region training AUC testing AUC rank

Ω1 0.756 0.567 3
Ω2 0.695 0.423 6
Ω3 0.714 0.560 4
Ω4 0.808 0.661 1
Ω5 0.709 0.425 5
Ω6 0.868 0.634 2
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B.2 Supplementary Results for Higher-order Textons

Tables B.3 and B.4 show the classification results for higher-order texton features
generated from 5× 5 and 7× 7 neighborhoods, respectively (described in Section
6.3.5). Part (a) of these two tables show the testing accuracies for classifying high
risk images from low risk images using an ensemble k-nearest neighbor classifier.
For the ensemble k-nearest neighbor classifier with 5×5 neighborhoods, the values
of three parameters are k = 5 for the number of nearest neighbors, 12 for the number
of predictors and 10 for the number of learners. For the ensemble k-nearest neighbor
classifier with 7×7 neighborhoods, the values of three parameters are k = 8 for the
number of nearest neighbors, 16 for the number of predictors and 8 for the number
of learners. Details of how these parameters were chosen are discussed in Section
2.5.1 of Chapter 2. Part (b) of these two tables show the testing accuracies for
distinguishing high risk images from low risk images using a SVM classifier with
linear kernel. As the number of testing images is the same for both high- and low-
risk class, the total accuracy listed in parts (a) and (b) of these two tables is simply
the average of the individual accuracies of each feature combination. Part (c) of
these two tables show the classification AUC scores for separating high risk images
from low risk images using a Fisher classifier (the AUC score for both training and
testing sets are recorded). The “rank” column in each part orders the performance
for each feature combination from “1”, the highest, to “7”, the lowest so that the
efficiency of the texture information for risk assessment in each feature combination
can be easily assessed.
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Table B.3: Classification performance for higher-order textons using the 5× 5
method with different classifiers; ensemble k-nearest neighbor classifier, SVM clas-
sifier and Fisher classifier. The rank for (a) and (b) is based on the total accuracy.
The rank for (c) is based on the testing AUC score.

(a) 5×5 method with ensemble k-nearest neighbor classifier
texton order low risk high risk total accuracy rank

1st 0.713 0.575 0.644 2
2nd 0.513 0.713 0.613 4
3rd 0.350 0.650 0.500 6

1st & 2nd 0.663 0.613 0.638 3
1st & 3rd 0.675 0.638 0.657 1
2nd & 3rd 0.400 0.725 0.563 5

1st & 2nd & 3rd 0.535 0.75 0.644 2

(b) 5×5 method with SVM classifier
texton order low risk high risk total accuracy rank

1st 0.688 0.625 0.656 1
2nd 0.675 0.413 0.544 4
3rd 0.550 0.450 0.500 5

1st & 2nd 0.738 0.525 0.631 3
1st & 3rd 0.725 0.575 0.650 2
2nd & 3rd 0.625 0.463 0.544 4

1st & 2nd & 3rd 0.750 0.550 0.650 2

(c) 5×5 method with Fisher classifier
texton order training AUC testing AUC rank

1st 0.903 0.648 3
2nd 0.765 0.558 6
3rd 0.654 0.532 7

1st & 2nd 0.824 0.637 4
1st & 3rd 0.893 0.677 2
2nd & 3rd 0.827 0.570 5

1st & 2nd & 3rd 0.953 0.679 1
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Table B.4: Classification performance for higher-order textons using the 7× 7
method with different classifiers; ensemble k-nearest neighbor classifier, SVM clas-
sifier and Fisher classifier. The rank for (a) and (b) is based on the total accuracy.
The rank for (c) is based on the testing AUC score.

(a) 7×7 method with ensemble k-nearest neighbor classifier
texton order low risk high risk total accuracy rank

1st 0.688 0.563 0.625 2
2nd 0.475 0.625 0.550 6
3rd 0.550 0.625 0.588 5

1st & 2nd 0.625 0.600 0.613 3
1st & 3rd 0.650 0.563 0.606 4
2nd & 3rd 0.550 0.625 0.588 5

1st & 2nd & 3rd 0.585 0.690 0.638 1

(b) 7×7 method with SVM classifier
texton order low risk high risk total accuracy rank

1st 0.613 0.688 0.650 1
2nd 0.563 0.475 0.519 7
3rd 0.588 0.488 0.538 6

1st & 2nd 0.675 0.550 0.613 2
1st & 3rd 0.588 0.588 0.588 4
2nd & 3rd 0.600 0.563 0.581 5

1st & 2nd & 3rd 0.650 0.550 0.600 3

(c) 7×7 method with Fisher classifier
texton order training AUC testing AUC rank

1st 0.868 0.634 1
2nd 0.758 0.563 6
3rd 0.824 0.536 7

1st & 2nd 0.915 0.582 5
1st & 3rd 0.941 0.611 2
2nd & 3rd 0.762 0.595 3

1st & 2nd & 3rd 0.952 0.590 4
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B.3 Detailed Results for Risk Classification of Tex-
ture vs Density - Part I

Feature indexing for Tables B.5 to B.20 in this section is described in Table A.1 of
Appendix A. These tables (Table B.5 to Table B.20) show detailed results for the
experiment of texture versus density described in Section 7.4. Results reported here
were obtained by selecting features using the whole 160 training image data set and
classification performance for the 160 testing image data set was calculated with
5-fold cross validation.

Table B.5: Detailed risk classification AUC scores for 60 texton features calculated
from label-dependent higher-order textons using 5-fold cross validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.7234±0.052 {15}
2 0.721±0.018 0.7186±0.078 {11, 15}
3 0.768±0.011 0.7700±0.059 {9, 11, 15}
4 0.769±0.013 0.7714±0.056 {9, 11, 15, 49}
5 0.768±0.013 0.7652±0.057 {9, 11, 15, 49 56}
6 0.769±0.010 0.7492±0.058 {9, 11, 15, 49, 50, 56}

Table B.6: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and se-
quential feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.718±0.021 0.722±0.084 {15, 60}
3 0.718±0.022 0.718±0.084 {12, 15, 60}
4 0.761±0.022 0.751±0.094 {12, 15, 25, 60}
5 0.768±0.022 0.756±0.091 {4, 12, 15, 25, 60}
6 0.805±0.020 0.775±0.083 {4, 12, 15, 25, 27, 60}

Table B.7: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the augmented feature set method using 5-fold cross validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
2 0.722±0.017 0.724±0.057 {15, 61}
3 0.726±0.024 0.725±0.074 {15, 30, 61}
4 0.775±0.016 0.759±0.059 {15, 30, 42, 61}
5 0.772±0.011 0.762±0.051 {15, 28, 30, 42, 61}
6 0.781±0.013 0.773±0.054 {2, 15, 28, 30, 42, 61}
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Table B.8: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the augmented feature set method using 5-fold cross validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
2 0.722±0.017 0.724±0.057 {15, 61}
3 0.727±0.025 0.727±0.083 {15, 60, 61}
4 0.726±0.028 0.723±0.086 {12, 15, 60, 61}
5 0.766±0.026 0.746±0.093 {12, 15, 25, 60, 61}
6 0.7698±0.022 0.754±0.091 {4, 12, 15, 35, 60, 61}

Table B.9: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the reselected feature set method using 5-fold cross validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.721±0.018 0.719±0.078 {11, 15}
3 0.769±0.011 0.770±0.059 {9, 11, 15}
4 0.769±0.013 0.771±0.056 {9, 11, 15, 49}
5 0.768±0.013 0.765±0.057 {9, 11, 15, 49, 56}
6 0.769±0.010 0.749±0.058 {9, 11, 15, 49, 50, 56}

Table B.10: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the reselected feature set method using 5-fold cross validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.721±0.020 0.719±0.080 {15, 45}
3 0.720±0.021 0.717±0.083 {12, 15, 45}
4 0.714±0.021 0.711±0.082 {12, 15, 34, 45}
5 0.750±0.022 0.719±0.081 {12, 15, 34, 40, 45}
6 0.754±0.023 0.715±0.081 {12, 15, 34, 40, 43, 45}
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Table B.11: Detailed risk classification AUC scores for combined 60 texton den-
sity features calculated from label-dependent higher-order textons through the re-
calculated feature set method using 5-fold cross validation and sequential feature
selection.

num of features training AUC testing AUC feature combination
1 0.586±0.018 0.588±0.083 {31}
2 0.682±0.017 0.674±0.069 {13, 31}
3 0.680±0.020 0.664±0.071 {11, 13, 31}
4 0.746±0.015 0.725±0.058 {11, 13, 25, 31}
5 0.748±0.016 0.717±0.053 {11, 13, 25, 31, 42}
6 0.756±0.019 0.734±0.060 {11, 13, 16, 25, 31, 42}

Table B.12: Detailed risk classification AUC scores for combined 60 texton den-
sity features calculated from label-independent higher-order textons through the re-
calculated feature set method using 5-fold cross validation and sequential feature
selection.

num of features training AUC testing AUC feature combination
1 0.595±0.030 0.476±0.077 {35}
2 0.605±0.028 0.587±0.121 {10, 35}
3 0.695±0.026 0.658±0.129 {10, 17, 35}
4 0.724±0.022 0.688±0.105 {10, 17, 30, 35}
5 0.729±0.024 0.679±0.101 {10, 17, 30, 35, 43}
6 0.731±0.022 0.684±0.094 {10, 17, 23, 30, 35, 43}

Table B.13: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-dependent higher-order textons using 5-fold cross validation and
exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.722±0.016 0.723±0.055 {13, 15}
3 0.716±0.021 0.715±0.091 {13, 15, 33}
4 0.741±0.020 0.729±0.079 {13, 15, 33, 37}

Table B.14: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.721±0.019 0.725±0.077 {15, 27}
3 0.719±0.018 0.718±0.067 {15, 16, 45}
4 0.734±0.010 0.716±0.070 {9, 15, 27, 41}
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Table B.15: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the augmented feature set method using 5-fold cross validation and exhaus-
tive search feature selection.

num of features training AUC testing AUC feature combination
2 0.722±0.017 0.724±0.057 {15, d}
3 0.7262±0.022 0.719±0.064 {13, 15, d}
4 0.725±0.027 0.718±0.089 {13, 15, 33, d}

Table B.16: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the augmented feature set method using 5-fold cross validation and exhaus-
tive search feature selection.

num of features training AUC testing AUC feature combination
2 0.722±0.017 0.724±0.057 {15, d}
3 0.724±0.018 0.723±0.055 {15, 27, d}
4 0.737±0.027 0.729±0.088 {15, 16, 45, d}

Table B.17: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the reselected feature set method using 5-fold cross validation and exhaus-
tive search feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.722±0.016 0.723±0.055 {13, 15}
3 0.716±0.021 0.715±0.091 {13, 15, 33}
4 0.741±0.020 0.729±0.079 {13, 15, 33, 37}

Table B.18: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the reselected feature set method using 5-fold cross validation and exhaus-
tive search feature selection.

num of features training AUC testing AUC feature combination
1 0.720±0.012 0.723±0.052 {15}
2 0.721±0.014 0.721±0.056 {15, 27}
3 0.735±0.022 0.734±0.093 {15, 16, 45}
4 0.727±0.014 0.706±0.058 {9, 15, 27, 41}
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Table B.19: Detailed risk classification AUC scores for combined 60 texton density
features calculated from label-dependent higher-order textons through 5-fold cross
validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.586±0.018 0.588±0.083 {12}
2 0.592±0.018 0.553±0.066 {12, 30}
3 0.680±0.020 0.664±0.071 {12, 49, 54}
4 0.746±0.015 0.725±0.058 {12, 49, 54, 59}

Table B.20: Detailed risk classification AUC scores for combined 60 texton density
features calculated from label-independent higher-order textons through 5-fold cross
validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.586±0.018 0.588±0.083 {12}
2 0.605±0.028 0.587±0.121 {10, 35}
3 0.667±0.017 0.627±0.070 {19, 35, 52}
4 0.649±0.019 0.598±0.070 {16, 35, 36, 37}

B.4 Detailed Results for Risk Classification of Tex-
ture vs Density - Part II

Feature indexing for Tables B.21 to B.36 in this section is described in Table A.1
of Appendix A. These tables (Table B.21 to Table B.36) show detailed results for
the experiment of texture versus density described in Section 7.4. Results reported
here were obtained by selecting features using the whole 160 training image data
set and classification performance for the 160 testing image data set was calculated
with hold-out validation (training on the 160 training images and testing on the 160
testing images).

Table B.21: Detailed risk classification AUC scores for 60 texton features calculated
from label-dependent higher-order textons using hold-out validation and sequential
feature selection.

num of features training AUC testing AUC feature combination
1 0.79 0.720 {15}
2 0.857 0.708 {11, 15}
3 0.872 0.722 {9, 11, 15}
4 0.874 0.717 {9, 11, 15, 49}
5 0.876 0.720 {9, 11, 15, 49 56}
6 0.884 0.719 {9, 11, 15, 49, 50, 56}
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Table B.22: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and sequen-
tial feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.850 0.715 {15, 60}
3 0.855 0.721 {12, 15, 60}
4 0.886 0.744 {12, 15, 25, 60}
5 0.890 0.740 {4, 12, 15, 25, 60}
6 0.891 0.718 {4, 12, 15, 25, 27, 60}

Table B.23: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the augmented feature set method using hold-out validation and sequential
feature selection.

num of features training AUC testing AUC feature combination
2 0.793 0.722 {15, 61}
3 0.860 0.711 {15, 30, 61}
4 0.868 0.723 {15, 30, 42, 61}
5 0.879 0.718 {15, 28, 30, 42, 61}
6 0.880 0.723 {2, 15, 28, 30, 42, 61}

Table B.24: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the augmented feature set method using hold-out validation and sequential
feature selection.

num of features training AUC testing AUC feature combination
2 0.793 0.722 {15, 61}
3 0.852 0.722 {15, 60, 61}
4 0.864 0.723 {12, 15, 60, 61}
5 0.883 0.746 {12, 15, 25, 60, 61}
6 0.885 0.743 {4, 12, 15, 25, 60, 61}
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Table B.25: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the reselected feature set method using hold-out validation and sequential
feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.857 0.708 {11, 15}
3 0.872 0.722 {9, 11, 15}
4 0.874 0.717 {9, 11, 15, 49}
5 0.876 0.720 {9, 11, 15, 49, 56}
6 0.884 0.773 {9, 11, 15, 49, 50, 56}

Table B.26: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the reselected feature set method using hold-out validation and sequential
feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.866 0.709 {15, 45}
3 0.882 0.711 {12, 15, 45}
4 0.886 0.699 {12, 15, 34, 45}
5 0.893 0.678 {12, 15, 34, 40, 45}
6 0.897 0.684 {12, 15, 34, 40, 43, 45}

Table B.27: Detailed risk classification AUC scores for combined 60 texton density
features calculated from label-dependent higher-order textons through the recalcu-
lated feature set method using hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.672 0.591 {31}
2 0.717 0.572 {13, 31}
3 0.740 0.631 {11, 13, 31}
4 0.750 0.620 {11, 13, 25, 31}
5 0.763 0.673 {11, 13, 25, 31, 42}
6 0.772 0.659 {11, 13, 16, 25, 31, 42}
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Table B.28: Detailed risk classification AUC scores for combined 60 texton density
features calculated from label-independent higher-order textons through the recalcu-
lated feature set method using hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.623 0.487 {35}
2 0.759 0.603 {10, 35}
3 0.771 0.679 {10, 17, 35}
4 0.772 0.695 {10, 17, 30, 35}
5 0.784 0.676 {10, 17, 30, 35, 43}
6 0.803 0.669 {10, 17, 23, 30, 35, 43}

Table B.29: Detailed risk classification AUC scores for 60 texton features calculated
from label-dependent higher-order textons using hold-out validation and exhaustive
search feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.864 0.703 {13, 15}
3 0.8801 0.705 {13, 15, 33}
4 0.886 0.696 {13, 15, 33, 37}

Table B.30: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.874 0.695 {15, 27}
3 0.883 0.711 {15, 16, 45}
4 0.892 0.700 {9, 15, 27, 41}
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Table B.31: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the augmented feature set method using hold-out validation and exhaustive
search feature selection.

num of features training AUC testing AUC feature combination
2 0.793 0.722 {15, d}
3 0.864 0.703 {13, 15, d}
4 0.875 0.709 {13, 15, 33, d}

Table B.32: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the augmented feature set method using hold-out validation and exhaustive
search feature selection.

num of features training AUC testing AUC feature combination
2 0.793 0.722 {15, d}
3 0.876 0.691 {15, 27, d}
4 0.880 0.717 {15, 16, 45, d}

Table B.33: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-dependent higher-order textons and one density feature
through the reselected feature set method using hold-out validation and exhaustive
search feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.864 0.703 {13, 15}
3 0.880 0.705 {13, 15, 33}
4 0.886 0.696 {13, 15, 33, 37}

Table B.34: Detailed risk classification AUC scores for combining 60 texton fea-
tures calculated from label-independent higher-order textons and one density feature
through the reselected feature set method using hold-out validation and exhaustive
search feature selection.

num of features training AUC testing AUC feature combination
1 0.790 0.720 {15}
2 0.874 0.695 {15, 27}
3 0.883 0.711 {15, 16, 45}
4 0.892 0.700 {9, 15, 27, 41}
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Table B.35: Detailed risk classification AUC scores for combined 60 texton den-
sity features calculated from label-dependent higher-order textons through hold-out
validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.708 0.584 {12}
2 0.738 0.583 {12, 30}
3 0.765 0.631 {12, 49, 54}
4 0.788 0.669 {12, 49, 54, 59}

Table B.36: Detailed risk classification AUC scores for combined 60 texton density
features calculated from label-independent higher-order textons through hold-out
validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.708 0.584 {12}
2 0.759 0.603 {10, 35}
3 0.790 0.652 {19, 35, 52}
4 0.772 0.584 {16, 35, 36, 37}

B.5 Detailed Results for Temporal Breast Cancer Risk
Assessment - Part I

Feature indexing for Tables B.37 to B.46 in this section is described in Table A.2 of
Appendix A. These tables (Table B.37 to Table B.46) show detailed results for the
experiment of temporal breast cancer risk assessment described in Section 8.3.2 and
Section 8.3.3. Results reported here were obtained by selecting features using the
whole 100 training image data set and classification performance for the 100 testing
image data set was calculated with 5-fold cross validation.

Table B.37: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
sequential feature selection for classifying current ipsilateral high and low risk im-
ages.

num of features training AUC testing AUC feature combination
2 0.738±0.031 0.749±0.124 {14, 19}
3 0.734±0.034 0.743±0.120 {14, 19, 54}
4 0.735±0.030 0.735±0.123 {14, 19, 35, 54}
5 0.735±0.024 0.713±0.114 {14, 19, 35, 54, 57}
6 0.738±0.028 0.714±0.128 {14, 19, 23, 35, 54, 57}
7 0.738±0.029 0.696±0.142 {14, 19, 23, 29, 35, 54, 57}
8 0.743±0.031 0.654±0.140 {14, 19, 23, 25, 29, 35, 54, 57}
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Table B.38: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
sequential feature selection for classifying current contralateral high and low risk
images.

num of features training AUC testing AUC feature combination
2 0.580±0.035 0.562±0.132 {24, 60}
3 0.627±0.027 0.591±0.128 {24, 54, 60}
4 0.625±0.038 0.578±0.133 {24, 53, 54, 60}
5 0.632±0.031 0.513±0.104 {23, 24, 53, 54, 60}
6 0.634±0.032 0.495±0.104 {23, 24, 35, 53, 54, 60}
7 0.665±0.020 0.465±0.094 {23, 24, 33, 35, 53, 54, 60}
8 0.667±0.013 0.461±0.087 {3, 23, 24, 33, 35, 53, 54, 60}

Table B.39: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and se-
quential feature selection for classifying previous two year ipsilateral high and low
risk images.

num of features training AUC testing AUC feature combination
2 0.566±0.035 0.524±0.154 {30, 53}
3 0.663±0.021 0.602±0.098 {30, 53, 58}
4 0.728±0.026 0.674±0.106 {28, 30, 53, 58}
5 0.739±0.021 0.637±0.116 {19, 28, 30, 53, 58}
6 0.738±0.018 0.624±0.112 {19, 28, 30, 53, 58, 60}
7 0.746±0.011 0.618±0.010 {19, 28, 30, 40, 53, 58, 60}
8 0.761±0.009 0.562±0.177 {19, 26, 28, 30, 40, 53, 58, 60}

Table B.40: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
sequential feature selection for classifying previous two year contralateral high and
low risk images.

num of features training AUC testing AUC feature combination
2 0.687±0.035 0.650±0.130 {9, 15}
3 0.693±0.044 0.616±0.123 {9, 15, 36}
4 0.693±0.044 0.622±0.125 {9, 15, 36, 47}
5 0.691±0.046 0.584±0.141 {9, 15, 35, 36, 47}
6 0.692±0.047 0.559±0.136 {9, 15, 35, 36, 47, 49}
7 0.701±0.043 0.544±0.068 {3, 9, 15, 35, 36, 47, 49}
8 0.7134±0.047 0.552±0.079 {3, 4, 9, 15, 35, 36, 47, 49}
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Table B.41: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and se-
quential feature selection for classifying previous four year ipsilateral high and low
risk images.

num of features training AUC testing AUC feature combination
2 0.6522±0.038 0.606±0.174 {40, 44}
3 0.651±0.040 0.595±0.172 {40, 44, 49}
4 0.650±0.038 0.550±0.158 {11, 40, 44, 49}
5 0.660±0.045 0.532±0.142 {11, 40, 44, 49, 56}
6 0.682±0.038 0.515±0.133 {11, 40, 44, 49, 56, 59}
7 0.765±0.039 0.594±0.174 {11, 40, 43, 44, 49, 56, 59}
8 0.766±0.044 0.601±0.154 {11, 19, 40, 43, 44, 49, 56, 59}

Table B.42: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
sequential feature selection for classifying previous four year contralateral high and
low risk images.

num of features training AUC testing AUC feature combination
2 0.582±0.028 0.503±0.085 {48, 51}
3 0.614±0.027 0.522±0.070 {38, 48, 51}
4 0.722±0.019 0.648±0.084 {24, 38, 48, 51}
5 0.754±0.017 0.682±0.071 {24, 28, 38, 48, 51}
6 0.763±0.025 0.654±0.105 {23, 24, 28, 38, 48, 51}
7 0.779±0.022 0.660±0.079 {23, 24, 28, 38, 46, 48, 51}
8 0.784±0.022 0.662±0.094 {23, 24, 28, 29, 38, 46, 48, 51}

Table B.43: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year ipsilateral high and low risk images using
5-fold cross validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.552±0.027 0.551±0.115 {17}
2 0.679±0.040 0.653±0.165 {17, 31}
3 0.700±0.030 0.633±0.146 {17, 31, 54}
4 0.698±0.018 0.621±0.094 {14, 17, 31, 54}
5 0.696±0.015 0.631±0.093 {14, 17, 26, 31, 54}
6 0.697±0.013 0.611±0.078 {14, 17, 26, 31, 49, 54}
7 0.711±0.021 0.623±0.063 {14, 15, 17, 26, 31, 49, 54}
8 0.726±0.021 0.655±0.066 {14, 15, 17, 23, 26, 31, 49, 54}
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Table B.44: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year contralateral high and low risk images using
5-fold cross validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.566±0.038 0.562±0.193 {36}
2 0.564±0.049 0.451±0.133 {36, 37}
3 0.586±0.027 0.469±0.139 {32, 36, 37}
4 0.589±0.032 0.452±0.140 {32, 36, 37, 58}
5 0.601±0.028 0.402±0.100 {32, 34, 36, 37, 58}
6 0.708±0.049 0.552±0.180 {32, 34, 36, 37, 54, 58}
7 0.720±0.039 0.563±0.157 {16, 32, 34, 36, 37, 54, 58}
8 0.736±0.037 0.601±0.129 {16, 32, 34, 36, 37, 42, 54, 58}

Table B.45: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year ipsilateral high and low risk images using
5-fold cross validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.527±0.032 0.463±0.143 {20}
2 0.608±0.018 0.551±0.076 {20, 22}
3 0.605±0.019 0.532±0.059 {20, 22, 58}
4 0.617±0.024 0.537±0.048 {20, 22, 40, 58}
5 0.623±0.012 0.487±0.078 {20, 22, 28, 40, 58}
6 0.628±0.016 0.453±0.086 {20, 22, 28, 35, 40, 58}
7 0.655±0.013 0.507±0.056 {20, 22, 28, 29, 35, 40, 58}
8 0.691±0.035 0.511±0.107 {20, 22, 28, 29, 32, 35, 40, 58}

Table B.46: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year contralateral high and low risk images using
5-fold cross validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.552±0.028 0.567±0.117 {24}
2 0.551±0.021 0.486±0.079 {22, 24}
3 0.671±0.027 0.650±0.090 {18, 22, 24}
4 0.681±0.023 0.655±0.086 {18, 22, 24, 31}
5 0.705±0.019 0.664±0.059 {18, 22, 24, 31, 35}
6 0.715±0.025 0.611±0.114 {18, 22, 24, 31, 35, 60}
7 0.716±0.024 0.599±0.094 {18, 22, 24, 29, 31, 35, 60}
8 0.720±0.026 0.567±0.086 {5, 18, 22, 24, 29, 31, 35, 60}

155



Table B.47: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and ex-
haustive search feature selection for classifying current ipsilateral high and low risk
images.

num of features training AUC testing AUC feature combination
1 0.609±0.020 0.610±0.091 {42}
2 0.606±0.034 0.592±0.066 {19, 21}
3 0.693±0.023 0.686±0.086 {2, 19, 37}
4 0.727±0.049 0.683±0.124 {6, 17, 19, 54}

Table B.48: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and ex-
haustive search feature selection for classifying current contralateral high and low
risk images.

num of features training AUC testing AUC feature combination
1 0.525±0.031 0.511±0.114 {15}
2 0.580±0.035 0.562±0.132 {24, 60}
3 0.629±0.028 0.592±0.145 {24, 29, 60}
4 0.661±0.030 0.610±0.166 {9, 24, 45, 60}

Table B.49: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
exhaustive search feature selection for classifying previous two year ipsilateral high
and low risk images.

num of features training AUC testing AUC feature combination
1 0.548±0.061 0.375±0.163 {18}
2 0.628±0.036 0.584±0.145 {1, 43}
3 0.731±0.013 0.685±0.099 {28, 33, 50}
4 0.740±0.005 0.668±0.134 {19, 28, 33, 50}

Table B.50: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and ex-
haustive search feature selection for classifying previous two year contralateral high
and low risk images.

num of features training AUC testing AUC feature combination
1 0.559±0.035 0.588±0.177 {13}
2 0.687±0.035 0.650±0.130 {9, 15}
3 0.634±0.035 0.535±0.096 {4, 10, 15}
4 0.695±0.044 0.562±0.116 {9, 15, 49, 58}
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Table B.51: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and ex-
haustive search feature selection for classifying previous four year ipsilateral high
and low risk images.

num of features training AUC testing AUC feature combination
1 0.540±0.030 0.562±0.116 {25}
2 0.614±0.013 0.591±0.077 {26, 44}
3 0.560±0.026 0.394±0.089 {19, 31, 41}
4 0.665±0.023 0.627±0.071 {41, 44, 55, 59}

Table B.52: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
exhaustive search feature selection for classifying previous four year contralateral
high and low risk images.

num of features training AUC testing AUC feature combination
1 0.544±0.046 0.497±0.174 {41}
2 0.533±0.062 0.434±0.130 {41, 59}
3 0.643±0.025 0.603±0.118 {16, 21, 42}
4 0.702±0.018 0.659±0.098 {16, 21, 28, 52}

Table B.53: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year ipsilateral high and low risk images using
5-fold cross validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.557±0.037 0.5630±0.141 {25}
2 0.663±0.037 0.617±0.139 {19, 55}
3 0.718±0.036 0.654±0.146 {17, 19, 54}
4 0.667±0.042 0.609±0.113 {14, 17, 51, 58}

Table B.54: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year contralateral high and low risk images using
5-fold cross validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.531±0.022 0.386±0.089 {18}
2 0.563±0.044 0.495±0.182 {37, 44}
3 0.592±0.037 0.464±0.094 {18, 36, 37}
4 0.644±0.037 0.438±0.087 {18, 24, 37, 57}
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Table B.55: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year ipsilateral high and low risk images using
5-fold cross validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.527±0.032 0.463±0.143 {20}
2 0.618±0.022 0.604±0.07 {21, 51}
3 0.618±0.011 0.552±0.061 {2, 37, 51}
4 0.662±0.013 0.602±0.068 {5, 19, 21, 44}

Table B.56: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year contralateral high and low risk images using
5-fold cross validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.558±0.029 0.558±0.131 {45}
2 0.639±0.034 0.617±0.156 {18, 34}
3 0.656±0.025 0.622±0.074 {14, 18, 52}
4 0.658±0.025 0.614±0.077 {18, 24, 31, 52}

B.6 Detailed Results for Temporal Breast Cancer Risk
Assessment - Part II

Feature indexing for Tables B.57 to B.66 in this section is described in Table A.2 of
Appendix A. These tables (Table B.57 to Table B.66) show detailed results for the
experiment of temporal breast cancer risk assessment by using hold-out validation as
an comparison to the experiments described in Section 8.3.2 and Section 8.3.3. Re-
sults reported here were obtained by selecting features using the whole 100 training
image data set and classification performance for the 100 testing image data set was
calculated with hold-out validation (training on the 100 training images and testing
on the 100 testing images).
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Table B.57: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and sequen-
tial feature selection for classifying current ipsilateral high and low risk images.

num of features training AUC testing AUC feature combination
2 0.759 0.719 {14, 19}
3 0.901 0.674 {14, 19, 54}
4 0.922 0.666 {14, 19, 35, 54}
5 0.924 0.660 {14, 19, 35, 54, 57}
6 0.946 0.644 {14, 19, 23, 35, 54, 57}
7 0.956 0.641 {14, 19, 23, 29, 35, 54, 57}
8 0.962 0.640 {14, 19, 23, 25, 29, 35, 54, 57}

Table B.58: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and sequen-
tial feature selection for classifying current contralateral high and low risk images.

num of features training AUC testing AUC feature combination
2 0.816 0.502 {24, 60}
3 0.859 0.613 {24, 54, 60}
4 0.874 0.507 {24, 53, 54, 60}
5 0.886 0.512 {23, 24, 53, 54, 60}
6 0.896 0.528 {23, 24, 35, 53, 54, 60}
7 0.905 0.527 {23, 24, 33, 35, 53, 54, 60}
8 0.912 0.528 {3, 23, 24, 33, 35, 53, 54, 60}

Table B.59: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and sequen-
tial feature selection for classifying previous two year ipsilateral high and low risk
images.

num of features training AUC testing AUC feature combination
2 0.647 0.447 {30, 53}
3 0.767 0.553 {30, 53, 58}
4 0.812 0.596 {28, 30, 53, 58}
5 0.883 0.595 {19, 28, 30, 53, 58}
6 0.843 0.612 {19, 28, 30, 53, 58, 60}
7 0.863 0.564 {19, 28, 30, 40, 53, 58, 60}
8 0.874 0.749 {19, 26, 28, 30, 40, 53, 58, 60}

159



Table B.60: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and sequen-
tial feature selection for classifying previous two year contralateral high and low risk
images.

num of features training AUC testing AUC feature combination
2 0.756 0.648 {9, 15}
3 0.758 0.647 {9, 15, 36}
4 0.800 0.607 {9, 15, 36, 47}
5 0.817 0.608 {9, 15, 35, 36, 47}
6 0.842 0.584 {9, 15, 35, 36, 47, 49}
7 0.846 0.579 {3, 9, 15, 35, 36, 47, 49}
8 0.862 0.594 {3, 4, 9, 15, 35, 36, 47, 49}

Table B.61: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using 5-fold cross validation and se-
quential feature selection for classifying previous four year ipsilateral high and low
risk images.

num of features training AUC testing AUC feature combination
2 0.635 0.638 {40, 44}
3 0.753 0.586 {40, 44, 49}
4 0.774 0.587 {11, 40, 44, 49}
5 0.789 0.569 {11, 40, 44, 49, 56}
6 0.800 0.608 {11, 40, 44, 49, 56, 59}
7 0.813 0.664 {11, 40, 43, 44, 49, 56, 59}
8 0.836 0.696 {11, 19, 40, 43, 44, 49, 56, 59}

Table B.62: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using 5-fold cross validation and
sequential feature selection for classifying previous four year contralateral high and
low risk images.

num of features training AUC testing AUC feature combination
2 0.708 0.427 {48, 51}
3 0.742 0.449 {38, 48, 51}
4 0.812 0.635 {24, 38, 48, 51}
5 0.829 0.677 {24, 28, 38, 48, 51}
6 0.851 0.701 {23, 24, 28, 38, 48, 51}
7 0.872 0.609 {23, 24, 28, 38, 46, 48, 51}
8 0.887 0.586 {23, 24, 28, 29, 38, 46, 48, 51}
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Table B.63: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year ipsilateral high and low risk images using
hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.643 0.448 {17}
2 0.690 0.588 {17, 31}
3 0.810 0.614 {17, 31, 54}
4 0.836 0.630 {14, 17, 31, 54}
5 0.849 0.629 {14, 17, 26, 31, 54}
6 0.849 0.623 {14, 17, 26, 31, 49, 54}
7 0.858 0.640 {14, 15, 17, 26, 31, 49, 54}
8 0.864 0.617 {14, 15, 17, 23, 26, 31, 49, 54}

Table B.64: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year contralateral high and low risk images using
hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.655 0.435 {36}
2 0.775 0.485 {36, 37}
3 0.825 0.502 {32, 36, 37}
4 0.839 0.502 {32, 36, 37, 58}
5 0.842 0.502 {32, 34, 36, 37, 58}
6 0.852 0.525 {32, 34, 36, 37, 54, 58}
7 0.893 0.501 {16, 32, 34, 36, 37, 54, 58}
8 0.898 0.514 {16, 32, 34, 36, 37, 42, 54, 58}

Table B.65: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year ipsilateral high and low risk images using
hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.599 0.519 {20}
2 0.721 0.579 {20, 22}
3 0.754 0.560 {20, 22, 58}
4 0.795 0.579 {20, 22, 40, 58}
5 0.820 0.573 {20, 22, 28, 40, 58}
6 0.834 0.568 {20, 22, 28, 35, 40, 58}
7 0.834 0.577 {20, 22, 28, 29, 35, 40, 58}
8 0.840 0.585 {20, 22, 28, 29, 32, 35, 40, 58}
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Table B.66: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year contralateral high and low risk images using
hold-out validation and sequential feature selection.

num of features training AUC testing AUC feature combination
1 0.631 0.550 {24}
2 0.725 0.551 {22, 24}
3 0.884 0.680 {18, 22, 24}
4 0.893 0.677 {18, 22, 24, 31}
5 0.915 0.642 {18, 22, 24, 31, 35}
6 0.920 0.640 {18, 22, 24, 31, 35, 60}
7 0.916 0.630 {18, 22, 24, 29, 31, 35, 60}
8 0.926 0.636 {5, 18, 22, 24, 29, 31, 35, 60}

Table B.67: Detailed risk classification AUC scores for 60 texton features calcu-
lated from label-independent higher-order textons using hold-out validation and ex-
haustive search feature selection for classifying current ipsilateral high and low risk
images.

num of features training AUC testing AUC feature combination
1 0.750 0.389 {42}
2 0.888 0.577 {19, 21}
3 0.922 0.596 {2, 19, 37}
4 0.948 0.635 {6, 17, 19, 54}

Table B.68: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection for classifying current contralateral high and low risk
images.

num of features training AUC testing AUC feature combination
1 0.655 0.529 {15}
2 0.816 0.502 {24, 60}
3 0.870 0.506 {24, 29, 60}
4 0.888 0.523 {9, 24, 45, 60}
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Table B.69: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection for classifying previous two year ipsilateral high and
low risk images.

num of features training AUC testing AUC feature combination
1 0.874 0.563 {18}
2 0.749 0.596 {1, 43}
3 0.786 0.643 {28, 33, 50}
4 0.828 0.637 {19, 28, 33, 50}

Table B.70: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection for classifying previous two year contralateral high and
low risk images.

num of features training AUC testing AUC feature combination
1 0.643 0.445 {13}
2 0.756 0.648 {9, 15}
3 0.809 0.552 {4, 10, 15}
4 0.839 0.621 {9, 15, 49, 58}

Table B.71: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection for classifying previous four year ipsilateral high and
low risk images.

num of features training AUC testing AUC feature combination
1 0.600 0.462 {25}
2 0.748 0.589 {26, 44}
3 0.819 0.536 {19, 31, 41}
4 0.854 0.626 {41, 44, 55, 59}

Table B.72: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons using hold-out validation and exhaus-
tive search feature selection for classifying previous four year contralateral high and
low risk images.

num of features training AUC testing AUC feature combination
1 0.655 0.552 {41}
2 0.869 0.559 {41, 59}
3 0.916 0.636 {16, 21, 42}
4 0.927 0.652 {16, 21, 28, 52}

163



Table B.73: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year ipsilateral high and low risk images using
hold-out validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.666 0.445 {25}
2 0.774 0.570 {19, 55}
3 0.814 0.625 {17, 19, 54}
4 0.842 0.552 {14, 17, 51, 58}

Table B.74: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous two year contralateral high and low risk images using
hold-out validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.663 0.476 {18}
2 0.789 0.483 {37, 44}
3 0.850 0.525 {18, 36, 37}
4 0.863 0.559 {18, 24, 37, 57}

Table B.75: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year ipsilateral high and low risk images using
hold-out validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.599 0.519 {20}
2 0.795 0.535 {21, 51}
3 0.813 0.513 {2, 37, 51}
4 0.840 0.583 {5, 19, 21, 44}

Table B.76: Detailed risk classification AUC scores for 60 texton features calculated
from label-independent higher-order textons generated from current year mammo-
grams for classifying previous four year contralateral high and low risk images using
hold-out validation and exhaustive search feature selection.

num of features training AUC testing AUC feature combination
1 0.654 0.559 {45}
2 0.803 0.631 {18, 34}
3 0.901 0.618 {14, 18, 52}
4 0.911 0.627 {18, 24, 31, 52}
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