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Abstract

Abstract

Breast cancer is the most common cancer affecting Australian women, with many affected
individuals exhibiting a strong family history of the disease. Whilst inherited mutations in BRCA1,
BRCA2 and additional susceptibility genes account for approximately 30% of familial breast cancer
cases, the underlying cause in the remaining 70% is unknown, suggesting that additional breast
cancer susceptibility genes exist. We hypothesised that mutations within genes that play a role in
the DNA damage repair and checkpoint control pathways may be involved in predisposing families

to inherited breast cancer.

In order to test our hypothesis lon Torrent Massively Parallel Sequencing and a custom targeted
panel were used to sequence 51 genes of interest in a cohort of BRCA1/2 mutation-negative
individuals with familial breast cancer. The gene panel consisted of 19 known breast cancer
susceptibility genes (diagnostic genes) and 32 genes which play integral roles in the DNA damage
repair and cell cycle control pathways and therefore are potentially involved in the development of
breast cancer (discovery genes). For this study, a bespoke bioinformatics pipeline was developed
for the analysis of lon Torrent data generated from a cohort of BRCA1/2 mutation-negative
individuals from South Australia. A novel three-dimensional pooling strategy (Tri-Pool-Seq) was
piloted for the identification of rare variants within the patient cohort, however this failed to identify

known sequence changes and therefore was not extended to the full cohort.

From the individual sequencing and analysis of patients, an average of 125 variants were identified
in each sample, with rare variants analysed further. In total 166 rare variants were identified which
were predicted to alter gene transcription or translation; of these 82 variants were identified as
being potentially pathogenic. Moreover, a known pathogenic truncation mutation was identified in

PALBZ2 in 2 individuals.

CRISPR/Cas9 was used to functionally validate a UIMC1 polymorphism identified in 2 patients in an
attempt to establish the role of this gene in cancer development. This study indicated that cells
lacking functional UIMC1 demonstrated an increased sensitivity to ionising radiation, resulting in an
increase in cell death and a reduced capacity to repair DNA double stranded breaks. These results
indicate that a loss of UIMC1 may play an important role in the development of hereditary breast

cancer, through the loss of vital DNA damage repair capabilities and dysregulation of cell growth.
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Overall, this research has the potential to provide much needed diagnostic information for the
identification of mutations resulting in familial breast cancer, and to identify novel breast cancer

genes.

The work carried out within this thesis provides further evidence that additional genes are involved
in the development of hereditary breast cancer. This South Australian population-based analysis of
BRCA1 and BRCA2 mutation-negative individuals has resulted in the identification of both
pathogenic disease causative mutations, and a potentially novel gene involved in cancer

development.
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Chapter 1: Introduction
1.1 Breast Cancer
Cancer is a disease where uncontrolled cell growth arises secondary to key underlying driver events.
These events result in the cell’s ability to evade cell death, sustain chronic proliferation, enable
replicative immortality, elude growth suppressors, obtain sustenance and vascularisation through
angiogenesis and the ability to invade and metastasise (Hanahan and Weinberg, 2011). Often,
cancer arises due to genetic aberrations within vital genes required for cell cycle regulation,
controlled cell growth and DNA damage repair. Mutations within these vital genes often results in
genomic instability and therefore high mutability, but also leads to uncontrolled cell proliferation,
destruction of healthy neighbouring cells and invasion of surrounding tissues and organs (Hanahan
and Weinberg, 2011). Mutations can arise sporadically from errors in DNA replication or from
external factors such as exposure to carcinogens and lifestyle factors (i.e. diet and alcohol

consumption), or mutations can be inherited.

Cancer affects many different organs and body systems, with breast cancer identified as the second
most common cancer affecting women worldwide (Torre et al., 2015). Cancers originating from the
epithelium are termed carcinomas (specifically adenocarcinomas), with those arising from the
breast epithelium comprising a highly heterogeneous group of tumours, which can differ
significantly based on age of onset, clinical features, and the histological characteristics.
Additionally, the genetic context associated with breast cancer development plays a significant role
in treatment options and prognosis. The majority of genetic changes identified in cancer, including
breast cancers tend to fall into two categories: loss of function mutations within tumour suppressor

genes (TSGs) and gain of function mutations within proto-oncogenes.

Mutations in both TSGs and proto-oncogenes have both been shown to play a pivotal role in
carcinogenesis, with mutations often initiating tumour development and further driving tumour
progression (Hanahan and Weinberg, 2011). TSGs function to negatively regulate cell growth and
proliferation and maintain homeostasis. Therefore, the loss of function of TSGs within these pivotal
pathways enables cancers to sustain cell growth, evade growth suppression and resist cell death.
Proto-oncogenes function to control cell growth and proliferation, and when mutated, can function
as a cancer promoting oncogene due to dysregulation of vital cellular control. This control is
maintained by various negative feedback loops that function to diminish various types of cell
signalling and maintain homeostatic regulation, which has been demonstrated by numerous studies

(Amit et al., 2007, Mosesson et al., 2008, Wertz and Dixit, 2010, Hanahan and Weinberg, 2011). It
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Chapter 1: Introduction
has been shown that defects within these proto-oncogenes can enhance proliferative signalling.
Mutations within genes of an oncogenic nature have been shown to correspond to an increase in
proliferation of cancer cells and therefore, an increase in tumour growth and progression. Due to
the vital function of both TSGs and proto-oncogenes in the control of cell growth, cell death and
maintenance of genomic integrity, mutations within both of these classes of genes are likely to play

arole in breast cancer development.

Breast cancer is the most common cancer in women and the second most common malignancy in
Australia with 16,753 new cases being diagnosed in 2014 (Australian Institue of Health and Welfare,
2016). Breast cancer affects 1 in 8 women by age 85 (Australian Institute of Health and Welfare,
2013) and, in 2014, accounted for 25.4% of all cancers in women worldwide (International Agency
for Research on Cancer, 2014). On a positive note, the mean five-year survival rate for those
diagnosed with breast cancer has increased from 72% in 1987 to 89% in 2014 (Cancer Australia,
2014, National Breast Cancer Foundation, 2014). This improvement in survival rate is in part
attributed to early detection of breast cancer through the implementation of regular mammogram
screening. However, the incidence of breast cancer is increasing and it is anticipated that by 2020
approximately 20,000 women will be diagnosed with breast cancer annually in Australia (Australian
Institue of Health and Welfare, 2016). This has been attributed to several factors, one of which is
the introduction of the BreastScreen Australia Program (Australian Government, 2015). This service
provides increased breast cancer surveillance and therefore detection of breast cancer at earlier
stages and has contributed to the apparent increase in cancer incidence. Additionally, lifestyle
factors such as hormone replacement therapy and alcohol consumption, in addition to the aging

population, are also playing a role in the observed increase in breast cancer incidence.

Symptoms of breast cancer commonly include physical changes in the breast such as the
development of a lump, breast pain, or changes to the nipple or skin (Australian Institue of Health
and Welfare, 2016). Most breast cancers originate in the cells lining the ducts or within the lobules
(Sharma et al., 2010). Cancers also develop in other mammary tissues or progress to form tumours
within lymph nodes following metastasis (Figure 1.1). Breast cancers are most commonly identified
as ductal carcinoma in situ (DCIS) or invasive ductal carcinoma (IDC), both of which originate from
the milk ducts (Tamimi et al., 2008). DCIS is the most common form of non-invasive cancer, and
whilst these tumours are initially benign, they have the potential to become invasive and malignant

if not treated (Sharma et al., 2010). IDC is the infiltrative and malignant proliferation of cells from
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within the milk ducts into the surrounding breast tissue. These carcinomas can invade the lymph
nodes and spread to other regions of the body. IDC is the most commonly identified type of breast
cancer, accounting for 80% of all breast cancer diagnoses. Similarly, malignancies within the milk
producing lobules are also identified as either invasive or in situ (Wellings and Jensen, 1973,

Cristofanilli et al., 2005)

Image removed due to copyright restriction.
Available to view online:
https://www.teresewinslow.com/
breast/5cfygg3altvi8s0ps7uo025fn9guuqg5s

Figure 1.1: Anatomy of the female breast. Majority of breast cancers originate in the milk
ducts or the lobules (Winslow, 2011).

Diagnosis of breast cancer typically involves a clinical breast examination and breast imaging
including mammogram, MRI or ultrasound (Fuller et al., 2015). Biopsies may also be taken for
histological examination and are frequently performed under ultrasound guidance. If breast cancer
is confirmed, treatment options can involve surgery (whether it be a wide local excision,
mastectomy or prophylactic total mastectomy), radiotherapy, chemotherapy, hormone therapy or
targeted therapies. Treatment approach is determined by various factors that include the stage,
type and location of the breast cancer, severity of symptoms and the general health of the affected
individual (Miller et al., 2016). The genetic basis of breast cancer development also plays a role in

determining possible treatment options (as discussed further in Section 1.5).

1.1.1 Sporadic Breast Cancer

Sporadic cases of breast cancer account for approximately 90% of all reported Australian breast

cancer cases per year (van der Groep et al., 2006). Sporadic cancers typically have no known
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hereditary links but are likely a consequence of cumulative acquired mutations within somatic cells.
Whilst sporadic cases of breast cancer are not the focus of this research project, understanding the
pathways and proteins that play a role in sporadic breast cancer development remain relevant to
understanding the pathology of breast cancer. Often, sporadic cancers are attributed to an
accumulation of acquired mutations within key regulatory genes. Most frequently, sporadic
tumours are attributed to the activation and/or over-expression of oncogenes which play a role in
cell proliferation and tumour growth. The activation of oncogenes such as MYC (MYC-proto
oncogene, BHLH Transcription factor), CCND1 (Cyclin D1) and ERBB2 (Erb-B2 receptor tyrosine
kinase 2) have been shown to be crucial events in breast carcinogenesis. The resulting increase in
cell proliferation and uncontrolled cell growth leads to subsequent tumour formation (Mitrunen

and Hirvonen, 2003, Kenemans et al., 2008)

There is a significant difference in the key mutagenic events that occur within sporadic and familial
breast cancers. While sporadic cancers are most commonly attributed to an acquired accumulation
of mutations within oncogenes, familial cancers are often the result of germline mutations within
TSGs. Often, cancers arising from mutations within TSGs require both alleles to be mutated or
deleted, which is not commonly observed in individuals with sporadic cancer. However, individuals
who have already inherited a mutated allele (as observed with familial cancers) are more likely to
acquire a second mutation, which has the ability to knockout function of the key TSG (discussed in

more detail in section 1.4)

1.1.2 Familial Breast Cancer

Familial cases of breast cancer are associated with the germline inheritance of a pathogenic variant
affecting the function of a gene or multiple genes involved in pathways such as cell checkpoint
control (Xu et al., 1999), DNA damage response (Wang et al., 2000) and transcriptional regulation
(Starita and Parvin, 2003). Familial breast cancers, which typically involve mutations within TSGs in

these pathways, accounts for approximately 10% of all breast malignancies (Liebens et al., 2007).

The two most common TSGs found to be mutated in familial breast cancer are the breast cancer
susceptibility genes BRCA1 and BRCA2 (Miki et al., 1994, Wooster et al., 1995). An inherited
pathogenic mutation within either of these genes results in a significantly increased lifetime risk of
breast cancer; 55-85% for BRCA1 mutations and 35-60% for BRCA2 mutations, compared with a
population risk of approximately 10% (Brose et al., 2002, Thompson and Easton, 2002, Antoniou et
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al., 2003, King et al., 2003). Individuals from families with a strong history of breast cancer that meet
the diagnostic criteria can undergo mutational screening within the BRCA1/2 genes. Identification
of a pathogenic mutation in individuals within these families is important as it enables access to a
range of additional surveillance opportunities, and, if chosen, prophylactic surgical interventions.
Unfortunately mutations in these genes only account for approximately 20% of familial breast
cancer cases (Turnbull and Rahman, 2008, Shiovitz and Korde, 2015). Whilst several other
moderate-risk breast cancer predisposition genes have been identified, the underlying cause of
more than 70% of familial breast cancer cases is still unknown (Turnbull and Rahman, 2008, Shiovitz
and Korde, 2015). Whilst these cases may contain undetected pathogenic mutations within the

BRCA genes, it is also highly likely that additional breast cancer susceptibility genes may exist.

1.2 Ovarian Cancer

In addition to familial breast cancer, mutations within BRCA1 and BRCA2 have also been identified
to play a role in the development of ovarian cancer. After uterine cancer, ovarian cancer is the
second most commonly diagnosed gynaecological cancer in Australian women. However, it is the
deadliest in terms of mortality rate (Sankaranarayanan and Ferlay, 2006). Ovarian cancer is the
fourth most common cause of cancer mortality in women and although less frequent than breast
cancer, it is rapidly fatal, a characteristic which is often attributed to poor detection rates (Lengyel,
2010). Unfortunately, due to the lack of signs and symptoms in the early stages of disease, combined
with an absence of screening tests, most ovarian cancer cases remain undiagnosed until the
advanced stages. The majority (>90%) of malignant ovarian cancers are epithelial (Ramus and
Gayther, 2009). These ovarian cancers shed epithelial cells into the fluid of the abdominal cavity,
facilitating the implantation of the tumour cells within other peritoneal structures, including the
uterus, bladder and bowel. More than 60% of women presenting with ovarian cancer are diagnosed
at stage lll or IV, indicating that the cancer has already spread beyond the ovaries (Sood et al., 2001).
Mortality in these women is high, with a 5-year survival rate of approximately 43% (Ramus and

Gayther, 2009).

Germline mutations within BRCA1 and BRCA2 confer a high lifetime risk of ovarian cancer and
mutations within these genes represent the most significant and well characterised risk factors for
ovarian cancer (Ramus and Gayther, 2009). The risk of developing ovarian cancer is 40-53% with
BRCA1 mutations and 20-30% with BRCA2 mutations (Ford et al., 1998, Antoniou et al., 2002). Other

genes such as the mismatch repair genes MLH1 (MutL homolog 1) and MSH2 (MutS homolog 2), are
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associated with an increased risk of ovarian cancer, but not breast cancer (Bonadona et al., 2011).
Additionally, mutations in MSH6 (MutS homolog 6) and PMS2 (PMS1 homolog 2, mismatch repair
system component) are associated with the development of Lynch syndrome which is associated
with an increased risk of hereditary cancers, including both ovarian and breast cancers (Roberts et

al., 2018).

1.3 Genetic Risk Prediction

Whilst breast cancer can cluster with other phenotypic features when part of a syndrome, such as
in Cowden syndrome, there is no phenotype associated with carrying a pathogenic BRCA mutation
until the onset of breast and/or ovarian cancer. Therefore, the likelihood of identifying an individual
carrying a mutation within one of these predisposition genes is based largely on family history. Over
the past two decades, there have been several statistical and empirical models designed and
validated for the assessment of breast cancer risk. The cohort selected for this study have all been

assessed through the Manchester scoring system (MSS).

The MSS is used to determine the likelihood of identifying a BRCA1/2 mutation in a given individual
(Evans et al., 2004, Evans et al., 2005). The MSS involves assessing both the maternal and paternal
lineages and assigning scores for each affected individual within the family (score criteria is outlined
in Section 2.1.1). The system takes into account types of cancers in the family, including breast (both
male and female), ovarian, prostate and pancreatic, and the age of onset. This model has been
validated in multiple datasets and has been shown to perform well in comparison to other
established models (Evans et al., 2004, Amir et al., 2010). The main advantage associated with the
MSS is its simplicity. While some of the manual and other tabular models (eg. Couch Model, Myriad
tables) are also relatively easy to use, they often ignore important familial information. Conversely,
the computer models (such as BOADICEA and BRCAPRO) are very time consuming to carry out and
can be difficult to manipulate (Antoniou et al., 2004, Antoniou et al., 2008). Therefore the MSS is

most often utilised by clinicians to determine if an individual would benefit from BRCA1/2 analysis.

1.4 Tumour Suppressor Genes
Mutations within TSGs, such as BRCA1, BRCA2, TP53 (tumour protein 53) and ATM (Ataxia

telangiectasia mutated) have been shown to be involved in breast cancer. TSGs regulate the
proliferation of normal cells and play an important role in cell cycle arrest (Suter and Marcum, 2007).

Loss of TSG function results in uncontrolled cell proliferation and often results in tumour formation.
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TSGs have been divided into two major categories; gatekeeper and caretaker genes (Kinzler and
Vogelstein, 1997). Gatekeeper genes identified as TSGs are responsible for the control or promotion
of cell death, such as TP53 and PTEN (Oliveira et al., 2005). These genes directly inhibit tumour
growth or promote cell death and as such, the inactivation of these genes may directly contribute
to the formation of cancers and their progression. Caretaker genes, such as MLH1 and MSH2,
encode products necessary for genome stabilisation (Hickson, 2003). The inactivation of a caretaker
gene leads to genetic instability, resulting in an accumulation of uncorrected mutations throughout
the genome. The onset of tumourigenesis as a result of mutation within a caretaker gene can
progress rapidly due to an accelerated rate of mutation in other genes directly involved in regulating
cell proliferation or apoptosis. Both BRCA1 and BRCAZ2 have been categorised as caretaker genes

(Oliveira et al., 2005).

1.4.1 BRCA1
The existence of the BRCA1 gene (Breast Cancer 1, early onset; MIM 113705) was first identified

through linkage studies which found that mutations within 17q12-21 were associated with inherited
breast and ovarian cancer (Hall et al., 1990). Further analysis through positional cloning resulted in
the identification of the BRCA1 gene within this region (Miki et al., 1994). BRCA1 encodes an 1863
amino acid protein and is comprised of 24 exons, located on chromosome 17g21 (Figure 1.2). The
exon boundaries as annotated from GenBank (U14690.1) demonstrate that exon 4 is missing, due

to a correction made after the initial description of the gene (Fackenthal and Olopade, 2007).

BRCA1 acts as a nuclear phospho-protein which shuttles between the nuclear and cytoplasmic
compartments of the cell and has been identified as a critical protein within the DNA damage
response and cell cycle control pathways (Friedenson, 2007). While BRCA1 itself is a signalling
protein, it is often found co-localised with other tumour suppressor proteins, DNA damage sensors
and signal transducers to form a large multi-subunit protein complex known as the BRCA1-
associated genome surveillance complex (BASC), which enables multiple repair functions within the
DNA damage repair pathway. This complex facilitates both the recognition of a break in the DNA
(single stranded or double stranded) and the recruitment of further proteins and enzymes for the
repair of these sites (Wang et al., 2000). BRCA1 has also been shown to have various regulatory

roles within G2/M checkpoint control (Moynahan et al., 1999).
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These vital roles that BRCA1 plays in DNA damage repair indicates its fundamental significance in
maintaining genomic stability. Additionally, it has been shown that BRCA1 acts as a regulatory
protein in the apoptotic pathway, further illustrating the function of BRCA1 in response to cellular
stress and damage (Thangaraju et al., 2000, Venkitaraman, 2002). BRCA1 protein expression peaks
during the S and Gi phases of the cell cycle (during which DNA replication occurs), further
emphasising the role of BRCA1 in genomic integrity (Vaughn et al., 1996). Considering the multitude
of roles BRCA1 plays in DNA damage repair and cell cycle control, it is not surprising that a loss of

BRCA1 expression would lead to the development of cancer.

1.4.2 BRCA2
BRCA?2 (Breast Cancer 2, early onset; MIM 600185) was identified in 1995 through linkage studies

carried out on families with multiple cases of breast cancer that were not associated with mutations
within BRCA1 (Wooster et al., 1995). BRCA2 consists of 27 exons (Figure 1.3) located on the long
arm of chromosome 13 and encodes a protein of 3148 amino acids (Tavtigian et al., 1996, Tonin et
al., 1996). Mutations within BRCA2 are not only associated with breast and ovarian cancer, but are
also associated with prostate, pancreatic and peritoneal cancers in addition to melanomas (The

Breast Cancer Linkage Consortium, 1999).

BRCAZ2 is essential for multiple DNA repair pathways and in cell cycle control. BRCA2 expression is
tightly regulated during cell proliferation and evidence supports it being co-regulated with the
expression of BRCA1. The expression of BRCA2 is induced in rapidly proliferating cells and is
regulated in a cell cycle dependant manner, peaking around the G1/S phases when DNA replication

occurs (Rajan et al., 1996).
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Figure 1.2: Gene structure of BRCA1 including functional domain, interacting proteins and common mutations. Contains 23 exons, with exon 4 missing, and exon 11 being the
largest. Exons are indicated by light blue boxes with untranslated regions (UTRs) shown in dark blue. Common pathogenic germline mutations associated with development of breast

cancer are shown above exons. Exon numbers indicated under corresponding exons. Functional domains of BRCA1 are shown along with interacting proteins under the exons. RING;
RING-type Zinc finger, NLS; nuclear localisation sequences, BRCT; BRCA1 C-terminus

v wow

W Y 1 [ral = = =
g - 1 = DE W o= H = o =
= o=t on i = S g m W L= 4
o o o = I~ = O @ Mmoo ]
I s o T = £ m
Bou= 9 o E nE £ 2 & = =
4@ 5 = e LEFE T @ i £ 3
O oo o [=% o =T = T = T = T = o o o

12 13 14 15 16 17 1B 19 20 2122 23 24 25 26 27 3F'UTR
KAT2B PALB2 BRC Repeats o helical 0OB1 0B2 0OB3 —
RADS1 MLS
RADS1 OCCR domain

Figure 1.3: Gene structure of BRCA2 including functional domains, interacting proteins and common mutations. Contains 27 exons, with exon 11 being the largest. Exons are
indicated by light blue boxes with untranslated regions (UTRs) shown in dark blue. Common pathogenic germline mutations associated with development of breast cancer are shown
above exons. Exon numbers indicated under corresponding exons. The functional domains of BRCA2 are shown along with the interacting proteins under the exons. BRC (BRCA C-

terminal) repeats are eight highly conserved motifs contained within exon 11. OCCR; ovarian cancer cluster region, OB; oligonucleotide/oligosaccharide-binding fold, NLS; nuclear
localisation sequences.
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BRCAZ2 is a key protein involved in homologous recombination, a crucial pathway required for the
repair of DNA double stranded breaks (DSBs) (Xia et al., 2001). BRCA2 is required for the specific
regulation of homologous recombination which functions to maintain genomic integrity and
suppress tumorigenesis in proliferating cells. BRCA2 also regulates the activity of RAD51, an
additional protein necessary for DNA repair via homologous recombination (Sharan et al., 1997). It
has been demonstrated that the transport of RAD51 into the nucleus is defective in cells with a
known pathogenic BRCA2 mutation (Sharan et al., 1997). This suggests a direct role of BRCA2 in both
the intracellular localisation and DNA binding of RAD51. Moreover, cells lacking BRCA2 result in
spontaneous aberrations to chromosome structure that accumulates during the process of cell
division. These abnormalities not only include broken chromosomes and chromatids, but also gross
chromosomal rearrangements including translocations, deletions, and the fusion of multiple non-
homologous chromosomes (Patel et al., 1998). It is evident that BRCA2 plays a significant role in
DNA damage repair and genomic integrity. Hence, a loss of function within these pivotal cellular

pathways may be a key event in tumorigenesis.

1.5 Role of BRCA1 and BRCA2 mutations in cancer predisposition

The most commonly identified mutations associated with the pathogenesis of BRCA1 and BRCA2
mutations are loss of function mutations. These may result from point mutations, small insertions
or deletions, large coding deletions or exon duplication (Carvalho et al., 2007). These mutations
have the ability to alter the reading frame of RNA sequences, resulting in the formation of a
truncated or non-functional protein, and therefore affect protein expression or function (Gayther
et al., 1997). The presence of these inherited germline mutations within one allele is not sufficient
to result in the onset of breast cancer, but rather acts as the ‘first hit’ of Knudson’s two-hit
hypothesis, leading to a cancer predisposition. A second mutation must occur within the remaining
BRCA allele within the cell, leading to a complete loss of function of this important tumour

suppressor.

There are approximately 2,000 identified mutations and sequence variants within BRCA1 and BRCA2
that are associated with a predisposition to breast cancer (Lin et al., 2009). Variants associated with
the development of breast cancer have been shown to be spread throughout the entirety of the
BRCA1 and BRCA2 genes (Figure 1.2 and Figure 1.3). These sequence variants are located within
both the coding and non-coding regions of these genes and are classified as either pathogenic, non-

pathogenic or sequence variants of unknown functional effect (Plon et al., 2008). Pathogenic
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mutations are genetic abberations resulting in the complete or partial loss of expression of the
protein, or lead to the production of a non-functional protein (Whittemore et al., 2004). These
mutations usually result in the production of a premature stop codon, causing protein truncation.
As illustrated Figure 1.2 and Figure 1.3, frameshift and nonsense mutations are the most commonly
identified mutations in BRCA1/2 that are involved in breast cancer development. Additonal
mutations that can lead to cancer development include translocations, inversions and large exon

deletions.

Understanding the genetic basis of breast cancer development can be important for determining
possible treatment options for affected individuals. Classification of biological markers in breast
cancers is predominately based on the presence or absence of three receptors; oestrogen (ER+/ER),
progesterone (PR+/PR-) and human epidermal growth factor receptor 2 (HER2+/HER2-) (Kittaneh et
al.,, 2013). Familial BRCAI-mutated breast cancers present as triple-negative tumours in
approximately 80% of cases, whilst BRCA2-mutated cancers are most commonly ER+ and HER2-
(Bayraktar and Gluck, 2012, Mavaddat et al., 2012). Women with BRCA mutations have been found
to be more likely to develop a secondary cancer, either within the same or opposite breast, and as
a result, bilateral mastectomies are recommended to these women (Rebbeck et al., 2004).
Furthermore, women with BRCA1-associated cancers have shown an increased sensitivity to
platinum agents such as cisplatin and other drugs that result in DNA DSBs (Silver et al., 2010), whilst
Poly ADP-ribose polymerase (PARP) inhibitors are highly effective in both BRCA1 and BRCA2 mutant
cancers (Lord et al., 2015). PARP inhibitors block the repair of DNA damage, resulting in instability,
cell cycle arrest and leading to eventual apoptosis through synthetic lethality (Lord et al., 2015).
These inhibitors prevent repair of single stranded breaks, which are then converted to DSBs during
replication. Due to the defective DNA DSB pathways in BRCA-mutant cells, these breaks are unable
to be repaired and as such leads to apoptosis of the cancer cells (Livraghi and Garber, 2015).
Therefore, it is clear that understanding of the genetic basis of the tumours is not only important

for determining cancer risk but can also guide prophylactic and post-diagnosis treatment decisions.

1.5.1 Tissue-specific carcinogenesis observed in BRCA mutation carriers

Due to its imperative role in the fundamental processes of DNA damage repair and transcriptional
regulation, both BRCA1 and BRCAZ2 are ubiquitously expressed. However, a tissue specific cancer
predisposition is observed with BRCA1/2 mutations. Unlike mutations in TP53, which can lead to

widespread cancers throughout, mutations in BRCA1/2 are primarily associated with breast and
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ovarian cancers (and prostate cancer in males). However, the reason behind this tissue specificity is

widely unknown (Welcsh and King, 2001, Venkitaraman, 2019).

Recent evidence suggests that R-loop accumulation is largely regulated by BRCA1 and BRCA2 and
plays an important role in the tissue-specific nature of cancer development. Both BRCA1 and BRCA2
are required for the turnover of R-loops which are physiological intermediates of gene transcription
and are a hybrid of RNA and single stranded DNA (ssDNA) (Aguilera and Garcia-Muse, 2012). Cells
lacking BRCA1 or BRCA2 have shown an increase in R-loop accumulation (Bhatia et al., 2014, Hill et
al., 2014), and it has been demonstrated that BRCA1 interacts with multiple proteins required for
transcription, repair of transcriptional arrest and R-loop resolution (Hill et al., 2014). An
accumulation of R-loops has been observed at sites of unscheduled transcriptional termination,
leading to ssDNA breaks and genomic instability (Hatchi et al., 2015). These findings illustrate that
unscheduled R-loop accumulation may result in significant endogenous DNA damage and
subsequent chromosomal fragility following inactivation of BRCA1 or BRCA2 (Venkitaraman, 2019).
Recent work carried out by Zhang et al. (2017) has shown that R-loops accumulate preferentially at
promoter-proximal RNA Polymerase |l pausing sites in luminal epithelial cells of BRCA1-mutant
mammary tissues. This study identified that this Polymerase Il pausing is an important contributor
to R-loop accumulation, DNA damage and subsequent cancer development within breast luminal
epithelial cells (Zhang et al., 2017). This highlights the tissue-specific nature of cancer development

observed in BRCA mutant individuals.

Additionally, the genotoxic nature of tissue-specific hormones such as oestrogen has been
implicated in the tissue-specific nature of these cancers. The ability of oestrogen metabolites to
result in DNA damage is well documented (Liehr, 1990, Montano et al., 2012). However, recent
evidence has further illustrated that oestrogen stimulation not only results in a rapid increase of
hormonally-regulated gene transcription but also an increase in R-loop formation (Stork et al.,
2016). These oestrogen induced R-loops have been found to result in genomic instability,
particularly at oestrogen responsive loci, playing an important role in DNA damage susceptibility at
these sites and within these hormonally driven tissues. As oestrogen is particularly prevalent in the
breast and ovary, this provides further understanding surrounding the tissue-specific nature of

carcinogenesis associated with BRCA mutations.

13|Page



Chapter 1: Introduction
While BRCA1 and BRCA2 are the most common genes known to be associated with the development
of breast cancers, there are several other genes less frequently implicated in hereditary breast
cancer cases. Furthermore, large genome wide association studies (GWAS) are still identifying novel

loci associated with cancer predisposition (Michailidou et al., 2015, Michailidou et al., 2017).

1.6 Additional mechanisms of breast cancer susceptibility

Despite the knowledge of these two well-defined, high-penetrance breast cancer susceptibility
genes, there are a significant proportion (approximately 80%) of familial breast cancers that are not
found to be associated with mutations within BRCA1 or BRCA2. These cancers may be due to
undetected BRCA1/2 mutations that are missed due to the current screening methods. Futhermore,
an increasing number of BRCA1/2 sequence variants of ambiguous functional signficance have been
identified in a large number of families, constituting an increasing clinical challenge (Easton et al.,
2007, Larsen et al., 2013). There are a considerable number of pathogenic mutations that are not
localised to any one particular region with the BRCA genes, but rather are spread throughout the
genes. As a result, analysis of the BRCA genes requires sequencing the entire coding region, which
invariably results in the identification of hundreds of sequence variants in a single individual. A
significant proportion of these variants have an unknown effect, and are therefore termed variants

of uncertain significance (VUS) (Fernald et al., 2011).

VUS can include missense mutations, in-frame insertion and deletions (indels) and splice site
mutations which are often annotated as single nucleotide polymorphisms (SNPs) or multiple
nucleotide polymorphisms (MNPs). These polymorphisms result in amino acid changes in the
produced protein, the functional effect of which is often unclear as the severity of the effect can
vary significantly (Wooster and Weber, 2003). The clinical significance of these VUS is unknown,
resulting in an increased diagnostic challenge. With the implementation of massively parallel
sequencing methods in diagnostic laboratories, the number of VUS identified within BRCA1/2 and
other susceptibility genes has increased significantly. As a result, new methods are required for the
intepretation of VUS and increase detection rate of pathogenic germline mutations within BRCA1/2.
Other techniques, such as RNA profiling and the use of gene signatures, have been shown to be
beneficial for the identification of BRCA-associated breast tumours in individuals that were

previously identified as BRCA mutation-negative (Larsen et al., 2013).
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1.6.1 Syndromic breast cancers

In addition to BRCA1 and BRCA2, breast cancer can be associated with several inherited genetic
syndromes (Antoniou and Easton, 2006). Germline mutations in TP53 have been implicated in the
development of Li-Fraumeni syndrome, an autosomal dominant disorder characterised by increased
risk of tumour formation (Malkin et al., 1990). Breast cancers are associated with this syndrome,
and carriers of TP53 mutations are at a high risk of developing early-onset breast cancer (Garber et
al., 1991). However, in individuals with a TP53 mutation, it is far more likely for one of the first
cancers identified to be a leukemia, melanoma, brain or soft tissue tumour, rather than a breast
tumour (Olivier et al., 2010). Additionally, these individuals often present with multiple cancers

quite early in life (under 45 years of age) and demonstrate a strong familial history of cancer.

Breast cancer is also a feature of Cowden Syndrome, which occurs as a result of mutations within
the PTEN gene (Starink et al., 1986, Eng, 1998). Cowden syndrome is associated with a distinct
phenotype of benign growth hamartomas on the surface of the skin and mouth and polyps within
the gastrointestinal tract. This is observed in around 99% of individuals by their late 20s, and as a
result, breast cancer is just one of the multiple cancers which present as secondary symptoms of
the disease (Eng, 2003). Due to these observations, mutations within genes that are associated with

a clear phenotype beyond breast cancer were excluded from this study.

1.6.2 Additional inherited breast cancer susceptibility genes

Given the large number of familial breast cancer cases that are not attributed to mutations within
BRCA1 and BRCA?2, it has long been hypothesised that other breast cancer susceptibility genes exist.
Family and linkage studies, candidate gene sequencing, genome wide association studies and case
control association studies have been utilised to identify other breast susceptibility genes (Lalloo

and Evans, 2012, Bogdanova et al., 2013).

PALB2 (partner and localiser of BRCA2) has been shown to be another highly penetrant breast
cancer susceptibility gene, with a 30-60% risk of developing breast cancer associated with a PALB2
loss of function mutation (Antoniou et al., 2014). Additionally, moderate-penetrance genes have
been identified to play a role in breast cancer susceptibility. Mutations within ATM, BRIP1 (BRCA1-
interacting Protein 1) and CHEK2 (checkpoint kinase 2) are associated with the formation of breast
tumours (Olsen et al., 2001, The CHEK2 Cancer Consortium, 2004). These genes are known to play
arole in DNA repair, and pathogenic mutations within these genes confer an increased risk of breast
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cancer by 2-fold (Seal et al., 2006, Rahman et al., 2007). The evidence for additional susceptibility
genes has been determined through population-based screening of breast cancer affected families.
These studies have revealed that only a proportion of breast cancer cases are attributed to
mutations within BRCA1 and BRCA2 and other known breast cancer genes. It has been shown that
mutations within known genes other than BRCA1/2 only accounts for an additional 10% of
hereditary breast cancers; therefore, the genetic predispositions underlying more than 70% of
familial breast cancers remain unexplained (Turnbull and Rahman, 2008). This suggests that

additional breast cancer susceptibility genes must exist.

Despite multiple genetic linkage studies, the identification of a BRCA1 or BRCAZ2-like highly
penetrant breast cancer susceptibility gene(s) has not been successful (Easton et al., 1993,
Kerangueven et al., 1995, Seitz et al., 1997, Smith et al., 2006). These observations suggest that the
majority of inherited breast cancer susceptibility may be polygenic in nature, implicating the
involvement of a large number of low-penetrance genes (Pharoah et al., 2002). The breast cancer
risk associated with each low-penetrance locus is expected to be minor, however the cumulative
effect of additional susceptibility alleles and environmental factors may explain the increased
susceptibility risk and familial aggregation of cancer. Genetic polymorphisms identified within
familial clusters in low-penetrance genes are often defined as “disease associated polymorphisms”
or “functionally relevant polymorphisms”. This polygenic model of susceptibility is consistent with
the observed familial aggregation patterns of inherited breast cancers and the overall risks observed
are similar to those identified through epidemiological studies (Antoniou et al., 2004). The clinical
significance and association between moderate to low-penetrance alleles and cause of disease are
difficult to establish due to inability to distinguish between genetic and environmental factors.
Despite these difficulties, several additional breast cancer susceptibility genes have been identified
to date, although they are not commonly offered as part of the diagnostic screening process (Refer

to Table 1.1).

1.7 Current breast cancer screening

Hereditary cases of breast cancer are most commonly associated with a wide variety of pathogenic
mutations within BRCA1 and BRCA2. While there are several mutations which have been more
frequently identified within specific genetic populations, including Ashkenazi Jews, African
Americans and Hispanics (Mefford et al., 1999, Weitzel et al., 2007), mutations are typically located

throughout the entirety of the gene. Due to this, it is not feasible to focus screening for causative
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mutations to any particular mutation hotspot within the BRCA1/2 genes, but rather full sequencing

of the exons and flanking introns is required.

Breast cancer screening is currently offered by the South Australian Familial Cancer service to the
‘at risk’ population in South Australia, as determined by the Manchester scoring system (as
discussed in Section 1.3). At the commencement of this project in 2014, screening methods
consisted of Sanger sequencing of the coding and flanking intronic regions of BRCA1 and BRCA2. In
conjunction with Sanger sequencing, multiple ligation-dependant probe amplification (MLPA) is
used to quantitatively analyse the genomic DNA for copy number variations, allowing for detection
of duplications, inversions or deletions of whole exons or alleles (Schouten et al., 2002, Sellner and

Taylor, 2004).

Furthermore, screening is limited to the exons and surrounding introns of the BRCA genes, in which
germline mutations only account for a small proportion of affected families (Apostolou and Fostira,
2013). Additionally, this protocol covers minimal regions of the non-coding regions (intronic and
regulatory sequences) and hence, has a limited ability to detect variations within these non-coding
regions. This is an issue as variants located within the regulatory and intronic regions have been
shown to affect protein regulation, expression and/or function (Bogdanova et al., 2013). Extending
this screening methodology to include these regions could therefore be useful in investigating the
role of regulatory and intronic variants in the predisposition to breast and ovarian cancer (Arnold et
al., 2002). However, this adds complexity to the identification of definitively pathogenic mutations,
as the effect of sequence variants within these regions are still poorly understood. Additionally, this
increases the cost and time associated with the sequencing of each individual and as a result, is not

routinely carried out.

The BRCA screening protocol is both labour-and cost-intensive and is therefore limited to only the
high-risk individuals with significant familial history (Trujillano et al., 2015). This hinders the
development of a widespread BRCA screening program for personalised risk assessment of
hereditary breast and ovarian cancer to those who do not definitively meet the criteria for genetic
testing. The development of such a program would play a crucial role in the early detection and
prevention of hereditary breast cancer, as it has been estimated that approximately 50% of the
clinical cases carrying a BRCA mutation remain undetected due to the current restrictive access to

BRCA screening (Trujillano et al., 2015)
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As previously mentioned, hereditary breast cancer is not only attributed to mutations within BRCA1
and BRCAZ2. There are a number of moderate and low-penetrance genes which play a role in familial
breast cancer, yet the current sequencing regime is limited to BRCA1 and BRCA2. Mutations within
any one of these previously recognised breast cancer susceptibility genes are often rare and testing
all of these genes by Sanger sequencing is both inefficient and expensive (Tung et al., 2015).
Therefore, there is clear utility in changing to a more cost and time effective method, such as
massively parallel sequencing (MPS), in which simultaneous sequencing of multiple cancer

susceptibility genes can be achieved through multiplexed gene panels.

Since the commencement of this study, the South Australian Familial Cancer service, like most
diagnostic labs, have moved toward an MPS based approach (Refer to Section 1.8) as it significantly
reduces the time associated with screening the referred individuals. These include a panel of genes
implicated in hereditary breast cancer, often ranging from 5 — 25 genes. Genes most commonly
screened include BRCA1, BRCA2, ATM, CHEK2, BARD1, PALB2 and TP53 (Easton et al., 2015, Winship
and Southey, 2016). The panel offered by the Genetic Pathology service in Adelaide is a 5 gene panel
including BRCA1, BRCA2, TP53, PALB2 and PTEN and is now routinely used for analysis of all

individuals referred for genetic screening over the Sanger-based approach.

1.8 Massively Parallel Sequencing

As emphasised above, the limitations associated with the BRCA screening protocol at the
commencement of this study illustrate the need for a more high throughput and cost-effective
screening approach which could reduce the turn-around time, labour intensiveness and costs
associated with BRCA genetic screening (Trujillano et al., 2015). While Sanger sequencing is the ‘gold
standard’ of sequencing technologies, there have been remarkable advances in DNA sequencing

platforms with the emergence and evolution of MPS.

MPS (also known as Next Generation Sequencing; NGS) is a high throughput approach to DNA
sequencing. MPS technologies utilise miniaturised platforms, which allows sequencing of 1 million
to 43 billion short reads (usually 50-400bp) in a single run (Tucker et al., 2009). These platforms
often differ in their sequencing chemistries but share the technical paradigm of massively parallel
sequencing via spatially separated, clonally amplified DNA templates. The demand for high
throughput, low cost sequencing has driven the development of multiple platforms that produce

thousands of sequences concurrently, with some platforms having the potential to run as many as
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500,000 sequencing by synthesis reactions in parallel (ten Bosch and Grody, 2008). MPS has a
multitude of applications including genome sequencing, transcriptome profiling, DNA—protein

interactions and epigenome characterisation (de Magalhaes et al., 2010).

1.8.1 MPS comparison to Sanger sequencing

MPS has revolutionised genomic and genetic research, with validated advantages over Sanger
sequencing including the ability to generate massive amounts of data as a result of the huge parallel
sequencing capacity (Metzker, 2010). These massively parallel runs allow thousands of reads to be
generated concurrently, whilst Sanger sequencing is limited by a 96 well capillary array, allowing for

approximately 70bp/capillary/hour (Hert et al., 2008).

However, the increased throughput of MPS comes at the expense of read length. The majority of
the available sequencing platforms offer shorter average read lengths (30-400bp) in comparison to
the conventional Sanger sequencing of approximately 700bp (Hert et al., 2008, Rizzo and Buck,
2012). Shorter read length restricts the types of experiments that MPS can be used for. Additionally,
shorter read lengths may not map back to the reference genome uniquely, resulting in repetitive
regions of the genome unable to be mapped (Nagarajan and Pop, 2010). Sequence alignment of
MPS generated data is often difficult for regions with high levels of diversity (in comparison to a
reference genome) due to the presence of structural variants such as insertions, deletions and

translocations

Sanger sequencing is the most readily available and oldest sequencing technology, with well-defined
chemistry that makes it the most accurate method for sequencing to date (Rizzo and Buck, 2012).
As previously mentioned, Sanger sequencing is capable of reading DNA fragments much larger than
the input limitations of MPS templates, and is still considered to be the gold standard in the clinical
setting (Kingsmore and Saunders, 2011). However, Sanger sequencing has restricted applications
due to technical limitations of the workflow; with the main factor being throughput, with the
number of sequencing reactions that can be run in parallel failing in comparison to MPS platforms.
The methodology associated with Sanger sequencing is the primary bottleneck, resulting in an
increase in turnaround time. Due to this, many diagnostic laboratories have shifted from Sanger

sequencing to high throughput MPS platforms (Costa et al., 2013).

19|Page



Chapter 1: Introduction

1.8.2 Comparison of sequencing technologies

Sequencing technologies are evolving rapidly and during the early 2010s several new sequencing
platforms were released. While there are a wide range of sequencing platforms available, at the
commencement of this study the two main technologies dominating the market were the lon
Torrent Personal Genome Machine (PGM) and the Illlumina MiSeq. Due to the resources available
within the Flinders Genomics Facility at the time of commencing this project, the lon Torrent PGM

was selected for the analysis of patients within this thesis (discussed further in Section 1.9).

1.8.2.1 Ion Torrent Sequencing

The lon Torrent sequencing technology, utilises semi-conductor technology and a sequencing by
synthesis approach, detecting protons that are released as nucleotides are incorporated during
synthesis (Rothberg et al., 2011). DNA fragments with specific adapter sequences are linked to and
then clonally amplified by emulsion PCR on the surface of 3-micron diameter beads, known as lon
Sphere Particles (Figure 1.4)(Quail et al., 2012). The templated beads are loaded into proton sensing
wells of a semiconductor sequencing chip. As the sequencing reaction proceeds, each of the 4
nucleotides are introduced sequentially. As bases are incorporated, protons are released, and a
signal is detected, which is proportional to the number of bases incorporated (Rothberg et al., 2011).
lon Torrent generates an abundance of short reads (200bp fragments) which can be mapped back

to a reference genome for assembly.
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Figure 1.4: lon Torrent Sequencing Workflow. DNA template is fragmented
and ligated to adapters. Adapted DNA undergoes clonal amplification via
emulsion PCR on an lon Sphere Particle (ISP). ISPs are placed into a single
well on a slide and the slide is flooded with single species of dNTPs, buffers
and polymerase. When a nucleotide is incorporated the release of a H* ion
results in a decrease in pH. The change in pH is used to determine the
sequence (Adapted from BGI Platform, 2016)

1.8.3 Errors associated with the Ion Torrent sequencing chemistry

A well-known issue with lon Torrent sequencing chemistry is the high error rate within
homopolymer regions, i.e. three or more consecutive identical DNA bases (Quail et al., 2012). These
errors are a consequence of inaccurate flow-values, resulting in over or under calling of the length
of homopolymeric regions (Bragg et al., 2013). Additionally, lon Torrent data is known to reduce in
quality towards the end of sequencing reads, and within GC rich regions (Loman et al., 2012). These
errors were addressed during data analysis (see Section 3.4). Sequencing errors are a major
challenge associated with the analysis of MPS generated data, especially for SNPs and indels. It is

imperative to reduce the number of false positive calls for each technology

1.8.4 MPS applications to BRCA1/2 screening
Many distinct loss of function mutations have been identified for both BRCA1 and BRCA2. As these

loss of function mutations are scattered throughout the BRCA genes, it is necessary to screen all
coding regions of BRCA1 and BRCA?2 for a genetic diagnosis of hereditary breast cancer. In addition
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to Sanger sequencing, this can be carried out though targeted MPS panels which utilise multiplexed
PCR reactions to sequence the entire coding regions of BRCA1 and BRCAZ2 in parallel which are
available from several vendors. The efficacy and accuracy of the various MPS workflows has been
compared by several studies in order to validate the use of MPS in the diagnostic setting (Chan et
al., 2012, Tarabeux et al., 2014). These studies have sequenced entire BRCA1 and BRCA2 genes using
MPS technologies and verified the sensitivity and specificity of MPS. In addition to accuracy and easy
incorporation of the MPS workflow into the diagnostic setting, these studies emphasised that MPS
improved turnaround time and increased sensitivity so that previously undetected variants were
identified. These studies highlight the potential for mutation screening of clinically important gene

targets in the diagnostic setting.

Other studies have also evaluated the efficacy of the lon AmpliSeq BRCA1 and BRCA2 panel (Life
Technologies; Carlsbad, CA) in conjunction with the lon Torrent PGM (Life Technologies). Trujillano
et al. (2015) validated this methodology as an accurate, comprehensive and cost-effective
alternative to the conventional BRCA screening protocol. Utilising a validation cohort of individuals
that had previously been subjected to Sanger sequencing, a comparison of the mutations and SNPs
identified by both methodologies was carried out. Subsequently, patients with unknown BRCA1 and
BRCA2 mutational status were analysed, and identified mutations in 51% of individuals, all of which
were subjected to Sanger sequencing for confirmation (Trujillano et al., 2015). This study highlights
the sensitivity and specificity of the MPS methodology and its effectiveness in the diagnostic setting,
illustrating that is it more cost and time effective, but it also offers higher throughput and scalability

than the Sanger alternative.

1.8.5 MPS applications to breast cancer susceptibility genes

Advances in sequencing technologies have made multi-gene analysis a practical option when
seeking to identify variants associated with a disease phenotype. This methodology is more efficient
as it allows the simultaneous analysis of multiple genes in one sequencing reaction. Through this, it
is possible to not only screen the high-penetrance susceptibility genes, but also the mid- to low-
penetrance genes for the identification of cancer associated variants. This process relies on
multiplexed sample preparation and in-depth bioinformatics analysis; however, data generation is
still faster than multiple Sanger sequencing reactions (Judkins et al., 2015). Custom gene panels or
pre-designed gene panels which target known susceptibility genes are commercially available for a

multitude of cancers and diseases in the general population.
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Recent studies have utilised commercial panels for the analysis of germline mutations in cancer
susceptibility genes other than BRCA1 and BRCA2 in a large cohort of BRCA mutation-negative
individuals with a familial history of breast cancer. The majority of genes included on these panels
are selected based on their established role in the development of inherited cancers. A large cohort
study carried out by Tung et al. (2015) utilised a multiplexed gene panel analysis of 25 high- to low-
penetrance breast cancer susceptibility genes. This study demonstrated that screening additional
breast cancer susceptibility genes can identify mutations in approximately 5% of patients which had
tested negative for mutations within BRCA1/2, with mutations most commonly identified in CHEK2,
ATM and PALB2 (Tung et al., 2015). This supports the utility in sequencing not only BRCA1/2 but also
other susceptibility genes that have previously been shown to confer an increased risk of breast
cancer. In addition, this methodological approach may also lend itself to the identification of novel

breast cancer predisposition genes.

1.9 Experimental outline

As previously discussed, both BRCA1 and BRCAZ2 play pivotal roles in maintaining genome integrity
by their involvement in DNA damage repair, homologous recombination and G,/M cell cycle control
(pathways illustrated in Appendix Error! Reference source not found.). Therefore, it is biologically
feasible that mutations within genes in these pathways or genes that are acted on directly by
BRCA1/2 may also be implicated in the development of inherited breast cancer. As mentioned, there
are several other known susceptibility genes which are also implicated in hereditary breast cancer
cases, in addition to new causative genes that are still being identified. Recently, whole exome
sequencing in inherited breast cancer individuals identified a novel cancer susceptibility gene RECQL
(ATP dependent DNA helicase Q1), which plays a role in resolving stalled DNA replication forks to
prevent DNA DSBs (Cybulski et al., 2015). The function of this protein is related to that of other
known susceptibility genes, illustrating the validity of the hypothesis that additional genes with
similar roles to BRCA1 and BRCA2 may play a role in cancer predisposition. It is this principle which
formed the basis for this study, consisting of designing a custom gene panel to be used for the

analysis of not only known breast cancer susceptibility genes but also putative breast cancer genes.

In depth literature searches and pathway analysis was carried out in our department resulting in the
curation of a custom gene panel comprised of genes that were predicted to contribute to the
development of breast or ovarian cancer (Braun et al., 2013). This gene panel consisted of previously

identified breast and ovarian cancer susceptibility genes in addition to an array of genes that may
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potentially be implicated in breast and ovarian cancer development (Table 1.1 and Table 1.2).
Custom gene panels have previously been shown to have benefit in the analysis of targeted
pathways and have identified genes with an integral role in specific pathways in cancer
development. For example, targeted MPS technologies were utilised for the identification of a novel
breast cancer susceptibility gene XRCC2 (Park et al., 2012). This evidence illustrates that targeted
gene panels are an appropriate approach to utilise for the analysis of genes within specific pathways

of interest, allowing for further elucidation in their role in cancer predisposition.
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Table 1.1: Genes included in the custom AmpliSeq diagnostic panel comprising of known breast cancer susceptibility

genes. Cytogenetic location and mendelian inheritance in man (OMIM) ID indicated.

BARD1

BRCA1

BRCA2

BRIP1

CDH1

CHEK2

FAM175A

HMMR

Ataxia
telangiectasia
mutated

BRCA1
associated RING
domain 1

Breast Cancer 1,

early onset
Breast Cancer 2,
early onset
BRCA1
interacting
protein 1

Cadherin 1

Checkpoint
Kinase 2

Family with
sequence
similarity 175,
member A

Hyaluronan-
mediated
motility
receptor

11g22.3
607585

2935
601593

17g21.31
113705
13q13.1
600185
17g23.2
605882

17g23.2
192090

22q12.1
604373

4921.23
611143

5q34
600936

Cell cycle checkpoint kinase that regulates of a variety of
downstream TSGs including TP53 and BRCA1 (Banin et al., 1998,
Cortez et al., 1999).

Master control protein in cell cycle checkpoint signalling (Savitsky
et al., 1995).

ATM mutations have been identified in BRCA mutation-negative
familial breast cancer (Thorstenson et al., 2003, Thompson et al.,
2005, Renwick et al., 2006).

Shares homology with the 2 most conserved regions of BRCA1 —
The RING motif and BRCT domain (Refer to Figure 1.2)
BARD1/BRCA1 interaction is disrupted by tumorigenic amino acid
substitutions in BRCA1 (Wu et al., 1996).

Pathogenic mutations have been associated with breast cancer
predisposition (Karppinen et al., 2004).

Previously established breast cancer susceptibility gene (Miki et
al., 1994).

Previously established breast cancer susceptibility gene (Wooster
etal., 1995).

Interacts with the BRCT repeats of BRCA1 and plays a role in
dsDNA break repair.

Identified as a low-penetrance breast cancer susceptibility gene
(Seal et al., 2006).

Loss of function is thought to contribute to cancer progression by
increasing proliferation, invasion and/or metastases (Hiraguri et
al., 1998).

Mutations in CDH1 are associated with multiple cancers, including
breast cancer (Guilford et al., 1998, Masciari et al., 2007, Chang et
al., 2014).

Involved in regulation of cell cycle checkpoints and tumour
suppression (Matsuoka et al., 1998).

Interacts with BRCA1, enabling survival post DNA damage (Lee et
al., 2000).

Identified as low-penetrance breast cancer gene in BRCA
mutation-negative families (Meijers-Heijboer et al., 2002).

Binds directly to the BRCT domain of BRCA1, targeting it to the
sites of DNA damage.

Required forG,/M checkpoint control and DNA damage repair
(Wang et al., 2007).

Demonstrated to be a low-penetrance breast cancer susceptibility
gene (Solyom et al., 2012).

Expressed in breast tissue and forms a complex with other
proteins including BRCA1 and BRCA2 and thus is associated with a
higher risk of breast cancer (Pujana et al., 2007).
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MRE11A

NBN

NQO2

PALB2

RAD50

RAD51

RAD51C

RAD51D

TP53

XRCC2

Meiotic
recombination
11, Homolog A
(S.Cerevisiae)

Nibrin

NAD(P)H
Dehydrogenase,
Quinone 2
Partner &
localiser of
BRCA2

RAD50 Homolog
(S.Cerevisiae)

RAD51 Homolog
(S.Cerevisiae)

RAD51 Homolog
Paralog C
(S.Cerevisiae)

RAD51 Homolog
Paralog D
(S.Cerevisiae)
Tumour Protein
p53

X-ray repair
complementing
defective repair
in Chinese
hamster cells 2

11g21
600814

8g21.3
602667

6p25.2
160998

16p12.2
610355

5q31.1
604040

15q15.1
179617

17922
602774

17q12
602954

17p13.1
191170

7936.1
600375

Involved in Homologous Recombination (HR) and dsDNA break
repair (Paull and Gellert, 1998).

Forms a complex with RAD50 and NBN which mediates the
response of BRCA1 to cellular damage and dsDNA break repair
(Carney et al., 1998, Zhong et al., 1999).

Identified as a moderately penetrant breast cancer susceptibility
gene (Bartkova et al., 2008, Yuan et al., 2012).

Forms part of the double stranded break repair complex (Carney
et al., 1998).

Polymorphisms have been associated with increased risk of breast
cancer (Gorski et al., 2003, Zhang et al., 2013a).

Mutations ion NQO2 lead to TP53 instability and are associated
with the development of breast cancers (Yu et al., 2009).

Binds to and co-localises with BRCA2, resulting in the stable
intranuclear localisation and accumulation of BRCA2 at sites of
DNA DSBs (Xia et al., 2006).

Mutations often result in protein truncation, resulting in
decreased BRCA2-binding capacity, and deficiencies in
homologous recombination (Erkko et al, 2007).

Mutations have been linked to hereditary breast and ovarian
cancer(Rahman et al., 2007, Teo et al., 2013)

Part of the dsDNA break repair complex (Carney et al., 1998).
Component of the BRCAl-associated genome surveillance
complex (Wang et al., 2000).

Interacts with BRCA1 and BRCA2 (Jensen et al., 2010).
Intracellular localisation and DNA-binding ability is regulated by
BRCA2 (Yang et al., 2005), loss of which is thought to be a key
event leading to genomic instability and tumourigenesis (Akisik et
al.,, 2011).

Involved in homologous recombination and DNA repair (Dosanjh
etal., 1998).

Germline mutations confer high ovarian cancer risk (Coulet et al.,
2013).

Involved in HR and DNA repair (Hinz et al., 2006).

Loss of function mutations confer high risk of ovarian cancer
(Thompson et al., 2013b).

Pivotal tumour suppressor protein (Vogelstein and Kinzler, 1994,
Yin et al., 2002).

Responds to cellular stress in order to regulate gene expression,
inducing cell cycle arrest, apoptosis, senescence, and DNA repair
(Toledo and Wahl, 2006, Bourdon, 2007).

Mutations are associated with a variety of cancers and disorders
including breast cancer (Malkin et al., 1990, Hollstein et al., 1991,
Petitjean et al., 2007).

Involved in homologous recombination to maintain chromosome
stability and repair DNA damage (Tambini et al., 1997, Johnson et
al., 1999).

Rare variants have been associated with increased breast cancer
susceptibility (Hilbers et al., 2012, Park et al., 2012).
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comprising of potential breast cancer

susceptibility genes. Cytogenetic location and mendelian inheritance in man (OMIM) ID indicated.

ATF1

BRCC3

CDKN1A

CDKN2A

CHEK1

CKs1B

E2F1

E2F2

E2F3

E2F4

E2F5

E2F6

Activating
Transcription
Factor 1
BRCA1/BRCA2
containing
complex, subunit 3
Cyclin dependent
kinase inhibitor 1A

Cyclin dependent
kinase inhibitor 2A

Cell cycle
checkpoint Kinase
1

CDC28 Protein
Kinase 1B

E2F Transcription
Factor 1

E2F Transcription
Factor 2
E2F Transcription
Factor 3
E2F Transcription
Factor 4

E2F Transcription
Factor 5
E2F Transcription
Factor 6

12q13.12
123803

Xq28
300617

6p21.2
116899

9p21.3
600160

11g24.2
603078

1921.3
116900

20q11.22
189971

1p36.12
600426
6p22.3
600427
16G22.1
600659

8g21.2
600967
2p25.1

602944

BRCA1 directly acts on ATF1; and is required for activation of
ATF1 and its target genes (Houvras et al., 2000)

Involved in cell growth, survival and DNA damage response
Component of the BRCAl-and BRCA2-containing complex.
BRCC3 binds directly with BRCA1 and is responsible for BRCA1
accumulation at sites of DNA damage (Dong et al., 2003).
Expression and function of CDKN1A is regulated by TP53 (el-
Deiry et al., 1993).

Overexpression of CDKN1A acts as a mediator of cell cycle
arrest in response to DNA damage (Bendjennat et al., 2003).
Protein levels have been shown to be affected in multiple types
of cancer (Huang et al., 2014, Zhang et al., 2014).

Regulates both the TP53 and RBL pathways involved in cell
cycle regulation (Robertson and Jones, 1999).

CDKN2A is often mutated/deleted in many tumour types
(Kamb et al., 1994).

Identified as a low-penetrance breast cancer susceptibility
gene (Borg et al., 2000, Debniak et al., 2005a)

Binds directly to BRCA1.

Required for cell proliferation and survival (Tang et al., 2006)
and cell cycle mediated repair in response dsDNA breaks (Zhao
etal., 2002).

Promotes mitosis through modulation of protein kinases
(Morris et al., 2003).

Overexpression of CKS1B has been observed in multiple
cancers, including breast cancer (Martin-Ezquerra et al., 2011,
Liberal et al., 2012, Wang et al., 2013).

E2F (E2F1, E2F2, E2F3) factors act as transcriptional activators
for progression through the cell cycle (Wu et al., 2001).
Activated in response to DNA damage and drives the
expression of pro-apoptotic genes (Morris et al., 2008).

Refer to entry for E2F1

Altered copy number and activity of E2F3 have been observed
in human cancers (Bambury et al., 2015).

Contains a tumour suppressor transactivation domain and
plays a role in the suppression of proliferation associated
genes (Ginsberg et al., 1994).

Component of the E2F complex to which BRCA1 directly binds.
Refer to entry for E2F4

Interacts with chromatin modifying factors and inhibits
transcription (Ogawa et al., 2002).
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EP300

GADD45A

HLTF

KAT2B

PKMYT1

PRKDC

RBL1

RBL2

RFC2

RFC3

RFC4

E1A-Binding
Protein, 300-KD

Growth arrest and
DNA damage-
inducible gene,
alpha

Helicase-like
transcription factor

K(Lysine)
Acetyltransferase
2B

Protein Kinase
Membrane
Associated
Tyrosine/Threonine
1

Protein Kinase,
DNA Activated
Catalytic Subunit

Retinoblastoma-
like 1

Retinoblastoma-
like 2

Replication Factor
C, Subunit 2

Replication Factor
C, Subunit 3
Replication Factor
C, Subunit 4

22q13.2
612986

1p31.3
126335

3924
603257

3p24.3
602303

16p13.3
602474

8q11.21
600899

20q11.23
116957

16q12.2
180203
7q11.23
600404

13q13.2
600405
3q27.3
102577

Regulates transcription via chromatin remodelling and plays a
role in the stabilisation of TP53 (Gayther et al., 2000, Grossman
et al., 2003).

Targeted by viral onco-proteins (Arany et al., 1995)

Implicated in a variety of cancer types, including breast cancer
(Muraoka et al., 1996, Gayther et al., 2000, Le Gallo et al.,
2012)

Stimulates DNA repair and inhibits damaged cells from
entering S phase (Smith et al., 1994).

BRCA1 and GADD45A have been shown to play a synergistic
role in regulating centrosome duplication and maintaining
genomic integrity (Wang et al., 2004).

BRCA1 binds directly to the SWI/SNF complex.

Encodes chromatin remodelling factors which have been
identified to be disrupted in some cancers (Moinova et al.,
2002).

Associates with EP300 and CBP to play a role in transcriptional
regulation through acetyltransferase activity with core
histones and nucleosome particles (Yang et al., 1996).
Promotes apoptosis (Zheng et al., 2013).

Reduced expression is associated with several cancers (Ying et
al., 2010, Akil et al., 2012).

Negatively regulates the G,/M cell cycle transition through
inhibitory phosphorylation in conjunction with WEE1 (Wells et
al., 1999).

Plays a role in cell cycle control, dsDNA break repair and
modulation of transcription (Anderson and Lees-Miller, 1992,
Hartley et al., 1995).

Specific polymorphisms have been associated with an
increased risk in cancer susceptibility (Zhou et al., 2012, Zhang
et al., 2013b, Hsia et al., 2014, Xiao et al., 2014).

Similar in sequence and possibly function to the RB1 gene,
which plays a role in cell cycle regulation (Ewen et al., 1991).
BRCA1 acts directly on both RBL1 and RBL2.

Forms a complex with HLTF, DP1, E2F4 and E2F5 to mediate
transcriptional activation (Chen et al., 2002).

Refer to entry for RBL2

Multimetic subunit consisting of 5 subunits (RFC1-5) (Okumura
et al., 1995).

Component of the BRCAl-associated genome surveillance
complex (Wang et al., 2000).

Involved in DNA mismatch repair mechanisms (Woerner et al.,
2003).

Refer to entry for RFC2
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RFC5

RPA1

RPRM

RPS6KA1

SFN
(14-3-3-0)

SLC19A1

SMARCD2

uimMci1

WEE1

Replication Factor
C, Subunit 5
Replication Protein
Al

Reprimo

Ribosomal Protein
S6 Kinase 1

Stratifin

Solute carrier
family 19 (folate
transporter)
member 1
SWI/SNF-Related
matrix-associated,
actin-dependent
regulator of
chromatin,
Subfamily D,
Member 2.
Ubiquitin
Interaction Motif-
Containing Protein
1

WEE1 Tyrosine
Kinase

12q24.23
600407
17p13.3
179835

2g23.3
612717

1p36.11
601684

1p36.11
601209

21g22.3
600424

17g23.3
601736

5335.2
609433

11p154.
193525

Refer to entry for RFC2

Involved in recruiting DNA repair proteins to sites of DNA
damage (Oakley and Patrick, 2010).

Missense mutations have been shown to result in defects in
dsDNA break repair, leading to tumour development (Wang et
al., 2005)

Plays a role in p53-induced G, cell cycle arrest (Sato et al.,
2006).

Often aberrantly methylated in several tumour cell lines and
multiple cancers (Beasley et al., 2008, Bernal et al., 2008, Ooki
et al., 2013).

Involved in control of cell growth and differentiation (Bonni et
al., 1999).

Polymorphisms are associated with increased risk in some
cancers (Lara et al., 2011, Slattery et al., 2011).

Expression induced in response to DNA damage, with a loss of
expression resulting in impaired G»/M checkpoint control
(Chan et al., 1999).

Hypermethylation, resulting in gene silencing, has been shown
to result in decreased expression of SFN in breast cancer cells
in comparison to normal breast epithelium (Ferguson et al.,
2000).

Plays a role in homologous recombination

BRCA1 binds directly to the SWI/SNF complex (Bochar et al.,
2000).

Involved in chromatin remodelling, which is often disrupted in
the development of cancers.

Forms a complex with Abraxas to recruit BRCA1 to DNA
damage sites (Wang et al., 2007).

Directly binds to the BRCT domain of BRCA1 (Sobhian et al.,
2007).

Missense mutations have been associated with an increased
risk of breast cancer susceptibility (Akbari et al., 2009).
Coordinates the transition between DNA replication and
mitosis, blocking cell division when over expressed (Heald et
al., 1993, McGowan and Russell, 1993).

High expression levels have been associated with multiple
cancers, including breast and ovarian cancers (Porter et al.,
2012, Magnussen et al., 2013, Ghiasi et al., 2014).
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1.10 Thesis Hypotheses and Objectives

Overarching Hypothesis:
Mutations in proteins involved in BRCA1/2-related DNA damage repair and checkpoint control

pathways play a role in predisposing individuals to inherited breast cancer.

Overall Aim:
To use targeted gene capture and MPS to sequence known and putative breast cancer susceptibility

genes in a cohort of BRCA1/2 mutation-negative individuals.

The broad aims of this study were:

1. The development of a bioinformatics pipeline for the analysis of BRCA1/2 mutation-negative
individuals with a custom AmpliSeq gene panel (Chapter 3)

2. To determine if a pooling approach could be utilised for the identification of rare variants in
the BRCA1/2 mutation-negative individuals (Chapter 4)

3. To perform an in-depth analysis of sequencing data from mutation-negative individuals for
identification of potential susceptibility mutations involved in development of breast cancer
(Chapter 5)

4, The characterisation of the predicted pathogenic effect of selected variants identified within

the patient cohort using CRISPR/Cas9 genome editing (Chapter 6)

The experimental outline for the completion of this PhD thesis is illustrated in Figure 1.5.
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Based on in-depth literature
searches and bioinformatic pathway
analysis tools

Gene Panel
Development

lon AmpliSeq™ custom
designed gene panel Primer Design

Patient Selection Based on Manchester Score
‘ Library and Template Preparation
Sequencing lon Torrent™ PGM™/

lon Proton

Comparison of MPS data and SA Pathology
BRCA1 and BRCAZ2 Sanger sequencing
Analysis conducted using lonReporter and
CLC Genomics Workbench

Bioinformatics Analysis

. . Presence confirmed with
Confirmation of Sanger sequencing

Variants in silico analysis of variants

Functional analysis of
potentially pathogenic
mutations

CRISPR/Cas9 Genome editing to
introduce mutations
Downstream functional analysis

Figure 1.5: Experimental outline for research project carried out within this thesis.
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Chapter 2: Methods and Materials
The following chapter describes common techniques and methods used throughout this this thesis.
Specific methods pertaining to only one chapter are presented in their relevant chapters. General

buffers and solutions used in this thesis are listed in Section 2.5

2.1 Patient Selection

All individuals included in this study had been referred to the Familial Cancer Screening Unit for
BRCA1/2 testing. Patient consent for broad use of genomic material was previously obtained for all
patients at the time of venepuncture. Ethics approval was obtained from Southern Adelaide Clinical
Human Research Ethics Committee (Application number: 132.13). The patient Manchester scores
(refer to Section 2.1.1 for explanation of Manchester scoring system) of all individuals was used for
the selection of patients for the pilot study (13 patients, Refer to Chapter 3). The individuals included
in the extended study (n=119) were selected based on the date they were referred for genetic

testing, with an aim to carry out a longitudinal study over a 12-month period.

2.1.1 Manchester Scores

Patients with a wide range of Manchester scores (5 to 61) were selected for sequence analysis. The
Manchester scores of each individual were previously determined by health care professionals at
the South Australian Familial Cancer service as outlined in Table 2.1. All samples had been previously
screened for mutations in BRCA1 and BRCA2 and had been found to be mutation-negative. Eleven

samples with identified pathogenic BRCA1/2 mutations were also included as controls.

33|Page



Chapter 2: Methods and Materials

Table 2.1: Manchester scoring system. Manchester scores of individuals are
tallied based on the frequency and types of cancers within familial history, in
addition to age of onset. Modified from Evans et al. (2005)

Type of cancer Age at diagnosis Score
Female breast cancer <30 11
30-39 8
40-49 6

50-59
>59 2
Male breast cancer <59 13
>60 10
Ovarian Cancer <59 13
>60 10
Pancreatic cancer - 1
Prostate cancer <59 2
>60 1
Total = Manchester Score

2.1.2 Genomic DNA isolation

Patient genomic DNA (gDNA) samples were previously extracted from peripheral blood using the
Illustra Blood Genomic Prep Mini Spin Kit (GE Healthcare, Bio-Sciences AB, Uppsala, Sweden) as per
the manufacturer’s instructions. These extractions were carried out in the Department of Molecular
Pathology, SA Pathology, which exclusively performs all the inherited breast cancer diagnostics

testing for South Australia.

DNA concentrations were measured through spectrophotometry using the dsDNA High Sensitivity

Assay and the Qubit 2.0 Flurometer (ThermoFisher Scientific, Massachusetts, USA) as per the
manufacturer’s protocols (MAN0002326, Life Technologies, California, USA).
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2.2 Massively parallel sequencing methods.
All sequences were mapped to the human genome version hg19 (February 2009 build, GrCh37). lon
Reporter (v4.2) and CLC Genomics Workbench (v.6.02) were used for bioinformatics analysis and

polymorphisms were analysed using dbSNP (Build 135) unless specified otherwise.

2.2.1 Library preparation and sequencing
Library preparation was carried out following the protocol ‘lon AmpliSeq™ DNA and RNA Library
Preparation’ Publication number MANO0006735, Revision B.0 (Life Technologies). Reagents were

provided in the lon AmpliSeq Library Kit 2.0 (Life Technologies).

2.2.2 Amplification of targets

In brief, patient gDNA was diluted to a final concentration of 10 ng/uL. Targets were amplified using
1X lon AmpliSeq Primer Pool (1 or 2), 1X lon AmpliSeqg HiFi Mastermix, 10 ng patient gDNA and
nuclease free water to a final volume of 20 pL. Samples were flick mixed and spun down. Reactions
were cycled in a Veriti Thermocycler (Applied Biosystems, California, USA) under the cycling

conditions outlined in Table 2.2.

Table 2.2: PCR Amplification of target regions for library construction with
AmpliSeq multiplex primer pools and AmpliSeq Library Preparation Kit

Activation (1 x) 99 2 minutes
Denaturation, Annealing 99 15 seconds
and Extension (15 x) 60 8 minutes
Hold (1 x) 25 Up to an hour

2.2.3 Amplification of targets

FuPa Reagent (2 uL; concentration not provided) was added to each sample in order to partially
digest primer sequences and phosphorylate the amplicons. Samples were flick mixed and spin down.

Libraries were incubated in a Veriti Thermocycler as outlined in Table 2.3.
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Table 2.3: Incubation regime for partial digestion of primer sequences for
the generated AmpliSeq libraries

50 10 minutes
55 10 minutes
60 20 minutes
25 Up to an hour

2.2.4 Partial digestion of primer sequences

Each patient library was assigned a barcode (lon Xpress™ Barcode Adapters 1-16 and 17-32 Kits, Life
Technologies). For each barcode, a mix of lon P1 Adaptor and lon Xpress Barcode was prepared at
a final dilution of 1:4 for each adaptor. To each library, 4 uL of switch solution, 2 uL DNA Ligase and
2 uL of the Adaptor/Barcode mix was added (concentrations not provided), flick mixed and spun
down. Libraries were incubated in a Veriti Thermocycler as outlined in

Table 2.4.

Table 2.4: Incubation regime for ligation of adaptors and barcodes to
generated AmpliSeq libraries.

22 30 minutes
72 10 minutes
25 Up to an hour

2.2.5 Purification of the library

In brief, Agencourt AMPure XP Reagent (Beckman Coulter, California, USA) was vortexed and 1.5X
sample volume was added to each library. Samples were flick mixed and briefly spun down. Samples
were incubated for 5 minutes at room temperature (RT) and placed in a magnetic rack. Supernatant
was removed and discarded. Ninety percent ethanol was added to each tube and washed by moving
the tube side to side 5 times. Supernatant was removed and repeated for a second wash. All ethanol
was removed, and bead pellet was air-dried for 5 minutes. Tubes were removed from the magnetic
rack and the DNA was eluted in 50 uL of Platinum PCR Supermix High Fidelity (concentration not
provided) along with 2 pL of Library Amplification Primer Mix (concentration not provided). Each

sample was flick mixed and briefly spun down. Tubes were placed in a magnetic rack and
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supernatant was removed and transferred to PCR tubes. Libraries were cycled in a Veriti

Thermocycler as outlined in Table 2.5.

Table 2.5: Cycling regime for secondary amplification of purified AmpliSeq

libraries
Activation (1 x) 99 2 minutes
Denaturation, Annealing 99 15 seconds
and Extension (5 x) 60 1 minute
Hold (1 x) 25 Up to an hour

To each amplified library, 0.5X sample volume Agencourt AMPure XP Reagent was added, flick
mixed and then briefly spun down. Samples were incubated for 5 minutes at RT, and then placed in
a magnetic rack for 5 minutes. The supernatant was removed and aliquoted to new tubes. 1.2X
original sample volume of Agencourt AMPure XP Reagent was added to the supernatant, flick mixed
and spun down. Samples were incubated for 5 minutes at RT and then placed in a magnetic rack for
3 minutes. The supernatant was removed and discarded, 90 % ethanol was added to each bead
pellet and washed by moving the tubes side to side 5 times. The supernatant was removed and
repeated for a second wash. Supernatant was removed, and the bead pellets were air dried for 5
minutes. Tubes were removed from the magnetic rack and the libraries were eluted in 50 pL of Low
TE Buffer. Tubes were flick mixed and spun down, placed in the magnetic rack and the supernatant
was transferred to new tubes. Aliquots of the library were quantified using both the Qubit dsDNA
high sensitivity assay (ThermoFisher Scientific, USA) and the BioAnalyser (Agilent, California, USA)

or LabChip (PerkinElmer, Massachusetts, USA) as outlined in Section 2.2.6.

2.2.6 Library quantification
To determine the size distribution of the libraries, the Agilent High Sensitivity DNA Chips were used

on the Agilent 2100 BioAnalyser (Agilent) as per the manufacturer’s protocol (G2938-90321 Rev. B,
Agilent). Libraries were also quantitated using the LabChip (PerkinElmer) by the Flinders Genomics

Facility (Flinders University, South Australia), following the manufacturers protocol.

2.2.6.1 Quantification of libraries via qPCR
Quantification of the library was carried out via qPCR on the ViiA 7 qPCR machine (Applied

Biosystems) in a 384 well plate. Analysis was performed with the ViiA7 RUO software. gPCR products
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were measured using a TagMan fluorescent probes, which was supplied as part of the lon Library
Quantitation kit (Applied BioSystems). In brief, a standard curve was generated with 10-fold serial
dilutions of an Escherichia coli DHB10B control library at 5.8 pM, 0.68 pM and 0.068 pM. Samples
were diluted 1:100 in nuclease free water and 9 L of each diluted sample or standard was combined
with 1X lon Library gPCR mastermix and 1X lon Library TagMan Quantitation Assay in a final volume
of 20 uL. Samples and standards were analysed in duplicate and run in the ViiA7 as outlined in Table
2.6.

Table 2.6: qPCR cycling conditions for quantification of generated AmpliSeq libraries.
UDG; Uracil-DNA glycosylase

Hold (UDG incubation) 50 2 minutes

Hold (Polymerase activation) 95 20 seconds

Cycle (40 x) 95 1 second
60 20 seconds

2.2.7 Amplification of Targets from low concentration libraries

Once quantified, libraries that fell below the specified concentration were reamplified prior to being
run on the PGM (1000-5000 pm for BioAnalyser, 300-1500 ng/mL for Qubit). Twenty-five microliters
of each library was combined with 75 uL Platinum PCR Supermix High Fidelity and 3 uL Library
Amplification Primer Mix. Tubes were flick mixed and cycled in a Veriti Thermocycler as outlined in

Table 2.7.

Table 2.7: Cycling regime for amplification of low concentration AmpliSeq libraries.

Activation (1 X) 98 2 Minutes
Denaturation, Annealing 98 Seconds
and Extension (10 X) 60 1 Minute
Hold (1 X) 25 Up to an hour

To purify the reamplified libraries, 150 uL Agencourt AMPure XP Reagent was added to each sample,
flick mixed and spun down. Samples were incubated for 5 minutes at room temperature and then
placed in a magnetic rack for 3 minutes. The supernatant was removed and discarded. Ninety

percent ethanol was added to each bead pellet and washed by moving the tubes side to side 5 times.
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The supernatant was removed and repeated for a second wash. Supernatant was removed, and the
bead pellets were air dried for 5 minutes. Tubes were removed from the magnetic rack and the
Libraries were eluted in 50 uL of Low TE Buffer. Tubes were flick mixed and spun down, placed in
the magnetic rack and the supernatant was transferred to new tubes. Aliquots of the re-amplified

libraries were re-analysed as outlined in Section 2.2.6.

2.2.8 Ion PGM and Ion Proton initialisation and sequencing

Samples were sequenced either on the lon 318 Chipv2 on the lon Torrent Personal Genome Machine
(PGM; Life Technologies) by the Flinders Genomics Facility (Flinders University, South Australia), or
on the lon P1 chip on the lon Proton (Life Technologies) by the Lottery West State Biomedical

Genomics Facility at the University of Western Australia.

2.2.9 Bioinformatics analysis
For the analysis of lon Torrent generated sequencing data, a bioinformatics pipeline was developed
for both lonReporter (Life Technologies) and CLC Genomics Workbench (QIAGEN, Hilden, Germany)

The development and optimisation of the bioinformatics pipeline is outlined in Chapter 3.

2.2.9.1 insilico analysis

From the variants identified for each individual, those variants considered common within the
general population (defined by a minimum allele frequency of MAF >5%) were discarded. The
remaining variants were analysed according to their presence in various databases (COSMIC, dbSNP,
gnomAD) and their predicted effect on protein function (Polyphen-2, PROVEAN, SIFT, Align-GVGD
and Protein domain analysis). Detailed analysis of the selected databases is included in Chapter 5.

Selected variants of interest detected by MPS were confirmed by Sanger sequencing.

2.3 General molecular biology methods

2.3.1 Genomic DNA isolation

Cells were pelleted via centrifugation for 5 minutes at 500 x g at 4 °C, and supernatant was
discarded. The pellet was washed twice with ice cold phosphate buffered saline (PBS), with repeated
centrifugation and removal of supernatant. Cells were resuspended in 1 volume digestion buffer
(0.3 mL for < 3x107 cells, 1 mL for > 3x107 cells). Pellet was flick mixed and incubated at 50 °C for 12-

18 hours with shaking. An equal volume of phenol/chloroform/isoamyl alcohol (Sigma-Aldrich,
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Missouri, USA) was added to the sample and spun at 1700 x g for 10 minutes at 4 °C. The aqueous
layer was removed and transferred to a new tube, and half the volume of 7.5 M ammonium acetate
and 2 volumes (of original amount of top layer) of 100 % ethanol was added. DNA was recovered by
centrifugation at 2100 x g for 10 minutes at 4 °C. The pellet was rinsed with 70 % ethanol, flick mixed
and centrifuged for 2 minutes at 2100 x g, 4 °C. All ethanol was decanted, and the pellet was air
dried for at least 5 minutes. DNA was resuspended in Tris-EDTA (TE) buffer and shaken gently at RT
for 4-6 hours to facilitate solubilisation. DNA was quantified using the Nanodrop 1000

(ThermoFisher) and stored at 4 °C

2.3.2 Primer Design and Optimisation

PCR primers were designed by eye or through the use of online primer design tools, which included

programs such as Primer Blast (http://www.ncbi.nlm.nih.gov/tools/primer-blast/) or Primer3

(http://www.bioinformatics.nl/cgi-bin/primer3plus). Primer pairs were positioned to span regions

of approximately 200-800bp, ensuring that the designed amplifiable region incorporated the variant
of interest. Sequences were submitted to the Basic Local Alignment Search Tool (BLAST;

http://blast.ncbi.nlm.nih.gov/Blast.cgi) to predict if primers would result in non-specific products by

binding to other regions within the genome. dbSNP (http://www.ncbi.nlm.nih.gov/SNP/) was also

utilised to ensure primer binding sites did not include any known polymorphisms. Synthesised
primers were provided lyophilised (Integrated DNA Technologies (IDT), Singapore) and were
subsequently resuspended in sterile water at a final concentration of 100 uM and stored at -20 °C.

Primer sequences are listed in Appendix F.

Primers were optimised using genomic DNA extracted from the control cell lines, FH9 and HEK293.
All primer sets were optimised individually using a standard or touchdown thermocycling regime.

All optimised cycling conditions for each primer set included in Appendix G.

2.3.3 Polymerase Chain Reaction

Unless specified otherwise, PCR reactions were set up at a final concentration of 1X PCR Buffer
(Applied Biosystems) 1.5 mM MgCl, (Applied Biosystems), 0.4 mM dNTPs (Life Technologies), 0.8
mM forward primer, 0.8 mM reverse primer (IDT), using 2 units AmpliTag Gold® Polymerase
(Applied Biosystems) or Platinum Taq (Applied Biosystems) plus 2 uL template, in a final volume of
25 pL. Reactions were undertaken in a Veriti Thermocycler (Applied Biosystems) using the cycling
conditions described in Appendix G.
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2.3.4 Agarose gel electrophoresis

PCR, plasmid, gDNA and RNA products were routinely visualised by agarose gel electrophoresis. For
making and running gels, a 1X TAE Buffer (Section 2.5.1) was used. For analysis of PCR products,
gDNA and RNA products a 1.0 % -2.5 % agarose (Scientifix, Victoria, Australia) in TAE buffer was
used. For analysis of larger products, predominantly plasmids, a 0.8 % agarose in TAE was used. For
the visualisation of products, 1X GelRed (Biotium, California, USA) was added to molten agarose.
Products were subsequently viewed using the GeneGenius Imaging System (SynGene, India) unless

specified otherwise.

2.3.5 PCR Product Purification
2.3.5.1 Enzymatic purification of PCR Products
PCR products were purified by treatment with Shrimp Alkaline Phosphatase (GE Healthcare,

Australia) to degrade residual dNTPs, and exonuclease | (New England Biolabs, NEB, Massachusetts,
USA) to degrade single stranded DNA such as residual PCR primers. In brief, 5 Units of exonuclease
| (NEB), 1 Unit of shrimp alkaline phosphatase (SAP, NEB) and 1X SAP reaction buffer (GE Healthcare)
were added to 5 pL of PCR product and the reaction was incubated at 37°C for 60 minutes. Enzymes

were heat inactivated by incubation to 80°C for 20 minutes.

2.3.5.2 Commercial kit for clean-up of PCR products

Additionally, PCR products were purified through various commercial kits that utilised silica
membrane-based purification methods. Post visualisation, PCR products were cleaned using the
QlAquick PCR purification kit (QIAGEN) as per the manufacturer’s protocol. PCR products that were
excised from the agarose gels were purified using the QlAquick gel extraction kit (QIAGEN) as per

the manufacturer’s protocol.

2.3.6 Sanger sequencing

The concentration of the PCR products was determined through agarose gel electrophoresis and
comparison to known DNA standards (DMW-100L Ladder (Gene Works, Adelaide), 500 bp DNA
ladder (Gene Works, Adelaide), 1 kb DNA ladder (Promega, Wisconsin, USA) 100 bp DNA ladder
(Promega), 100 bp DNA ladder (NEB) and 2-log DNA ladder (NEB)). The samples were diluted
accordingly to give a concentration of 10 ng/100 bp of product (i.e. 30 ng for 300 bp product). For

DNA sequencing, separate aliquots of forward and reverse primers at a concentration of 5 uM, and
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the PCR product were provided to the SA Pathology DNA Sequencing Facility for dye terminator

sequencing.

2.3.7 RNA Extraction
RNA was extracted using TRI-Reagent. This method involved the addition of 1 mL TRI-Reagent

(Sigma-Aldrich) per 1x107 cells and incubated at RT for 5 minutes, Chloroform (100%, Sigma-Aldrich)
was added at a ratio of 200 uL per 1 mL TRI-Reagent and samples were mixed vigorously and
incubated at RT for 5 minutes. Samples were centrifuged at 1850 x g for 15 minutes at 4 °C to form
a gradient. The top aqueous layer was transferred to a sterile tube, avoiding the interphase. RNA
was precipitated through the addition of isopropanol (Sigma-Aldrich) at a ratio of 500 pL per 1 mL
TRI-Reagent. Samples were mixed through gentle inversion and incubated at RT for 10 minutes
followed by centrifugation at 1850 x g for 30 minutes at 4 °C. The RNA precipitate formed a pellet
on the bottom of the tube, the supernatant was removed, and the RNA pellet was washed with 75%
v/v ethanol solution (Sigma-Aldrich). The pellet was mixed vigorously, followed by centrifugation at
1850 x g for 10 minutes at 4 °C. The supernatant was removed, and the pellet was air dried for
approximately 15 minutes. The RNA pellet was resuspended in 50 pL diethyl-pyrocarbinate (DEPC)
treated water (Sigma-Aldrich). Samples were stored at -80 °C until required. Gloves and pipettes

were cleaned with RNase Zap® (Sigma-Aldrich) prior to RNA extraction.

2.3.8 DNA Degradation

All RNA was DNasel treated to ensure any DNA carried through the extraction process was digested.
RNA samples were DNasel treated as per the manufacturer’s instructions for the ‘DNA-free kit’ (Life
Technologies, Australia). In brief, 1X DNasel Buffer and 2 units of rDNase was added to the RNA
sample, mixed gently and incubated at 37 °C for 25 minutes. Post incubation, 0.2X volume DNase
Inactivation reagent was added, mixed vigorously and incubated at RT for 2 minutes. Samples were
centrifuged at 10,000 x g for 90 seconds. The supernatant was removed and taking care to avoid
the pellet and the supernatant was transferred to a sterile 1.5 mL Eppendorf tube. Samples were

stored at -80 °C.

2.3.9 Nucleic acid quantification

RNA quantifications were measured spectrophotometrically on a Nanodrop-1000 following the
manufacturer’s instructions (ThermoFisher Scientific, Australia). Samples (neat and 1:10 diluted in
DEPC treated H,0) were quantified in duplicate and an average was calculated.
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2.3.10 Complementary DNA (cDNA) generation

Patient material or RNA extracted from cell lines was used for the generation of cDNA using a
maximum of 2 pg total RNA per reaction. For cDNA generation, 0.5 mM dNTPs (Invitrogen,
ThermoFisher Scientific, Australia) and 10 ng/ulL random primers (Invitrogen) were added to RNA in
a total volume of 12 uL and the reaction was incubated at 65 °C for 5 minutes, snap frozen on ice
and spun down to collect the sample to the base of the tube. To this, 1X first strand buffer
(Invitrogen), 0.04 M Dithiothreitol (DTT, Invitrogen) and 40 units RNase Out (Invitrogen) were added
to achieve a total volume of 19 pL. Samples were incubated at 25 °C for 2 minutes, followed by the
addition of 10 Units of SuperScript® Il Reverse Transcriptase (Invitrogen). Samples were incubated
at 25 °C for 10 minutes, 42 °C for 50 minutes and 70 °C for 15 minutes in Veriti Thermal Cycler
(Applied Biosystems). Absence of genomic DNA in RNA preparations was verified by performing
replicate reactions with the omission of Reverse Transcriptase enzyme. Samples were diluted with

TE buffer and stored at -20 °C.

2.3.11Real-Time PCR (RT-PCR)

Standard reactions were carried out using a ViiA 7 gPCR machine (Applied Biosystems, Australia) in
the 384 well format (Applied Biosystems), and performed using ViiA 7 RUO software (Applied
Biosystems). The synthesis of dsDNA products during real-time PCR was measured using SYBR-Green
(Applied Biosystems, Australia) intercalating dye. A 2X SYBR Green Mastermix (Applied Biosystems)
was used for RT-PCR, containing DNA polymerase UP, dNTPs, Uracil-DNA glycosylase (UDG) and ROX
reference dye in buffer. Primer and template master mixes were prepared immediately prior to the
experiment, with a final concentration of 1X SYBR-Green Master mix, 2 uM of each primer (IDT,
Singapore) and various template concentrations ranging from undiluted to 10~ diluted depending
on the sample in a total volume of 10 L. Reactions were prepared in triplicate and each reaction
run included Reverse Transcriptase negative, no template and genomic DNA controls to monitor for
reagent contamination and primer specificity. All experiments were carried out under the thermal

cycling conditions detailed in Table 2.8 unless stated otherwise.
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Table 2.8:Real-time PCR cycling method in ViiA 7. UDG; Uracil-DNA glycosylase

UDG activation 1 50 2 minutes
UDG inactivation; Taq 1 95 2 minutes
polymerase activation
Amplification and 40 95 15 seconds
Extension 60 1 minute
1 95 15 seconds
60 Heat to 95°C at
Melt Curve 0.05°C/second
95 1 second

2.3.11.1 Real-time PCR analysis

Individual cycle quantification (Cq) values were obtained by setting a threshold manually. Data from
ViiA 7 was imported into Microsoft Excel and relative expression levels were calculated using the
2% method. For standard curves, Cq values were used to determine the M-value of the primer pair.
The M value is defined as the number of cycles to produce 10 times the amount of template, with

the theoretical value being 3.2.

2.4 Cell Culture Methods

All cell culture methods were supplied by Ms Monica Dreimanis (Department of Molecular Medicine
and Pathology, Flinders Medical Centre, Flinders University) unless otherwise indicated. All cell

culture was performed in a Class | Laminar Flow Hood or a Biosafety Hood as appropriate.

2.4.1 Thawing cells from liquid nitrogen

Cells were removed from liquid nitrogen storage and transferred immediately to 37 °C water bath
for rapid thawing of the cells. The cell suspension was transferred to a sterile container and 10 mL
of appropriate media was added drop-wise to the cell suspension over 10 minutes. Cells were
pelleted by centrifugation 500 x g for 5 minutes. Supernatant was removed, and the cell pellet was

resuspended in 5 mL of appropriate media for assessment of cell viability.

2.4.2 Subculturing adherent cells.
Cells were removed from the incubator and media was aspirated from the flask. The monolayer was
gently rinsed with PBS (5 mL T25, 10 mL T75), rocking the flask back and forwards several times. PBS

was aspirated and prewarmed 3 mL 0.05 % Trypsin-EDTA (Sigma-Aldrich) was added to the cells.
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Flasks were incubated at RT for 5 minutes (HEK293) or at 37 °C for 15 minutes (MCF10A cells). PBS
was added to the flask and cells were transferred to a 15 mL falcon tube and centrifuged at 500 x g
for 5 minutes (HEK293) or 125 x g for 10 minutes (MCF10A). Supernatant was aspirated, and the cell
pellet was resuspended in the appropriate media as outlined in Sections 2.4.5.1 and 2.4.5.2 for

HEK293 and MCF10A cells respectively.

2.4.3 Freezing mammalian cell lines

For subsequent retrieval and continuation of culturing, mammalian cell lines were periodically
frozen in liquid nitrogen. Cells were counted (see Section 2.4.4 below) and pelleted by
centrifugation. Cells were re-suspended in a final concentration of 15 % DMSO and 25 % FCS in
appropriate media at a maximum concentration of 1 x 107 cells/mL. Four hundred microlitres of cell
suspension was subsequently added to a cryo-vial and stored at -80 °C for a minimum of 24 hours.

After 24 hours, samples were transferred to liquid nitrogen storage until required.

2.4.4 Cell counting and viability by Trypan blue exclusion
Cells to be counted were diluted 1:2 or 1:10 as required in in 0.4 % w/v Trypan Blue in PBS (Bio-Rad,

California USA). Cells were added to a Neubauer chamber haemocytometer and the number of
stained cells (dead cells) and the total number of unstained cells (viable cells) were counted in four
1 mm? areas. This value was then divided by four to provide the average number of cells per 1 mm?.
The number of cells per mL was then calculated using ¢ = n X d X 10* where c= concentration of

cells/mL, n = average number of cells/mm? area and d = dilution.

Alternatively, samples were diluted 1:2 with trypan blue and added to a dual chamber counting slide
(Bio-Rad). Cells were counted using the Bio-Rad TC20 automatic cell counter (Bio-Rad). Cells were

gated at an appropriate size (4-16 um for HEK293 and 5-20 um for MCF10A cells).

2.4.5 Cell Lines
2.4.5.1 Human Embryonic Kidney Cells (HEK293)
Human Embryonic Kidney Cells (HEK293; ATCC® CRL-1573™) were cultured in Dulbecco’s Modified

Medium (High/Low Glucose DMEM; Sigma Aldrich) supplemented with 10 units/mL Penicillin, 0.1
mg/mL Streptomycin (Sigma Aldrich), 2mM L-Glutamine (Sigma Aldrich) and 10 % Foetal Calf Serum
(FCS; Bovogen Biologicals, VIC, Australia). Media was filtered by passing through a 0.22 um filter

(Millipore). Cells were grown in standard conditions (5 % CO; at 37 °C), in either 10 mL or 20 mL
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appropriate media in T25 or T75 flasks respectively. Cells were passaged every 3-4 days when

confluent at an approximate ratio of 1:5.

2.4.5.2 Human Breast Epithelial Cells (MCF10A)
MCF10A (ATCC® CRL-10317™) were cultured in Mammary Epithelial Cell Growth Medium (MEBM,;

Lonza) with Bovine Pituitary Extract (BPE), human epidermal growth factor (hEGF), Insulin,
Hydrocortisone, GA-100 (All provided in the MEBM Bullet Kit, concentrations not provided) plus 100
ng/mL Cholera Toxin (Sigma-Aldrich). Cells were grown in standard conditions, (5 % CO; at 37 °C), in
either 5 mL or 12 mL media in T25 or T75 flasks respectively. Cells were passaged every 3 to 4 days,

or when >80% confluent, at a ratio of 1:3.

2.4.6 Mycoplasma screening of mammalian cells

Cell lines were screened for Mycoplasma contamination upon establishment in culture, and
routinely screened every 3 months whilst in use. Cell medium was screened for the presence of
Mycoplasma metabolites thought the Mycoplasma detection kit DigitalTest v2.0 (Biotools.com,
Texas, USA). Cell culture media and media alone (negative control) was analysed for the presence

for metabolites through a spectrophotometric analysis as per the manufacturers’ instructions.
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2.5.1 General Buffers and Solutions

Phosphate Buffered Saline
(PBS)

1X Tris-acetate-EDTA
(1X TAE)

Tris-EDTA buffer
(TE Buffer)

Digestion Buffer

For gDNA extraction

137 mM NacCl
4.3 mM NaHPOg4
1.4 mM KH2PO4
2.7 mM KClI

40 mM Tris-Acetate
2 mM EDTA, pH 8.0

0.001% v/v glacial acetic acid

10 mM Tris, bring to pH 8.0 with HCI
1 mM EDTA

100mM NacCl
10mM TrisCl (pH 8)
25mM EDTA (pH 8)
0.5% SDS

0.1mg/mL Proteinase K

2.5.2 Buffers for CRISPR/Cas9 editing

Sigma Annealing Buffer

IDT Duplex Buffer

10mM Tris-Buffer
50mM NacCl
1mM EDTA

100mM potassium Acetate
30mM HEPES, pH 7.5
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LB Media

(Lysogeny broth)

10g Tryptone

5g Yeast Extract

10g NacCl

In total volume of 1L MilliQ H20

SOC Medium (Super optimal 0.5% Yeast Extract

broth with catabolite

Repression)

2% Tryptone
10 mM NacCl
2.5 mM KClI

10 mM MgClI2
10 mM MgS04
20 mM Glucose

2.5.3 Flow Cytometry Buffers

Fixation buffer

Permeabilisation Buffer

Blocking Buffer

100% methanol at -20°C

0.1% Tween-20
0.1% Sodium Citrate

1X PBS

1X PBS
4% BSA

2.5.4 Western Blot Analysis Buffers

10X Running Buffer

25 mM Tris
192 mM Glycine
0.1% SDS
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2X Laemmli Buffer

Blocking Buffer

Tris Buffered Saline (TBS)

Ab Dilutent

Wash Buffer

125 mM Tris—HCI, pH 6.8
20% glycerol

4% SDS

0.1% bromophenol blue
5% B-Mercaptoethanol

5% v/v skim milk powder
0.1% Tween-20
100 mL PBS

20 mM Tris-Cl
150 mM NaCl
Adjust pH to 7.6 with HCI

5mLTBS
5 mL blocking buffer
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Antibody (Primary/Secondary at appropriate volume)

TBS
1% Tween-20
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Chapter 3: Development of a bioinformatics pipeline for analysis of lon Torrent sequencing data
3.1 Introduction
In a clinical setting, laboratories are transitioning from the gold-standard Sanger sequencing BRCA
protocol to a more cost- and time-effective MPS analysis. This high throughput approach allows for
massively parallel processing of highly multiplexed PCR reactions within a single platform. These
platforms often differ in their sequencing chemistries but share the technical paradigm of MPS
through clonal amplification of DNA templates. The demand for high throughput, low-cost
sequencing has driven the development of multiple platforms that produce thousands of sequences
concurrently, with some platforms having the potential to run as many as 500,000 sequencing by

synthesis reactions in parallel.

3.1.1 Comparison of BRCA1 and BRCAZ sequencing data generated with MPS and
Sanger sequencing

The first step in determining the applicability of using the 51 gene panel for detecting sequence
variants was to develop an optimised bioinformatics analysis pipeline. This pipeline was developed
for the analysis of lon Torrent data, in order to address the specific sequencing errors known to be
associated with lon Torrent sequencing. This optimisation was needed as the developed best-
practices workflows, such as the genome analysis tool kit (GATK, Broad Institute, MIT), are optimised
for lllumina sequencing (McKenna et al., 2010, DePristo et al., 2011). Therefore, the development
of an in-house pipeline allowed for correction of any potential errors not only for the custom gene
panel used within this study, but also those associated with lon Torrent sequencing. This process
was carried out by comparison with the Sanger sequencing data already obtained for BRCA1 and

BRCAZ2.

A major issue associated with MPS analysis is the high rate of false-positive detection (McCall et al.,
2014, Mu et al., 2016). In order to optimise the pipeline for minimal false-negatives and false-
positives, a pilot study on a relatively small number of patients was carried out. DNA from 13
individuals, whose BRCA1 and BRCA2 gene sequences had already been analysed by Sanger
sequencing by the SA Pathology diagnostic department, were selected for sequencing with the MPS
gene panel. Whilst these individuals were not found to carry any pathogenic BRCA1/2 mutations, all
benign polymorphisms in these genes were annotated, providing a comprehensive panel of
sequence variants with which to optimise the lon Torrent analysis pipeline. Two commercially
available sequence analysis programs (lonReporter and CLC Genomics Workbench) were compared

to determine which program gave the best sensitivity and specificity.
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In addition, this initial analysis was used to determine the optimal number of individual sequencing
libraries that were able to be multiplexed on a single lon Torrent PGM sequencing chip. The aim was
to provide both the minimum coverage required for calling variants with a high level of confidence
(which at the commencement of this study was recommended to be a minimum of 100X coverage

for germline mutations (Chan et al., 2012)), whilst also providing greatest value for money.

3.1.2 Aims

The aims of this chapter were to:
1. Analyse the pilot lon Torrent sequencing data with 2 commercially available bioinformatics
programs, lonReporter and CLC Genomics Workbench.
2. Utilise the BRCA1 and BRCA2 variants previously identified by Sanger sequencing to optimise
the bioinformatics pipeline and determine the utility of the AmpliSeq gene panel.
3. Determine the maximum number of DNA samples that can be multiplexed in a single

sequencing run whilst still achieving optimal coverage for germline mutation analysis.
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3.2 Methods

3.2.1 DNA Samples

Thirteen patient samples were selected for this pilot study. DNA extracted from peripheral blood
(representing germline DNA) was kindly provided by SA Pathology. Diagnostic mutation analysis for
BRCA1 and BRCA2 had previously been carried out by Sanger sequencing. All identified sequence
variants in these genes had been annotated for each patient sample and this information was also
provided by SA Pathology. Further information on these patients, including Manchester scores and
sequencing data, can be found in Chapter 5, with all individual Manchester scores included in

Appendix C and all MPS sequence variants included in Appendix H.

3.2.2 AmpliSeq library preparation and sequencing

AmpliSeq library preparations were carried out by Dr. Renee Smith in the Flinders Genomics Facility
as outlined in the ‘lon AmpliSeq Library Preparation’ publication number MAN0O006735, Revision 6
(Life Technologies, USA). Reagents were provided in the lon AmpliSeq Library Kit 2.0 (lon Torrent,
Life Technologies). In order to multiplex samples, libraries were barcoded with the lonXpress

Barcode Adapters 1- 32 Kit (Life Technologies, USA).

The size distribution of each library was determined on Agilent High Sensitivity DNA chips on the
Agilent 2100 BioAnalyser (Agilent Technologies) as per the manufacturer’s protocol (G2938-90321
Rev. B, Agilent Technologies). Libraries were gated from 150-330 bp to quantify only the amplified
library. Library concentrations were measured through fluorimetry using the dsDNA High Sensitivity
Assay and the Qubit 2.0 Fluorometer as per the manufacturer’s protocol (MAN0002326, Life

Technologies).

Libraries were then diluted to 10 pM and pooled at equimolar concentrations. Three samples were
pooled and sequenced on the first chip and 10 samples were pooled and sequenced on the second
chip. All remaining template preparation and sequencing was carried out by Flinders Genomics
Facility. In brief, template-positive lon Sphere Particles (ISPs) were generated via emulsion PCR on
the lon Torrent One Touchv2 (OT2, Life Technologies) as per the manufacturer’s instructions. The
number of ISPs with template attached was determined with the Qubit lon Sphere quality control

kit (Life Technologies), followed by the selective isolation and enrichment of ISPs with clonally
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amplified DNA on the lon Torrent One Touch (Life Technologies). Sequencing was carried out on

lon318v2 chips on the lon Torrent PGM according to the manufacturer’s instructions.

3.2.3 Data analysis

3.2.3.1 lon Torrent software analysis

Initial data analysis was carried out using the lon Torrent Software Suite. Following sequencing,
multiplexed data were deconvoluted by grouping sequences based on barcode sequences, which
were trimmed and removed (Torrent Browser, v2.2). Reads with a quality score (Phred score) of less
than Q20 (representing a mismatch rate of 1 in 100) were then removed. Library sequencing was
deemed successful if it returned a minimum of 300,000 reads with a Phred score of Q20 or above.
Sequences were then aligned to the human genome reference sequence (hg19/GrCh37). Following
alignment, the program performed automated target region coverage analysis and automatically
removed regions of poor quality. Run metrics including chip loading efficiency, total read counts and
run quality information were also generated. All data were then downloaded from the lon Torrent
server as .fastq files for further analysis with the lonReporter (v4.0, Life Technologies) and CLC

Genomics Workbench (v5.0, QIAGEN) programs.

3.2.3.2 lonReporter Analysis

lon Reporter analysis was carried out using both the Germline High and Low Stringency parameters

(Table 3.1).

Table 3.1: Germline High-Stringency and Low-Stringency Parameter Settings for Variant Caller: SNP, single
nucleotide polymorphisms; Indel, insertion and deletions.

Parameter SNP Indel SNP Indel
Minimum coverage each strand 3 3 0 5
Minimum variant score 10 10 10 10
Minimum read proportion 0.15 0.15 0.1 0.1
Minimum total coverage 20 20 6 15
Maximum strand bias 0.95 0.85 0.95 0.85

Variants identified by each of these filtering settings were then analysed through the ‘Annotate
Variants: Single Sample’ workflow, which generated a list of all polymorphisms, insertions and

deletions detected within each patient sample. BRCA1 and BRCAZ2 variants from both analysis
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pipelines were then compared to those that had previously been identified through Sanger
sequencing for the same patient sample. In addition, the lon Torrent BRCA1 and BRCA2 sequencing
data for all samples were imported into the Integrative Genomics Viewer (IGV) software (Broad

Institute, USA) enabling visualisation of the raw sequencing reads.

3.2.3.3 CLC Genomics Workbench analysis

lon Torrent sequencing data were imported into the CLC genomics workbench for trimming,
mapping and variant calling (Figure 3.1). Sequencing reads were trimmed to remove any remaining
adaptor sequences. Reads with a length of less than 10 bases were discarded. Trimmed data were
then mapped to the human reference genome (hg19/GrCh37) using a minimum length fraction and
similarity fraction of 0.95 and 0.9 respectively. All other parameters were left as default. Mapped
data were then filtered, to show only the variants that mapped to the regions covered by the
AmpliSeq panel. Any variants that did not lie within these regions were masked. Coverage statistics
for the regions of interest were generated through the Targeted Regions Coverage report tool using

default settings.

Variant calling was carried out using the inbuilt Probabilistic and Qualitative methods. Probabilistic
variant analysis identifies changes based on depth of coverage and Qualitative variant analysis
identifies changes based on the Phred score of the bases surrounding the potential variant. Filtering
parameters for these two pipelines were first run as default and then optimised through comparison
to the previously documented BRCA1 and BRCA2 variants for each individual. Stringency settings
were altered in order to maximise the ability of the MPS to detect the variants identified by Sanger
sequencing. The filtering parameters used for Probabilistic and Qualitative variant analysis are

outlined in Table 3.2 and Table 3.3 respectively.
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Import lon Torrent data
(.fastq files)

Trim Sequences
Removal of A and P1 adapters

v

Map to human reference genome Generate mapping report
(hg19; GRCh37) Map to BED files — regions — and summary statistics for
targeted by custom panel target regions.

y A

—» Generate sequencing QC

Probabilistic Variant Detection Qualitative Variant Detection
Filtering parameters outlined in Table 3.2 Filtering parameters outlined in Table 3.3

A 4

\ 4

Annotate from Variant Databases
gnomAD, HGMD, COSMIC, dbSNP (build 135)

Generate reports.

Variants identified and compared to known
Re-analysis with altered BRCA1/2 variants from Sanger sequencing Re-analysis with altered
parameters. parameters.

Figure 3.1: CLC Genomics workbench workflow. The loops demonstrate the iterative process undertaken to determine
the optimal settings for identifying sequence variants in the lon Torrent MPS data. gnomAD, Genome Aggregation
Database; HGMD, Human Genome Mutation Database; COSMIC, Catalogue of Somatic Mutations in Cancer; dbSNP, SNP
database
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Table 3.2: Parameters used for optimisation of CLC Probabilistic variant analysis

Ignore Non-Specific Matches

Minimum Coverage (X) 10 50 50
Variant Probability* (%) 90 90 85
Require Presence in Forward and Yes Yes Yes
Reverse Reads

Filter 454/lon Homopolymer Errors No Yes Yes

lvariant Probability: Minimum value of the variant probability required for the variant to be called.

Table 3.3: Parameters used for optimisation of CLC Qualitative variant analysis.

Neighbourhood Radius (bp)

Maximum gap and mismatch count? 2 2 2 2

Minimum neighbourhood quality 2 15 20 20 20
(Phred)

Minimum central quality® (Phred) 20 25 25 25
Ignore Non-specific matches Yes Yes Yes Yes
Ignore Broken Pairs Yes Yes Yes Yes
Minimum Coverage 10 10 50 50
Minimum Variant Frequency (%) 35 35 45 35
Maximum Expected Alleles 2 2 2 35
Require Presence in Forward and No Yes Yes Yes
Reverse Reads

Filter 454/lon Homopolymer Indels No Yes Yes Yes

IMaximum gap and mismatch count: This is the number of gaps and mismatches allowed within the length of the read.
2Minimum neighbourhood quality: The average quality score of the nucleotides in a read within the specified radius
has to exceed this threshold for the base to be included in the calculation for this position.

3Minimum central quality: This allows for reads whose central base quality falls below the specified value being ignored
(Qiagen, 2017)
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3.3 Results

3.3.1 Concentration analysis of the AmpliSeq Libraries

Thirteen patient sample libraries were generated, and each library DNA vyield was quantified with
both the Qubit Fluorometer and the Agilent BioAnalyser (Table 3.4). According to the manufacturer,
AmpliSeq libraries are expected to yield concentrations between 300-1500 ng/mL as determined by
the Qubit DNA assay and 2000-10000 pM as determined by the BioAnalyser High Sensitivity DNA
Kit.

Table 3.4: Quantification of amplified patient libraries. Libraries with low
concentrations (<300 ng/mL and/or <2000 pM) are indicated by blue shaded boxes.
Libraries with high concentrations (>1500 ng/mL and/or 10,000 pM are indicated by
green shaded boxes. For comparison purposes, libraries which failed to sequence
are indicated by a red shaded box in the pool column.

PatientID  Pool Qubit BioAnalyser
concentration concentration
(ng/mL) (pM)
1 874 2691.0
SABCO01 2 1390 3041.9
1 887
AB 2
SABC00 > 661
1 1070 2519.0
AB
SABC003 2 744 3150.9
SABCO04 ; 590 3199.8
SABC005 :—
2 374 2021.9
1 1630 2171.8
AB
SABC006 2 1490 3838.1
1 1620 7284.5
AB 7
SABCO0 2 688 4009.6
SABC009 ; 464
1 779 3350.7
SABC022 2 1320 8272.1
1 950 3296.1
ABCO027
SABCO 2 953 3514.2
1 1670 6970.0
ABC042
1 724 3613.1
SABC115 2 1050 5355.8
1 1170 3981.2
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Three libraries were found to have low concentrations by both Qubit and BioAnalyser analysis
(SABC004 pool 2, SABCO05 pool 1, SABC009 pool 2), however only 1 of these libraries failed to
sequence (SABC004). Six additional libraries were found to have low concentrations only by
BioAnalyser analysis, of which 2 did not successfully sequence in this pilot experiment (SABC124
pools 1 and 2). Three libraries were found to have high concentrations only by Qubit analysis
(SABC0O06 pool 1, SABC007 pool 1, SABC042 pool 1), which did not affect their sequencing. An

example of BioAnalyser analysis can be seen in Figure 3.2.

[FU] | 15
180

1604

140+

120+

100+

80+

60+

40

204

Region 1 |
T

T T T T T T T T T T T
35 100 150 200 300 400 500 600 1000 2000 10380 [bp]

To [bp] | Corr. Area | %% of Total | Average Size [bp] | Size distributionin CV [3%] | Conc. [pg/ul] | Molarity [pmol/] Color

335 1,423.6 59 237 17.9 1,047.72 65,5970, 1 [

Figure 3.2: Example of a BioAnalyser electrogram an AmpliSeq library. The blue lines flank the expected
library amplification and indicate the gated region from which concentration was determined. Peaks at 35
bp and 10380 bp are due to the low and high molecular weight markers which are present in each run, in
order to align the sample with the ladder for quantitation. Sample SABC042, Pool 1. X-axis, base pairs; Y-
axis, arbitrary fluorescence.
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3.3.2 Library sequencing

Following quantification, barcoded libraries were pooled at equimolar concentrations (based on
BioAnalyser analysis) and amplified via emulsion PCR on the lon OneTouch 2 system. A quality
control check was carried out on the samples both pre- and post-enrichment to determine the

number of ISPs which contained amplified templates (

Table 3.5).

Table 3.5: Pre- and post-enrichment lon Sphere Particle templating.

Chip 1 Chip 2
Pre- Post Pre- Post
enriched Enriched enriched Enriched
Templated ISP 8% 69% 19% 72%

It is recommended that the library samples show approximately 10-25% templated ISPs prior to
enrichment, however there is no recommended value for post-enriched samples. Despite pre-
enrichment values of templated ISPs falling below recommended guidelines for chip 1, the chip was
still sequenced as the PGM sequencer was a recent addition to the Flinders Genomics Facility and
the sequencing capacities of this machine were not well understood at the commencement of this

study.

3.3.3 Raw sequencing data

Chip 1 contained 3 barcoded patient libraries (SABC002, SABC0O05, SABC009). This relatively low
number of patients was selected as this was the first time this AmpliSeq library had been used and
it was unclear if equal coverage could be obtained across all target regions. The first sequencing run
was highly successful and resulted in an average coverage of 850X for each of the 3 patients (Table
3.6). As the aim was to obtain a minimum of 100X coverage, the remaining 10 libraries were

multiplexed on Chip 2, resulting in an average of 320X coverage for each library.
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Table 3.6: Sequencing run summary. Q20, one misaligned base per 100. Uniformity refers to the level of equal

representation of the generated sequencing reads across the targeted regions.

SABC002 220,762,925 183,104,648 | 1,737,315 1,729,584 96.54 992.8 94.17
SABCO05 | 153,146,388 | 126,887,134 | 1,160,384 132 1,156,617 95.31 677.6 90.61
SABCO09 201,632,278 @ 167,600,423 | 1,546,314 130 1,543,211 96.43 904.7 94.02
2 SABCO01 | 77,716,558 67,227,950 629,566 123 625,698 95.22 343.2 93.85
SABC003 = 65,433,079 56,621,189 512,027 128 509,163 97.43 291.1 95.39
SABC004 | 32,521,689 27,772,584 241,785 135 240,236 95.10 141.5 54.42
SABCO06 104,285,793 & 89,556,592 854,774 122 849,884 96.52 464.5 94.17
SABC0O07 & 74,085,014 64,137,183 579,746 128 576,100 97.47 330.4 96.59
SABC022 68,661,720 59,586,996 555,760 124 552,865 97.02 308.7 93.53
SABC027 = 67,098,080 58,087,069 544,311 123 540,561 96.56 299.7 95.41
SABCO42 91,847,290 79,250,719 720,843 127 716,429 95.95 407.8 94.05
SABC115 | 66,288,826 57,090,127 534,562 124 531,232 95.82 289.9 95.54
SABC124 61,153,519 52,677,911 470,506 130 467,849 97.75 275.0 51.99

The majority of patient samples showed high quality reads with a high level of even coverage and
uniformity. However, samples SABC004 and SABC124 had unusually low levels of uniformity (<60%).
This can be explained for sample SABC004 due to the fact that pool 2 was identified as having a low
concentration from the BioAnalyser analysis (Table 3.4), and this pool did not successfully sequence
on the PGM. More surprising was the fact that SABC124 pool 2 failed to sequence despite having an
acceptable size distribution and concentration (Table 3.4). Therefore, for these two samples only
one pool was successfully sequenced, resulting in approximately 50% coverage of the target region.
Despite this, these samples were still analysed for the regions that were sequenced once the

bioinformatics pipeline was established.

3.3.4 Analysis of BRCA1 and BRCAZ variants to optimise bioinformatics pipeline.

Analysis of the lon Torrent sequencing data was carried out with two bioinformatics programs, CLC
Genomics Workbench and lonReporter. To identify the optimal pipeline for analysis of all genes
included on the custom AmpliSeq panel, a bioinformatics pipeline was first developed using the
BRCA1 and BRCA2 genes, which had already been sequenced by SA Pathology in all individuals. Due
to design limitations of the AmpliSeq algorithm, the multiplex primer pool only covered 95.3% of
BRCA1 and 91.8% of BRCA2 coding sequences, and therefore only regions covered by both Sanger

sequencing and the lon Torrent panel were compared in this initial pilot analysis.
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3.3.4.1 lonReporter Analysis

After mapping the data to the human reference sequence, variant calling was carried out under
germ-line High stringency and Low stringency parameters as outlined in Table 3.1. The lonReporter
variant analysis pipelines identified a number of SNPs in addition to various indels in each of the
samples analysed. The number of variants identified by both the high and low stringency pipelines

within BRCA1 and BRCAZ2 are shown in comparison to the Sanger-identified variants in Table 3.7.

Table 3.7 illustrates that the majority of polymorphisms within BRCA1 and BRCA2 can be detected
in both Sanger sequencing and MPS. While there are several variants that were false positives and
negatives in the MPS data, these are due to limitations associated with the lon Torrent sequencing

chemistry and the design of the AmpliSeq panel (discussed in Section 3.4.6).
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Table 3.7: BRCA1 and BRCA2 sequence variants detected through lonReporter analysis pipelines in comparison with Sanger sequencing data. Patient ID is indicated in the top
row. SS, Sanger sequencing; L, Low Stringency variant analysis; H, High Stringency variant analysis. Blue, true variants detected by Sanger sequencing and MPS analysis method;

Red, false positives in lon Torrent sequencing; Green; false-negatives in lon Torrent sequencing.
SABC005 SABC001 SABC027 SABC006 SABC124 SABC115 SABC009 SABC002 SABC042 SABC004 SABC007 SABC022 SABC003

Variant SS L H|SS L H|SS L HJSS L H|SS L H|SS L H|SS L HJSS L HJSS L HJSS L HJSS L HJ|SS L HJSS L H
BRCA1

c.-19-115T>C
c.442-34C>T
c.2077G>A
c.2082C>T
c.2170C>T
c.23117>C
c.2612C>T
c.2792A>G
c.3113A>G
c.3119G>A
c.3548A>G
c.4308T>C
c.4837A>G

mm

BRCA2

c.-26G>A
c.425+67A>C
c.426-89T>C
c.681+56C>T
c.865A>C
c.1365A>G
c.1504A>C
c.2229T7>C
c.2971A>G
c.3396A>G
C.3624G>A
¢.3807T>C
c.5744C>T
c.6841+78delAAT
c.7242A>G
c.8149G>T
c.8851G>A

=
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There were 6 differences identified between Sanger sequencing and the 2 different MPS filtering
parameters used in the lonReporter software. Interestingly, 4 of the 5 differences were detected
with both High and Low Stringency parameters, suggesting these variants were not able to be
filtered out by the analysis software regardless of the parameters used (Table 3.7). Importantly, all
MPS variant calls that were discordant with Sanger sequencing were found to be false-positives or
—negatives of the MPS analysis, and not due to variants being missed by the diagnostic Sanger

sequencing analysis.

The single false-positive variant from the MPS analysis of BRCA1 (c.4837A>G) was most likely due to
its location within a homopolymer region of 5 G nucleotides. There was not a clear reason for the
false-positive identified in BRCA2 (c.8149G>T). For further confirmation, repeated Sanger
sequencing of this DNA sample confirmed that this variant was not present in this individual and
was a true false-positive of the MPS data. These two false positives were consistent across both
filtering parameters. A third false-positive was detected in the MPS analysis of BRCA2 (c.1504A>C)
but only in the Low Stringency analysis. Visual inspection of this sequence found that it was present
at the end of a sequencing read (2 bp before 3’ termination) and as such was almost certainly an lon
Torrent sequencing artefact; repeated Sanger sequencing of the DNA sample confirmed this (results

not shown).

There were 3 variants identified by Sanger sequencing that were not detected by the MPS analysis
in BRCA1 and BRCA2. The BRCA1:c.3548A>G variant was successfully identified in 7 individuals,
however was not identified in SABC124. Analysis of data illustrated that this variant was not
detected in this individual as one pool failed to sequence successfully. Additionally, there were two
false-negative variants identified in BRCA2 from the lon Torrent sequencing. Visual inspection of the
sequencing reads covering the first variant (865A>C) indicated that the variant was present within
a homopolymer stretch of 4 A nucleotides, and as such was most likely filtered out as it was thought
to be a homopolymer error rather than a true sequence variant. A second false-negative variant was
not identified in BRCA2 (c.3642G>A). Analysis of sequencing data identified that this variant was
found within a stretch of 5 G nucleotides, as was present in approximately 40% of reads, and was

also likely filtered out as it too was deemed a homopolymer error.
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3.3.4.2 CLC genomics workbench analysis

CLC Genomics workbench variant identification was carried out through the in-built Probabilistic
and Qualitative variant analysis functions. These functions allow numerous parameters associated

with stringency to be varied.

3.3.4.2.1 CLC Probabilistic variant analysis
Initial variant analysis with default Probabilistic parameters identified 30 false-positives in BRCA1

(including 4 false-positives being identified in more than 5 patient samples, Table 3.8) and 87 false-
positives in BRCAZ2 (including 8 false-positives being identified in more than 5 patient samples, Table
3.9). The majority of these variants were indels, a common sequencing error found in lon Torrent
data in and around homopolymer regions (Bragg et al., 2013). In Analysis 2, homopolymer indels
were filtered out, resulting in the number of false-positive variants significantly decreasing (1 false-
positive in BRCA1 and 3 false-positives in BRCA2). Whilst Analysis 2 greatly decreased the effect of
indels on false-positive detection, this analysis resulted in an increase in false-negative calls, as it
failed to detect 7 variants which were known to be present by Sanger sequencing (3 variants in
BRCA1 and 4 variants in BRCA2). By reducing variant probability to 85% in the final analysis pipeline,
5/7 false-negatives were removed. The final optimised Probabilistic variant analysis resulted in 1
false-positive in BRCA1 (c.4387A>G); which was identified in all variant analyses and was due to the
location of the variant within a homopolymer stretch. In BRCAZ2, the optimised Probabilistic analysis
identified 1 false-positive (c.8149G>T), the reason for which is unclear, and 1 false-negative

(c.3624G>A), which was incorrectly filtered out as a sequencing error within a homopolymer stretch.
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Table 3.8: BRCA1 sequence variants detected through the optimisation of CLC Probabilistic variant pipelines in comparison with Sanger sequencing data. Patient ID is indicated in the
top row. SS, Sanger sequencing; D, Default parameters; A2, Analysis 2 parameters; O, Optimised Parameters (as outlined in Table 3.2) Blue, true variants detected by Sanger sequencing
and MPS analysis method; Red, false positives in lon Torrent sequencing; Green; false-negatives in lon Torrent sequencing.

SABCO05

SABC001

SABC027

SABC006

SABC124

SABC115

SABC009

SABC002

SABC042

SABC004

SABC007

SABC022

SABC003

Variant

88 D A2 O

88 D A2 O

88 D A2 O

88 D AZ O

88 D A2 O

Ss D A2 O

8§ D A2 O

8§ D A2 O

8§ D A2 O

88 D A2 O

S5 D A2 O

S5 D A2 O

S8 D A2 O

€.-19-115T>C
c.442-34C>T
€.623delC
c.663delA
c.1036delC
c.2077G>A
Cc.2082C>T
Cc.2170C>T
c.2311T=C
€.2612C>T
C.2792A>G

c.3113A>G

c.3119G>A
C.3548A>G

c.4308T>C
c.4837A>G
c.5396delC
c.5574delC

BRCA1l

_ --i
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Table 3.9: BRCA2 sequence variants detected through the optimisation of CLC Probabilistic variant pipelines in comparison to Sanger sequencing data. Patient ID is indicated
in the top row. SS, Sanger sequencing; D, Default parameters; A2, Analysis 2 parameters; O, Optimised Parameters (as outlined in Table 3.2) Blue, true variants detected by

Sanger sequencing and MPS analysis method; Red, false positives in lon Torrent sequencing; Green; false-negatives in lon Torrent sequencing.

SABCODS

SABCO01

SABC027

SABCOD6

SABC124

SABC115

SABCO09

SABC002

SABC042

SABCODS SABCOD7

SABC022

SABCO0D3

Variant

5 D A2 O

55 D A2 O

55 D A2 O

55 D A2 O

55 D A2 O

55| D A2 O

55| D A2 O

5| D A2 O

5 | D A2 O

55 D A2 0|5 D A2 O

55 D A2 O

55 D A2 O

C.-26G=A
c.36d4delA
C.A25+6TA>C
Cc.426-89T>C
C.681+56C=T
c.700delT
C.865A>C
c.1365A>G
C.2229T>C
c.2957delA
C.2971A>G
C.3396A>G
C.3624G=A
c.3635delA
c.3653delG
C.3807T>C
c.3830delA
c.4284delT
c.5351delA
c.5362delT
C.5744C=T|
c.6373delA
C.6373insA
c.6412insA
c.6539delT
C.6841+78_80)
delTTAA
C.72421=G
c.7543delA
C.8149G>T
c.8412delC
C.B851G=A
c.8940delA
c.8946delA
c.9253delA
c.9739delC

BRCA2
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3.3.4.2.2 CLC Qualitative variant analysis
The default parameters for Qualitative variant analysis (used in Analysis 1) have relatively low

stringency; for example, the default settings do not require variants to be present in both the
forward and reverse direction, nor are variants within homopolymer regions filtered out. This
resulted in a significantly high number of false-positive variants being identified, consisting of 48
false-positives in BRCA1 (including 5 false-positives being identified in more than 5 patient samples)
and 145 false-positives in BRCAZ2 (including 17 false-positives being identified in more than 5 patient
samples). Again, the majority of these were indels, presumably due to intrinsic errors in the lon

Torrent sequencing chemistry.

In order to increase the stringency in Analysis 2, parameters were altered such that variants were:
1. required to be present in both sequencing directions;
2. removed if they were present in homopolymer regions; and
3. were required to meet an increase in multiple quality scores (maximum gap and mismatch

count, minimum neighbourhood quality, minimum central quality).

By altering these sequence quality parameters, the increased stringency of variant detection
significantly decreased the number of false positives, resulting in 2 false positives in BRCA1 and 4
false positives in BRCAZ2. Visual inspection of the raw reads and coverage frequency of these variants
found that these regions had low coverage, of approximately 10-15 reads only. Therefore, in
Analysis 3, variants were required to have:

1. a minimum coverage of 50X; and

2. aminimum read proportion of 45%.

Whilst these parameters removed 1/2 false-positives in BRCA1 and 3/4 false-positives in BRCAZ2, this
analysis also had an increased number of false-negatives, with 6 in BRCA1 and 7 in BRCAZ2. It was
apparent that these variants were not detected due to the higher stringency for the read proportion
of 45%. Upon altering this to the default setting of 35%, only 2 false-negatives remained in each of

BRCA1 and BRCAZ2.

Therefore, from the optimised parameters, there remained 6 variants that differed in comparison
to the available Sanger sequencing. The single false-positive from the MPS analysis of BRCA1

(c.4837A>G) was also detected in this individual in both high and low stringency lonReporter analysis
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and was most likely due to its location within a homopolymer region of Gs nucleotides. Additionally,
the single false-positive in BRCA2 (c.8149G>T) was also detected by both lon Reporter analyses, and
there was not a clear reason for the identification of this variant. Repeated Sanger sequencing of
this sample was carried out to verify that the variant was not present, confirming it was a true false-
positive within this sample. Two false-negatives were identified in BRCA1, with the c.-19-115T>C
variant present in 30% and 33% of sequencing reads in these two individuals. This resulted in this
variant being filtered out in 2 individuals as it fell below the specified read proportion metrics (35%)
and was thought to be a sequencing error. The second false-negative (c.3548A>G) was not detected
in one individual, as one pool of the library preparation failed to amplify. The two false-negatives
within BRCA2 (c.865A>C and c.3624G>A) were both due to the location of the variants within

homopolymer stretches.
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Table 3.10: BRCA1 sequence variants detected through the optimisation of CLC Qualitative variant pipelines in comparison to Sanger sequencing data. Patient ID is indicated in the top
row. SS, Sanger sequencing; D, Default parameters; A2, Analysis 2 parameters; A3, Analysis 3 parameters; O, Optimised Parameters (as outlined in Table 3.3) Blue, true variants detected
by Sanger sequencing and MPS analysis method; Red, false positives in lon Torrent sequencing; Green; false-negatives in lon Torrent sequencing.
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Table 3.11: BRCA2 sequence variants detected through the optimisation of CLC Qualitative variant pipelines in comparison to Sanger sequencing data. Patient ID is indicated

in the top row. SS, Sanger sequencing; D, Default parameters; A2, Analysis 2 parameters; A3, Analysis 3 parameters; O, Optimised Parameters (as outlined in Table 3.3) Blue,

true variants detected by Sanger sequencing and MPS analysis method; Red, false positives in lon Torrent sequencing; Green; false-negatives in lon Torrent sequencing.
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From the overall analysis using each of the optimised pipelines, it was determined that CLC
Probabilistic and lonReporter High Stringency variant analysis would be used for all further analyses
as these provided the most consistent results (summarised in Table 3.12). Despite taking longer for
the initial optimisation, the probabilistic variant analysis feature of CLC genomics workbench was
utilised in conjunction with lonReporter High Stringency Analysis. In support of this approach,
previous studies have demonstrated that the Torrent Suite Variant Caller has been shown to result
in a high level of false positives, with a reduced sensitivity (Quail et al., 2012, Bragg et al., 2013, Yeo
etal., 2014, Buzolin et al., 2017).

Table 3.12: Summary of number of variants in BRCA1 and BRCA2 identified through each of the optimised MPS
pipelines in comparison to Sanger sequencing data for 13 patients. Numbers shaded in red indicate a difference
when compared to the number and/or location of variants identified though Sanger sequencing.

15 15 14 15

SABCO01 15

SABC002 14 14 14 14 14
SABC003 3 2 2 1 2
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SABC005 10 10 10 10 10
SABCO006 13 14 14 14 14
SABCO07 4 4 4 4 4
SABCO09 13 13 13 13 13
SABCO022 5 5 5 5 5
SABCO027 13 13 13 13 13
SABC042 2 2 2 2 2
SABC115 15 16 16 16 16
SABC124 8 8 7 7 7
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3.4 Discussion

3.4.1 Library quantification

The lon AmpliSeq protocol recommends quantifying libraries by one of three different methods:
Qubit fluorimetry, BioAnalyser capillary electrophoresis and the lon Library Quantitation qPCR Kit.

The Qubit Fluorometer utilizes fluorescent dyes that specifically bind to DNA, and fluorescence is
only emitted when bound to these target molecules. This makes this approach more sensitive than
standard UV absorbance, which can be skewed by the presence of protein, free nucleotides or
excess salts. In addition, this method is very fast and cost effective. The BioAnalyser is a chip-based
capillary electrophoresis system, with the output consisting of a virtual gel image which provides
information not only on concentration, but also the size distribution of the library (for example
Figure 3.2). Unfortunately, both the Qubit and BioAnalyser methods have relatively low sensitivity,
and therefore further PCR amplification of the library needed to be carried out prior to
quantification. This requirement for PCR amplification of the library is not optimal because it may
result in a preferential amplification of certain amplicons within each multiplexed pool. This can
occur due to GC bias, which can be detrimental in the generation of MPS data, as some regions may
have greater sequence coverage than others (Robin et al., 2016). This could also skew allelic balance

and result in false identification of variants.

The final and most sensitive method for determining library concentration is the lon Library
Quantitation qPCR Kit (Life Technologies). This approach uses gPCR analysis to determine the
concentration of each library with reference to an E. coli standard. One main advantage of this
method is that it does not require additional amplification of the libraries prior to quantitation. This
approach is also more sensitive as it specifically detects only fragments which will be able to be
sequenced in the library. This is because during the library preparation, two different adapters are
added (A and P1), resulting in library fragments which contain either A-P1/P1-A, A-A or P1-P1.
Fragments with A-P1/P1-A are the only library fragments which can be effectively sequenced on the
lon Torrent, and therefore represent the relevant part of the library to be quantified. The advantage
of the gPCR quantification system is that it specifically quantifies only the amount of
amplifiable/useable library fragments (i.e. correctly adapted A-P1/P1-A library fragments). As the
BioAnalyser and Qubit instruments quantify all library molecules regardless of adaptors, these
approaches are unable to discriminate incorrectly adapted fragments. This qPCR method was

carried out for the first 3 libraries sequenced on the initial chip; however, this process is prohibitively
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expensive, and for the large number of individuals selected for this study, unfortunately it was not
financially viable. At the commencement of this study, the lon Library TagMan Quantitation kit was
approximately $1600 for 250 reactions. Each sample is run in duplicate or triplicate, meaning at
most, it is possible to quantify 125 samples from one kit. However, for each run, it is also necessary
to include the 3 E. coli standards in duplicate, further reducing the number of samples that can be
analyzed per kit. A cost comparison between the three quantification platforms found that the gPCR
method was the most expensive, costing approximately $13 per sample, whereas the
BioAnalyser/LabChip cost $5 per sample, and the Qubit DNA assay cost $1 per sample. Therefore, it
was considerably more cost-effective to carry out both the BioAnalyser and Qubit assays in

conjunction, rather than the gPCR-based approach.

Libraries were therefore quantitated with both Qubit and BioAnalyser approaches. It is clear from
Table 3.4 that concentrations determined using the BioAnalyser and Qubit were noticeably
different, despite being the same sample. One reason for this is that the BioAnalyser estimates the
average size of each library based on specific DNA intensities at certain sites. Therefore, complex
multiplexed libraries with an excess of primers or any contaminants tend to distort the true average
size and will generate inaccurate values (Robin et al., 2016). In order to minimize the effects of these
discrepancies, the size distribution of each library was visually inspected using the BioAnalyser
analysis (Figure 3.2) to determine if effective library amplification had occurred, however libraries
were pooled based on the Qubit derived concentrations. Furthermore, the molarity values
determined by the BioAnalyser were required for downstream calculations before combining
samples for sequencing, and therefore both quantification methods were used for each library

preparation.

3.4.2 Multiplexing patient libraries across multiple sequencing chips.

The number of libraries combined within a single run is dependent on the size of the sequencing
chip as well as the level of coverage required for the analysis. At the time of this investigation, it was
reported that a minimum coverage of 100X was required for accurate germline variant detection
(Chan et al., 2012). Given that this targeted sequencing panel hadn’t been previously used, it was
initially decided to combine a relatively small number of libraries to determine the capabilities of
the sequencing technology empirically. An average of 850X coverage was achieved from this initial
sequencing (Table 3.6)This is a significantly higher level of coverage than required, therefore 10

patients were combined for the second run to determine the limits of the subsequent multiplexed
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sequencing runs. This resulted in an average coverage of 320X for these 10 patients. This is still
sufficient depth to accurately identify germ-line sequence variants within the selected patients. As
this is still a greater than required level of coverage for these individuals, it is possible to combine a
greater number of individuals on each sequencing run. From the results obtained, it is possible to
combine three times as many AmpliSeq libraries (e.g. 30 libraries) on each sequencing run and still
achieve the desired approximate 100X coverage for each individual sample. The limiting factor in
terms of multiplexing libraries is the cost associated with the barcodes required for multiplexing. At
the time of this study, it cost approximately $2500 for 16 barcodes. This cost associated with
multiplexing large numbers of samples becomes limiting in terms of the number of individuals that
can be included on one sequencing run. Intial attempts were made to multiplex 16 samples on the
second MPS run, however, several libraries failed to amplify sucessfully and meet the required DNA

yield metrics, and as a result, only 10 libraries were run on the subsequent chip.

3.4.3 MPS sequencing summary

As indicated in Table 3.6, sequencing of the generated libraries on the PGM was successful. Uniform
sequencing coverage ensures that reads are distributed evenly across a targeted region and greatly
helps with variation detection (Bodi et al., 2013). This is an important variable as there are many
biases associated with MPS sequencing, including, but not limited to, issues with preparation of AT-
rich libraries, and sequencing of both GC-rich and homopolymer regions (Quail et al., 2008, Quail et
al., 2012, Bragg et al., 2013). For all individuals analysed in this pilot study, there was a high level of
uniformity (> 90%, as recommended). This indicates that the two primer pools for each patient
sample were multiplexed at equimolar concentrations. Only two samples SABC004 and SABC124
failed to meet these criteria (54.42 % and 51.99 % respectively), however this is attributed to the
fact that one pool from each individual failed to produce sequence. In theory, this could have been
predicted from the quantification data of these pools, however there were two additional pools
which also flagged with low concentrations by both methods (SABC005 pool 1 and SABC0O09 pool 2)
which went onto generate good sequencing data on the lon Torrent. Therefore, concentration is
not an accurate predictor of success of the library in downstream sequencing. If possible, it would
have been useful to also obtain gPCR quantification for these libraries, to determine if this highly
sensitive approach to quantification is able to accurately predict libraries which will not generate

high quality sequence data.
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3.4.4 lonReporter Analysis

Using lonReporter and both the high stringency and low stringency variant caller pipelines, many
variants were identified for each of the 13 patients sequenced. Initially, variant calling parameters
were compared between the inbuilt Germline High and Low Stringency pipelines within the
lonReporter Software Suite. One advantage of lonReporter is that it has already been optimised for
the plethora of small insertions and deletions present within lon Torrent generated data (Rusmini
et al., 2016), resulting in a reduction in the false positive and negative error call rate compared to

other analysis programs (as discussed in Section 3.4.6).

Several patterns of sequencing errors are recognized based on the sequencing chemistry employed
by this MPS system. lon Torrent data have a high ratio of false positives in the identification of small
insertion and deletion mutations (Boland et al., 2013, Zhang et al., 2015a, Damiati et al., 2016).
However, this platform also demonstrates high accuracy in the identification of SNPs (Fujita et al.,
2017). The issue of false-positive mutations associated with lon Torrent Panel sequencing raises a
couple of areas of concern, regarding data analysis and the specificity of massively multiplex PCR
reactions (McCall et al., 2014). Given the large number of amplicons in this targeted gene panel, it
is time consuming and ultimately impractical to manually curate each sequence. As such, automated
software such as lon Torrent's Variant Caller is essential to the future of this technology in a
laboratory setting (McCall et al., 2014). As a result, analysis was carried out between both pipelines

to retain as many ‘true’ polymorphisms as possible for further downstream analysis.

The High Stringency settings are optimised for the identification of minimum false-positives using
PGM chips present in a higher proportion of reads, whilst the Low Stringency settings are optimised
for variants present in a high frequency of sequencing reads and minimal false-negative calls (Life
Technologies, 2017). However, the High Stringency pipeline does have the potential to filter out

variants of clinical significance due to its stringency.

Both stringency parameters were concordant with the BRCA1 and BRCA2 sequencing data obtained
from SA Pathology, apart from 3 false-positive and 3 false-negative sequence variants. Two of 3
false-positive variants were identified by both the High and Low Stringency Parameters, while only
1 was identified by the Low Stringency Analysis but was filtered out by the High Stringency analysis.
All 3 false-negative variants were missed in analyses with both the High Stringency and Low

Stringency filtering parameters.

76| Page



Chapter 3: Development of a bioinformatics pipeline for analysis of lon Torrent sequencing data
As previously mentioned, the false-positive BRCA2:¢c.1540A>C variant was located 2bp from the end
of a sequencing read. The identification of this variant can be attributed to its location, as the
accuracy of base calling is known to decrease near the end of reads. Additionally, this A is the last
nucleotide within a 5 homopolymer stretch, which would have also contributed to the erroneous
variant identification (Quail et al., 2012, Bragg et al., 2013) This variant was detected through the
Low Stringency Analysis as it was present within enough of the reads (17/385 reads) to meet the
pre-determined cut off of 5% of reads. However, this variant was excluded when this individual was
re-analysed with the High Stringency Analysis, which required variants to be present in 20% of reads.
Itis important to note that this variant was only detected by the lon Torrent Low Stringency Pipeline

and was not found by CLC Genomics Workbench.

3.4.5 CLC genomics workbench analysis

Several studies have used programs other than lonReporter to analyse lon Torrent data (Chan et al.,
2012, Vogel etal., 2012, Yeo et al., 2012, Rusmini et al., 2016). Therefore, in addition to lonReporter,
CLC Genomics Workbench was also used to identify variants. CLC Genomics Workbench is a program
for the analysis of MPS data generated via all sequencing platforms, and as such it is not optimised
for the sequencing errors associated with each type of sequencing chemistry. As a result, it took

significantly longer to optimise the analysis parameters for these data (Figure 3.1).

The variant calling parameters needed to be optimised to maximise ‘true’ variant detection when
compared to BRCA1 and BRCA2 Sanger sequencing data. CLC Genomics Workbench allowed the
import of raw data generated from lon PGM Sequencer. Only SNPs and multiple nucleotide variants
(MNVs) that mapped to the target region were considered and compared to the pathology Sanger
sequencing results. Initially, many deletions were detected for both the qualitative and probabilistic
pipelines. This is consistent with the sequencing errors associated with lon Torrent chemistry (Strom
et al., 2015). Additionally, the default parameters for both of these pipelines did not require variants
to be present in both directions, nor were errors in homopolymer regions ignored. As these errors
are known to be the main contributor of false-positives to MPS data generated with the lon Torrent,
it was necessary to filter these out (Loman et al., 2012, Yeo et al., 2012, Bragg et al., 2013). As a
result, the number of incorrectly called variants reduced significantly. From visual analysis of these
deletions, it was evident that the majority were associated with the two most common sequencing

errors known to affect lon Torrent Sequencing chemistry:
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1. Presence within a homopolymer run
2. Location at the 5’ or 3’ end of short sequencing reads.
These sequencing errors are known to severely affect the rate of false positives identified from PGM

data (Loman et al., 2012, Yeo et al., 2012), and as such, need to be stringently filtered out.

When optimising the parameters for the Qualitative variant analysis, several variants were removed
from analysis when altering the minimum read proportion from 35 % to 45 % (Table 3.3, Analysis
3). This could be attributed to potential skewing as a result of PCR amplification. From detailed
analysis of variants that were excluded through this filtering analysis, it was determined that the
minimum read proportion was too high, resulting in the elimination of a high number of true
variants, and as a result this was reset back to the default (35 %) for further analysis. It is known that
PCR amplification bias is a prevalent issue, particularly in GC rich regions and in repetitive regions.
Furthermore, polymerase slippage occurs during amplification of polyA runs and AT dinucleotide
repeats, often resulting in poor read quality and has the potential to result in an allelic imbalance
(Aird et al., 2011). Therefore, this slight skew in PCR amplification bias may be affecting the analysis

of MPS data thorough the qualitative variant analysis method

3.4.6 Analysis of BRCA1 and BRCAZ2 sequences

Sequence alignments for variants with discordant results were manually inspected with the
Integrative Genomics Viewer (IGV). Three putative variants (in 4 individuals) were observed from
analysis of the raw MPS data, however subsequent Sanger sequencing failed to confirm the
presence of these polymorphisms (Table 3.7 —3.11). This highlights the potential inaccuracies of the

variant caller software in determining the presence or absence of variants within MPS data.

3.4.6.1 False-negative variants

The BRCA1 and BRCA2 variants were compared to those documented for each individual by SA
Pathology. In the regions which were covered by the AmpliSeq gene panel, all variants previously
documented by BRCA screening were detected as outlined in Table 3.7 to Table 3.12. Following the
analysis of the validation cohort using the optimised lon Reporter and CLC genomics workbench
pipelines, 4 false-negatives were identified. Two of these were identified in all 4 bioinformatics

pipelines used, and 2 were analysis specific.
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The first false-negative variant was BRCA2:c.3548A>G, which was not detected in individual
SABC124. This variant was missed by all analyses, due to issues with library amplification. This region
was not successfully sequenced in SABC124, as multiplexed pool 2, which contained the primers for
the amplification of this region produced a library which did not meet the library quantification
metrics. Despite this, this library was still run on the sequencing chip, which failed to generate
sequence. Additionally, variant BRCA2:¢.3642G>A was not detected in individual SABC003. This
variant had previously been identified and called by all analyses with lonReporter and CLC Genomics
Workbench in SABCO01. Further investigation of this variant identified that this polymorphism was
present within a homopolymer stretch of 5 G nucleotides. Visual curation of the data indicated that
the variant was present in 40% of the reads, however, was filtered out by lonReporter software as
it was thought to be a homopolymer error. However, this variant was accurately called in individual
SABCO001, in which the variant was present in 53% of the reads. This skew in PCR amplification,
coupled with the presence of the variant within a homopolymer stretch explains why this variant

was missed within this sample.

Additionally, the polymorphism BRCA1:c.-19-115C>T was missed by the Qualitative variant analysis
in SABC001, despite accurate detection in multiple other samples. Further analysis of this variant
indicated its presence in only 33% and 30% of sequencing reads in the two individuals, indicating a
skew in initial amplification of the DNA library in this individual’s sample. Due to the filtering
parameters associated with Qualitative variant analysis, this variant was considered to be a
sequencing artefact and was filtered out. Furthermore, the BRCA2:c.865A>C variant was not
identified in SABC003 through the Qualitative variant analysis. As previously mentioned, this variant

was present within a stretch of 4 A nucleotides and was thought to be a homopolymer error.

3.4.6.2 False-positive variants

Overall analysis of variants detected resulted in the identification of two false-positive variants

called by all programs, and one false-positive identified only by lonReporter Low Stringency analysis.

In individual SABC006, BRCA2:c.8149G>T was detected by all four variant calling pipelines. This
variant was present in 50.8% of reads, and had a read depth of approximately 800X, however it was
not identified on the initial Sanger sequencing records. As a result, this region was re-sequenced by
Sanger sequencing, however this variant was still not detected in the patient sample. This variant

was most likely associated with the incorporation of an incorrect base in the initial stages of the
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generation of the library, as it was located within the middle of a sequencing read and was not
surrounded by a repetitive run of nucleotides. The fact that it was present in 50.8% of reads implies

that the error must have occurred very early in library generation.

BRCA1:c.4837A>G was identified in SABC115, again by all filtering parameters used. Further analysis
of this variant identified that it was located within a stretch of G nucleotides and was a sequencing
artefact. It was surprising that this error was not picked up by lonReporter as this software is
manufactured specifically for the analysis of lon Torrent generated data and had previously filtered

out a true variant for the same reason.

The final false-positive variant, BRCA2:c.1504A>C in SABC124, was detected by Low Stringency
analysis only. Visual inspection of this sequence found that it was present at the end of a sequencing
read (2 bp before 3’ termination) and as such was almost certainly an lon Torrent sequencing
artefact, as these are common issues associated with lon Torrent sequencing and the variant was
filtered out with increased stringency. The change in the required read proportion resulted in this
variant being filtered out, with this variant only being present in in 17/385 of reads (5%), whilst High
stringency analysis required the variant to be present in 20% of reads. Whilst this indicates that the
high stringency analysis outperforms the low stringency analysis in this situation, the low stringency
analysis may be beneficial for the analysis of somatic mutations or for the analysis of clonal

mutations, which are present in a smaller proportion of sequencing reads.

3.4.7 Variants excluded from analysis

A number of additional intronic and exonic variants documented by SA Pathology were not
confirmed using the AmpliSeq gene panel sequencing method. This is because these regions were
not covered by the AmpliSeq primers, and thus were excluded from this analysis. The coverage of
BRCA1 and BRCAZ2 achieved with this panel was 95% and 92% respectively. This lack of complete
exon coverage is not acceptable for diagnostic purposes and is a limitation of this targeted MPS
panel (Appendix B). Since the initial design and conception of this panel, Life Technologies has
released the lon AmpliSeq BRCA1 and BRCA2 panel, which contains analysis of the entire coding

regions of these genes, plus 10-20 bp of flanking intronic sequences for analysis of splice sites.

With rapid improvements in the field over time, complete coverage of all desired genes will be easily
attainable. However, another limitation of this custom AmpliSeq panel is the inability for
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modifications (discussed further in Chapter 7). Since being designed in 2013, there have been
numerous other genes associated with the development of breast cancer (as discussed in Chapter
7), however, the precise nature of the multiplexed primer pools unfortunately makes it impossible

to expand the regions of interest.

In summary, a bioinformatics pipeline was generated for the analysis of lon Torrent generated data.
Through the comparison of MPS sequencing data of BRCA1 and BRCA2 to Sanger sequencing data,
it was possible to establish an optimised, stringent pipeline in order to detect sequence variants in

the remaining sequencing data generated for all patients.
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Chapter 4: Tri-Pool-Seq Analysis
4.1 Introduction
Despite the reduction in the cost of massively parallel sequencing in recent years, sequencing many
individual samples is still economically challenging. The most expensive aspect of massively parallel
sequencing is the generation of the libraries themselves, with lon Torrent libraries costing
approximately $400 per individual sequenced. Recently, several studies have highlighted the utility
of a pooling approach (Pool-seq), in order to maximise the number of individuals that can be
sequenced from one library by significantly reducing costs (Anand et al., 2016, Jin et al., 2016, Ryu
et al., 2018). In addition to this, the Pool-seq approach has further benefits, including a reduction of

DNA required from each individual and a reduction in overall workload.

Multiple studies have demonstrated that pooled-DNA sequencing is an efficient and cost-effective
technique to identify rare variants in target regions (Calvo et al., 2010, Diogo et al., 2013, Jin et al.,
2016). Diogo et al. (2013) utilised the pooling approach to sequence 25 genes of interest in 500
individuals with rheumatoid arthritis and 650 case controls; this study identified 281 rare protein
coding variants associated with this condition. A study carried out by Ryu et al. (2018) analysed a
large cohort of Ashkenazi Jewish individuals (n=1000) through sequencing a 56 gene-panel on only
40 generated libraries, allowing a population-based analysis. Additionally, Anand et al. (2016)
implemented the Pool-Seq approach to sequence 996 individuals in 83 pools and demonstrated that
the pool-seq allele frequencies were robust and reliable through comparisons to public variant
databases. These pooling approaches also work with varying levels of complexity, with sample
numbers ranging from 12-50 patients per pool, albeit resulting in varying levels of coverage being
achieved. These studies demonstrate the general utility of the pooling approach to increase the

number of individuals that can be screened within a minimal number of sequencing reactions.

However, an unavoidable limitation of the predominant pooling methodology used thus far (Pool-
Seq) is the loss of individual sample information. This experimental design results in the pools being
multiplexed in a manner such that it is not possible to determine which individual the rare variant
is present in. Therefore, this approach requires the downstream analysis of all individuals included
within the pool to identify which specific individual the rare or causative variant is present in. This
is a significant flaw in the experimental design and represents the main issue which is addressed
within the Tri-Pool-Seq approach utilised within this study. This pooling strategy is designed in such
a way that cross referencing of pools can allow for the identification of the specific individual with

the variant. This approach was first detailed by Chi et al. (2014), which utilised this strategy for the
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identification of rare mutations within sodium azide induced mutant rice populations. This study
was successfully able to identify 16 mutations within specific mutagenized rice plants through the

complex pooling methodology and subsequent deconvolution of sequencing data (Chi et al., 2014).

Another disadvantage of all pooling strategies is that they generally result in lower sequencing
coverage than sequencing samples individually. However, it has been previously demonstrated that
germline mutations do not require deep coverage for identification, as they should be present in
50% of sequencing reads (assuming heterozygosity). Therefore, it may be a useful strategy to
employ this approach for the analysis of an increased population size for the identification of rare
and potentially pathogenic mutations in inherited breast cancer. This study represents the first

application of the Tri-Pool-Seq methodology to human samples.

Twenty-five patients were included within each pool, resulting in the generation of a 5 x 5 x 5 cube.
This approach allowed the sequencing of 125 individual samples through the generation of only 15
pooled libraries. As a proof-of-principle study, 8 pools were initially selected for sequencing,
allowing for the analysis of 18 individuals across the multiplexed patient pools. In order to determine
the specificity and sensitivity of this Tri-Pool-Seq method, each of the patient samples included in

each pool were also sequenced individually.

4.1.1 Aims

The aims of this chapter are to carry out a proof of principle analysis to confirm the utility of the
three-dimensional pooling method, including
1. Identification of rare variants within pooled patient samples and allocating the identified
variants back to their respective patient samples
2. Comparison of rare variants identified through the pooling approach and individual

sequencing approach for the identification of true variants and false negatives.
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4.2 Methods

4.2.1 Patient Selection

Ethics approval was obtained from Southern Adelaide Clinical Human Research Ethics Committee
(132.13). Patient consent for broad use of genomic material was obtained from all patients at the
time of venepuncture. All individuals had been referred to the Familial Cancer Screening Unit in

South Australia for BRCA1 and BRCAZ2 genetic testing (ranging from November 2009 — January 2013).

4.2.2 DNA integrity analysis

In order to minimise the potential for sample dropout within the pools, DNA integrity was
determined via a quantitative real-time PCR assay (Brisco et al., 2010). DNA integrity of the selected
patient samples was analysed via a previously established quantitative real-time PCR (qPCR) assay
within the department. The quality of DNA was analysed through the amplification of two different
sized amplicons of the GalT (galactose-1-phosphate uridylyltransferase) gene (100 bp and 300 bp).
Each of the samples selected were run in duplicate for each amplicon size. The two different
fragment sizes were selected as it allows the analysis of the average and maximum expected sizes

of products produced from the AmpliSeq panel.

In brief, gPCR reactions were set up at a final concentration of 1X PCR Buffer (Applied Biosystems,
Australia) 5 mM MgCl (Applied Biosystems), 0.3 mM dNTPs (Fisher Biosciences) 0.4 mM forward
primer (IDT), 0.4 mM reverse primers (short or long; IDT), FAM labelled GalT locked nucleic acid
(LNA) Probe (IDT), using 1 unit Platinum Tag Polymerase (Life Technologies) plus 10 ng template in
a final volume of 25 plL. Samples were analysed using a Bio-Rad iQ5 real-time PCR detection
system (California, USA), with iQ5 optical system software and were determined to be of optimal

integrity if the short and long fragments amplified within 0.5 Cq4s of each other.

4.2.3 Pooling of patient samples

DNA from 125 individuals was pooled in equimolar concentrations (125 ng, as determined through
Qubit fluorometry quantification) according to a three-dimensional cube strategy (Figure 4.1).
Pooling was designed in a manner that if a variant was present in three pools, it would be possible

to identify the individual sample carrying the variant.
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Figure 4.1: Schematic illustration of tri-pool-seq strategy. 125 patient samples were arranged in the form of 5 x5 x5
arrays, from which 15 DNA libraries would be created through the pooling of equimolar patient DNA. An example of the
analysis is that a variant common to pools 1, 6 and 11 (green pools) would indicate the source as sample 1 (orange square).

4.2.4 Library preparations

Library preparation was carried out following the protocol ‘lon AmpliSeq™ DNA and RNA Library
Preparation’ Publication number MAN0006735, Revision B.0 (Life Technologies). Reagents used for
the library preparation were provided in the lon AmpliSeq Library Kit 2.0 (Life Technologies). The
standard protocol was followed, with the following modifications under the guidance of the Life
Technologies field application specialists:

e Forty nanograms of patient DNA was used as input;

e Initial amplification was cycled 15 times (protocol recommended 14 cycles) with 8-minute

annealing/extension times (protocol recommended 4 minutes/cycle);
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e Libraries of a low concentration (<300 ng/mL) were re-amplified (consisting of an
additional 10 cycles of amplification, with subsequent 2X clean up with AMPure Beads);
and

e 90% ethanol used for all clean up steps (protocol recommended 70% ethanol).

4.2.5 Library sequence analysis

Libraries generated from individual patient samples were sequenced on a 318v2 chip on an
lonTorrent PGM at the Flinders University Genomic Facility. Libraries generated from pooled
samples were sequenced either on a 318v2 chip on an lonTorrent PGM at the Flinders University
Genomic Facility (pools 1, 6 and 11) or on an lon P1 chip on the lon Proton (Life Technologies) by
the LotteryWest State Biomedical Facility Genomics at the University of Western Australia (pools 2,

3,7,8and15).

4.2.6 MPS data analysis

Data analysis was carried out by Bioinformatician Dr. Lesley-Ann Gray at the Australian Genome
Research Facility (AGRF; Melbourne). Data analysis involved conversion of BAM files to FASTQ, with
QC carried out on all FASTQ files, with variants of a Phred score less than 25 removed. Reads were
trimmed, with removal of all barcode, adapter and amplicon sequences. Additionally, all
homopolymers and sequencing artefacts were removed. Reads were aligned to the hgl9 (February
2009 build, GrCh37). Variants were called using the GATK Haplotype Caller. Variants that were
present in at least 1/50 reads were called and filtered through comparison to the provided BED files.
Minimum allele frequencies of identified variants were annotated from gnomAD, with variants of
low frequency (MAF<0.05) utilised for further analysis. Variants identified in the individual patient

samples and the corresponding 3 pooled libraries, were compared.
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4.3 Results

4.3.1 Generation of patient pools

In order to prevent skewing of patient representation in the pooling analysis, DNA integrity of the
patient samples was analysed via quantitative real time PCR analysis. This analysis identified that all
samples selected for the pooling approach were of sufficient quality as the short and long fragments
amplified within 0.5 C4 of each other (Table 4.1). Additionally, samples appeared to be of similar
quality as they all amplified within 2 Cq of each other. Following this, patient samples were pooled

according to Table 4.2 and DNA libraries were generated.

Table 4.1: DNA integrity analysis of samples included in all three pools for Tri-Pool-
Seq method. DNA integrity analysed through qPCR amplification of a “short” (100 bp)
and “long” (300 bp) product of GalT. Mean Cq for each amplicon of each individual

included
~ MeaCq
___
SABC007 29.88 30.32
SABCO013 29.98 30.04
SABCO025 29.98 30.23
SABCO031 29.65 29.72
SABC042 30.06 30.07
SABC050 30.08 30.40
SABCO059 29.93 30.12
SABC064 29.98 30.23
SABCO65 29.94 30.05
SABC070 30.10 30.29
SABCO071 30.19 30.23
SABCO77 30.33 30.48
SABCO085 29.44 29.87
SABC098 30.45 30.93
SABC102 29.16 30.03
SABC114 30.60 30.67
SABC127 29.99 30.03
SABC131 30.18 30.47
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Table 4.2: Individual patient samples and the corresponding pools they
are present in.

SABCO07 2,8,15
SABCO013 3,8,15
SABC025 2,7,15
SABCO031 1,7,11
SABC042 1,511
SABCO50 1,8,11
SABCO059 3,6,11
SABC064 2,8,11
SABCO065 2,7,11
SABCO070 3,7,15
SABCO071 2,6,15
SABCO77 3,6,15
SABCO085 1,7,15
SABC098 1,6,15
SABC102 3,7,11
SABC114 3,8,11
SABC127 1,8, 15
SABC131 2,6,11

4.3.2 MPS Run Summaries

Barcoded adapters were used to combine 3 multiplexed patient pools on one lon318v2 chip (Run 1)

and 5 multiplexed pools on an lon P1 chip (Run 2) with overall run metrics shown in Appendix D.

The sequencing run summaries for each patient pool library are shown in Table 4.3. The majority of
patient pools showed high quality reads, however patient pool 1 showed lower levels of uniformity
and % on target in comparison to all other sequencing pools. This was particularly evident when the
libraries were mapped back to the designed bed files, which identified that the off-target regions
were located in pseudogenes or repeat regions. Interestingly, this was not observed when samples

were individually sequenced (refer to Appendix H for all sequencing run data.)

Atotal of 21,605,556 unique reads were aligned to the reference sequence and achieved an average
on-target percentage of 93.4 % in 8 pools (Table 4.3). Mean target coverage for pooled samples
ranged from 647X to 2460X with an average of 1676X. As 25 individuals are included in each patient
pool, rare heterozygous variants would be expected to be observed in 1/50, or 2 % of sequencing

reads. Relative to the mean depth of 1676 reads, the expected depth of a variant present in one
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individual in the heterozygous state would be approximately 30 reads, which should be sufficient

depth for accurate variant detection.

Table 4.3: Sequencing run summary. Q20, one misaligned base per 100. Uniformity refers to even distribution of
sequencing reads across the targeted regions. Run 1 consisted of 3 pooled samples sequenced on an lon318v2 chip

on the lon Torrent PGM. Run 2 consisted of 5 pooled libraries sequenced on an lon P1 chip on the lon Proton.

173,145,736 = 150,948,300 @ 1,384,031 1,372,986 78.63 634.7 89.05

006 188,094,811 | 165,937,149 | 1,524,757 123 1,513,269 91.36 802.6 93.36

011 149,140,790 130,895,162 @ 1,232,034 121 1,219,807 93.34 647.9 90.78

2 002 | 507,137,357 | 452,970,662 | 3,531,959 143 3,522,535 97.70 2,308 95.62
003 483,298,041 430,975,578 @ 3,359,785 143 3,349,851 98.0 2,207 95.59

007 | 443,101,499 | 393,139,096 & 3,152,896 140 3,140,668 92.17 1,920 96.34

008 @ 530,028,391 472,117,289 @ 3,701,781 143 3,691,485 98.16 2,428 95.15

015 | 540,380,924 | 482,283,091 | 3,718,313 145 3,709,575 97.86 2,460 95.38

4.3.3 Bioinformatics analysis of pooled samples

Analysis of the tri-pool-seq method involved comparison of the variants identified within each pool
to those identified within the patient samples contained with the corresponding pools. This was
carried out for all 18 patients that were covered through the various combinations of the pooled
patient libraries (Table 4.4). Comparison of these variants demonstrated that there were
considerably more variants identified in the pools than was expected from the individual sequencing
data (pooling false positives). Further analysis of these variants identified that the majority of these
false positives were common within the general population (MAF >0.05) and would most likely be
present within multiple individuals included within each pool (Refer to Appendix E for full analysis
of pooling variants). Therefore, analysis of variants was limited to the rare variants, defined as an
allele frequency of <0.05 as determined by the gnomAD database (including absence from the
database). Rare variants detected in all pools (true variants) or missed completely or partially by the
pooling approach (false negatives) are detailed in Table 4.4. Overall, these results indicated that a
higher proportion of variants were identified through the individual sequencing analysis than were

identified through the pooling approach.
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Table 4.4: Variant analysis from three-dimensional pooling for analysis of 18 individuals. Total number of variants
identified by pooling analysis and in individually sequenced patient included. Analysis then focussed on rare variants
(MAF<0.05 as determined by gnomAD). The total number of rare variants within each sample indicated, with true variants

(green) and false negatives (orange).

SABC007 | 2,8,15 299 65 153 93 13 7 73
SABCO13 | 3,8,15 253 86 117 52 26 6 20
SABC025 | 2,7,15 262 82 128 57 18 7 32
SABCO31 | 1,7,11 315 82 137 74 25 16 33
SABC042 | 1,5,11 333 107 187 103 30 18 55
SABCO50 | 1,8,11 283 82 129 52 14 18 20
SABC0O59 | 3,6,11 307 88 126 54 22 8 24
SABC064 | 2,8,11 277 95 140 49 20 11 18
SABCO65 | 2,7,11 289 112 161 70 30 16 24
SABC070 | 3,7,15 260 83 120 50 19 8 23
SABCO71 | 2,6,15 301 81 145 73 22 14 38
SABCO77 | 3,6,15 300 97 130 55 25 11 19
SABC085 | 1,7,15 294 69 116 58 20 10 28
SABC098 | 1,6,15 301 90 140 71 25 22 24
SABC102 | 3,7,11 299 101 150 64 23 14 27
SABC114 | 3,8,11 280 84 124 51 19 13 19
SABC127 | 1,8,15 278 98 137 61 29 11 21
SABC131 | 2,6,11 300 92 140 60 16 22 22

Combined analysis of the pools indicated that many rare variants were missed through this pooling
approach. In most samples, 30-45% of rare variants were detected in all three pools. Alarmingly,
there were several individuals where less than 30% of the rare variants were detected through the
pooling methodology (SABC0O07; 14%, SABC050; 27%, SABC131; 26%). The discrepancy between the
expected and observed variants was further analysed. In-depth analysis of the missed variants
identified that functionally relevant mutations were missed in some individuals. A pathogenic PALB2
mutation (PALB2:c.3116delA) was missed in both SABC025 and SABC042, and a pathogenic BRCA1
mutation (BRCA1:c.4869delT) was missed in individual SABC070.
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4.4 Discussion
Multiple studies have utilised the Pool-Seq methodology for the identification of rare variants (Calvo
et al., 2010, Harakalova et al., 2011, Diogo et al., 2013, Anand et al., 2016, Ryu et al., 2018). This
approach allows for a significant increase in the number of patients sequenced with a decrease in
the associated costs and labour time (Ryu et al., 2018). These studies have been invaluable in
enabling the cost-effective identification of disease-associated SNPs in complex diseases, where
very large numbers of affected individuals and control samples are required. However, the main
limitation is that the multiplexed nature of these pools means that it is often difficult, if not
impossible, to determine which individual the variant of interest was identified in without further
downstream sequencing analysis. The three-dimensional pooling strategy utilised in this study was

designed in order to mitigate this issue.

4.4.1 DNA integrity analysis
Prior to pooling, the integrity of the individual DNA samples selected was analysed through qPCR.

DNA analysis was carried out to ensure all samples included in each pool were of optimal quality, in
order to prevent over- or under-representation of each patient sample in the generated pool, prior
to library preparation. Studies have shown that multiplexed PCRs can result in uneven and unspecific
amplification of specific targets, which may be due to the different efficiencies in primer binding
and extension (Chi et al., 2014). Therefore, integrity analysis was carried out to determine if the
DNA utilised for the patient pools was suitable. This would help prevent additional PCR bias, as sub-
optimal samples may not be amplified with similar efficiencies, creating random biases (Marroni et
al., 2012). Additionally, it has been demonstrated that samples that are degraded or are of
unverified quality require longer to amplify than those of optimal integrity (Brisco et al., 2010).
Therefore, through this analysis, it was possible to determine that the samples selected were of
similar quality. This assay verified that all samples analysed through this method were of similar

quality, as they reached the cycle threshold within two cycles of each other (Table 4.1).

This analysis was carried out to obtain equimolar representation of all 25 patient samples within
each patient pool, preventing drop out of individual samples. Whilst this analysis indicated that
samples were of similar quality, comparison between the variants identified through the pooling
approach and the individually sequenced samples showed that there was a large proportion of rare
variants within each sample that were missed (variants in patient only, Table 4.4). This may illustrate

that there was drop out of some of the samples included within the patient pools. However, the
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deconvoluted analysis identified rare variants specific to each sample, indicating that sequencing of
all samples in the pilot study was successful (to some extent), with rare variants being detected for
all 18 patients included in this initial analysis. It is possible that these variants may have been present
within more than one individual within the pool and were incorrectly utilised to verify the successful
amplification of patient DNA. Unfortunately, it was not possible to measure if equal representation
of each sample within the pool was achieved through this analysis. However, analysis of sequencing
results was utilised to determine if there was an over or under-representation of variants within

samples (as discussed in Section 4.4.3).

Whilst gPCR was utilised for DNA integrity analysis in this instance, there are other methods that
could be utilised to QC the DNA prior to pooling. Analysis could be -carried out
spectrophotometrically with the Nanodrop. The absorbance profile (260/280 nm ratio) generated
through this method allows for the detection of contaminants such as salts, phenols, proteins and
polysaccharides which are known to interfere with DNA sequencing (Abdel-Latif and Osman, 2017).
This method allows for the quantification of DNA concentration, in addition to analysis of DNA
purity. Additionally, other methods include analysis via electrophoresis, with DNA samples visually
analysed for signs of degradation and contamination. However, QC through both the Nanodrop and
electrophoresis does not illustrate how amplifiable the DNA samples obtained are. The extracted
DNA may contain a high level of damage, from a variety of sources including extraction methods,
repeated freeze thawing, contaminants within the sample etc. Therefore, a combination of both of
these methods in addition to analysis through qPCR may be beneficial in future to determine both

the purity of the extracted sample and the utility of the DNA for amplification in the future.

4.4.2 Sequencing of the generated patient pools

As indicated by Table 4.3, sequencing of the 8 patient pools on the lon PGM and lon Proton was
successful. Pool 1 showed a lower level of uniformity and % on target reads in comparison to all
other sequencing pools. Pool 1 was only 78% on target, whilst all other generated pools were >90%
on target. When the sequenced pools were mapped back to the BED files, it was evident that the
regions that were off target within this pool were located within pseudogenes and repeat regions.
A somewhat underappreciated problem with MPS is the misalignment of short reads to a reference
genome. When reads are mapped to the incorrect genomic location, or discarded if they are too
divergent, this results in the generation of biased allele frequencies. Whilst these issues can easily

be identified when sequencing individual DNA samples, this is harder to identify in pooled samples,
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particularly for low frequency alleles (i.e. rare variants). This is due to the fact that the variation in

coverage is often small, and therefore is difficult to detect (Schlotterer et al., 2014).

In addition to this, the misalighment of sequences may be attributed to the background noise that
is generated through the sequencing of 25 patients within a single pool. Every read generated
represents an independent sequencing event from a large pool of chromosomes. Due to the high
error rates of MPS sequencing (0.48 % — 1.78 % for lon Torrent Sequencing (Quail et al., 2012, Song
et al., 2017)), it is difficult to distinguish between sequencing errors and low frequency variants
within the pooled libraries. Unlike the analysis of individually sequenced samples, this issue cannot
be overcome through the analysis of multiple reads within the same region, as rare variants are only
expected to be observed in a small number of reads (2-4% of reads). As such, genuine rare variants
are often mistaken for background sequencing noise and filtered out. Particularly, this sequencing
noise is commonly reported in Pool-Seq studies (Harakalova et al., 2011, Schlotterer et al., 2014,
Anand et al., 2016). Due to the slight sequence variation and background noise observed, it is
possible that these ‘noisy’ sequences may have been incorrectly mapped back to the pseudogenes

rather than the genes included on the panel.

Moreover, although DNA integrity was analysed prior to pool generation and library preparation,
there may have been regions within pool 1 that were particularly difficult to amplify, resulting in a
signal drop out and underrepresentation of these regions in the amplified and sequenced libraries,
resulting in a lower proportion of on target reads in comparison to all other generated libraries
These issues could have arisen at any step during the patient pooling, library preparation, and
sequencing and as such cannot be corrected. However, this non-uniform representation of the
desired regions within this pool may have resulted in a bias in the generated data and therefore
affected the respective deconvolution of variants based on presence in pools. As such, it would be
beneficial to re-generate the sequencing library for this particular pool and re-sequence it in an

effort to achieve a more uniform coverage of the desired regions.

4.4.3 Variant identification through the pooling methodology

For the analysis of polymorphisms within the pooled libraries, it was anticipated that rare variants
would be observed within 4% of sequencing reads (1/25 alleles) for a homozygous variant in one
individual, and 2% of reads (1/50 alleles) for a heterozygous variant in one individual. Analysis of the

proportion of reads that rare variants were detected in indicated that a majority (55%) of those that
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were picked up by the pooling method were overrepresented within their populations, which could
have either been attributed to a preferential amplification or over-representation of the specific
patient sample within the pool. Alternatively, it may have been that the rare variant was present in
more than one individual included within the generated patient pool. This is more likely to be the
case, as analysis of the genuine variants that were known to be present in only one individual were

not often detected through the pooling methodology at all (as discussed in section 4.4.3.1).

4.4.3.1 Alarge proportion of rare variants were missed within each patient sample

Previous pooling studies have demonstrated that a significant proportion of the identified variants
are often rare and novel, with approximately 50-85% of variants identified through these studies
falling into these categories (Harakalova et al., 2011, Anand et al., 2016, Ryu et al., 2018). This study
is in line with these findings, with 45-60% of variants identified from our Tri-Pool-Seq analysis being
rare or novel. However, further analysis found that the pooling data identified a mean of 22 rare
variants per individual, whilst the individual sequencing identified an average of 64 rare variants per
individual. This represents a high number of false-negatives (>50%) from the Tri-Pool-Seq method.
As previously mentioned, 3/8 sequencing pools generated had a significantly lower level of coverage
(mean 693X coverage) than the other 5 sequenced pools (mean 2264X coverage). This decrease in
coverage may have resulted in variants being missed as they were only present within a small
number of reads and may have been incorrectly filtered out as sequencing errors. These pools with
a lower sequencing coverage may have then affected the success of the deconvolution process, as
it may have resulted in variants being missed, resulting in variants only being correctly identified
within the pools with a higher read depth. As a result, this would have resulted in variants being
identified within one or two pools only, in addition to the individual patient sequencing and
therefore were filtered out through the deconvolution process of the specific individual. In order to
combat this, it would be beneficial to ensure all pools sequenced have a similar level of coverage in

future.

As mentioned, the major challenge in detection of rare mutations from large populations is to
correctly distinguish genuine mutations from sequencing errors, as the latter confound with low
frequency alleles within the sequenced pools (Harakalova et al., 2011, Schlotterer et al., 2014,
Anand et al., 2016). Although 5 of the sequencing pools generated in this study had a mean read
depth of 2264X coverage, this was still insufficient for the detection of a significant proportion of

rare variants within all sequencing pools. This is surprising, as there were only 25 samples included
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within each pool, with each individual having a mean coverage of 90X within these 5 sequencing
pools. At this level of coverage, it was anticipated that all variants, even those only present within
one sample should have been detected. However, it was observed that the low frequency alleles in
the generated pool (i.e. a heterozygous variant in 1 individual in a pool of 25 samples would be
present in 1/50 alleles) could not reliably be distinguished from background noise, and as such may
have been filtered out, or the background noise was incorrectly annotated as a sequence variant
through this process. This may have resulted in the failure of this approach, as it is difficult to

distinguish between sequencing noise and true sequence variants.

It may be possible to rectify this through an increase in sequencing coverage, allowing for a greater
read depth in an attempt to eliminate the sequencing artefacts. However, it has been recommended
by Schlotterer et al. (2014) that a minimum of 50X coverage of each individual within the pool, which
was achieved for 5/8 pools in this study. Additionally, Ryu et al. (2018), achieved a mean coverage
of 1068X for pools of 25 individuals and was able to identify rare variants through a pooled
approach. According to the literature, the read depth achieved in this study was sufficient, however
in this study it did not result in the identification of a majority of rare variants. This could be
associated with the difficulty in differentiating between background noise and true sequencing
changes and different programs designed specifically for the analysis of pooled sequencing data
should be used. Additionally, replicated sequencing of the pools may be a useful way to differentiate
between sequencing errors and genuine sequence changes. This may be a useful way to not only
reduce the error rate associated with the Pool-Seq approach used, but also to determine if any drop
out of individuals within each pool had occurred. Whilst this would have been a beneficial analysis

to carry out, the cost and time associated with this was beyond the scope of this study.

As Pool-Seq approaches increase in popularity, so too does the generation of programs for the
analysis of pooled sequencing data. These programs use known errors from the sequencing of
genuine polymorphisms to analyse pooled sequencing data to improve SNP calling within data sets
generated from pooled DNA samples (Li et al., 2008, DePristo et al., 2011, Schlotterer et al., 2014).
Such programs include CRISP (Bansal, 2010), Syzygy, (Calvo et al., 2010) and VipR (Altmann et al.,
2011) one or a combination could be utilised in future. These programs are designed and utilised
for the accurate calling of variants within pooled samples, based on different metrics. CRISP is
designed to detect SNPs and short indels from DNA pools that have been subjected to high

throughput sequencing. CRISP leverages sequence data from multiple generated pools to detect
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rare and common sequence variants, but requires multiple pools for comparison in order to
accurately determine genuine sequence changes (Bansal, 2010, Bansal et al., 2011). Whilst both
Syzygy and VipR are algorithms designed to detect SNPs and indels from pooled sequencing data
based on quality scores and distribution scores, determined by the coverage achieved at any one
position (Calvo et al., 2010, Altmann et al., 2011, Rivas et al., 2011). Through the analysis of these
various factors, including coverage, quality scores, and through comparisons to the other generated
sequencing pools, these programs are more accurately able to distinguish between false positives,
arising from sequencing errors compared to real variant alleles. The utilisation of these programs
would have been beneficial as it may have been possible to pick up more rare variants within the
pools, which would then be more representative of the rare variants identified in the individually

sequenced patients.

4.4.3.2 False positive variants identified through Tri-Pool-Seq

Of the rare and novel variants detected within each pool, it was observed that approximately only
15% were rare and the remaining 85% were novel. This has also been reported in previous pooling
studies (Harakalova et al., 2011, Chi et al., 2014) and has been speculated to be associated with the
low filtering threshold that is required for the detection of single variant allele in a pool of alleles
(50 alleles for the pools generated in this study), complicating the distinction of true sequencing
variants from noise. This increase in false positives was observed in all samples, with approximately
30% of rare variants detected through the pooling approach being present in all 3 pools, but not the
individual sequencing data. Ryu et al. (2018) reported a false positive rate of 6.3% within their Pool-
Seq study and Anand et al. (2016) demonstrated a false positive rate of 53.9% and 6.7% both pre-
and post- quality filtering. Both of these studies have demonstrated significantly lower false positive

rates than what has been observed within this study.

It has been suggested that there is an overall high level of accuracy in the detection of known
variants, which is mainly attributed to publicly available reference datasets and SNP-array data
(Anand et al., 2016). However, the same cannot be said for novel rare variants, which have not only
been reported in multiple Pool-Seq approaches (Harakalova et al., 2011, Anand et al., 2016), but
also observed within this study. False positive rare variants are one of the most challenging aspects
of the pooling methodologies used, due to the high number of alleles present within the sample.
The detection of low frequency alleles within these samples is often confounded with the detection

of sequencing errors, generating many false positives. MPS technologies are not completely error
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free, with lon Torrent sequencers being prone to higher error rates than other sequencing
platforms. When analysing individual diploid sequencing data, it is easier to detect and correct small
sequencing errors, as the allele frequency, particularly in inherited conditions, can only be one of a
few discrete values (those being not present, 0%; heterozygous, 50%; homozygous, 100%).
However, with multiple diploid organisms pooled for sequencing, the possible allele frequencies can
become many possible values, making it extremely difficult to detect or even correct for these
deviations in observed allele frequencies that may be due to sequencing errors. As such, this makes
it difficult, if not almost impossible to discriminate genuine rare variants from background noise
generated from sequencing errors based on allele frequencies alone. As such, a more stringent,

filtering approach is required to combat these high levels of false positives.

4.4.3.3 Pool size has been shown to affect the success of the pooling methodology

As Pool-Seq approaches have been designed to maximise the number of individuals that can be
screened in a smaller number of sequencing reactions, it can be used to determine allele frequency
estimates from the cohort being analysed. Importantly, determination of allele frequencies from
small sized pools (containing <50 individuals) has been shown to yield suboptimal results for allele
frequency estimates (Schlotterer et al., 2014). However, a population-based approach was not the
main goal of this analysis, and as such, a smaller pool size was utilised. Previous other Pool-Seq
approaches have illustrated success, with smaller pool sizes which supported the pool size of 25
used in this study (Jin et al., 2016, Ryu et al., 2018). Additionally, as the primary objective of this
pilot study was to determine if the Tri-Pool-Seq methodology was able to accurately detect rare
variants and to determine if they could be traced back to the individual of origin, a smaller pool size
results in less alleles within a pool to screen and was anticipated to result in more variants being

detected than observed.

Whilst it has been recommended by Schlotterer et al. (2014) that pool sizes should be >40
individuals, Harakalova et al. (2011) reported that with a pool of 20 individuals the sequencing noise
was too high, which resulted in a detrimental number of false positives. They recommended a
decrease in pool size for future studies, hypothesising that a decrease in sample size would allow
for the expected allele frequency to be increased, allowing for a more obvious distinction between
the sequencing noise and a single heterozygote allele call. Multiple studies have since been carried
out utilising pools of 10-25 individuals, which have successfully identified rare variants (Calvo et al.,

2010, Diogo et al., 2013, Anand et al., 2016, Ryu et al., 2018). These studies have all utilised the
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developed pooling analysis programs and have shown minimal detection of false positives and
negatives. In future, it may be beneficial to decrease the size of the pools generated as it may
increase the coverage per chromosome present within the pool. This increase in sequencing
coverage could be utilised to more accurately detect genuine sequence changes from sequencing

errors within the low frequency alleles.

4.4.3.4 Known pathogenic mutations not identified through Tri-Pool-Seq methodology

Due to the pooling strategy and the data analysis approach utilised within this study, a significant
proportion of rare variants, some of which were functionally significant, were missed. A pathogenic
PALB2 mutation (PALB2:c.3116delA) was missed in both SABC025 and SABC042, and a pathogenic
BRCA1 mutation (BRCA1:c.4869delT) was missed in individual SABC0O70. These variants are known
to be pathogenic mutations associated with the development of cancer, which have functional
implications for the individuals and the families they are present in and were not detected through
the Tri-Pool-Seq methodology. That these important variants were not identified provides strong
evidence that the Tri-Pool-Seq approach is not a valid approach for the identification of rare and
potentially causative variants within this cohort. The fact that these variants are single nucleotide
deletions rather than single nucleotide base changes may have been a reason as to why they were
missed in this approach. These variants were most likely incorrectly filtered out as sequencing
errors, rather than being identified as genuine sequencing changes. As these variants were not
identified within any of the pools they were contained within, it is probable that these variants were
incorrectly filtered out in all sequencing pools, despite the high level of sequencing coverage
achieved. Whilst this study is the first of its kind, there are several tweaks that need to be made in
order to re-attempt the Tri-Pool-Seq approach for the identification of rare, potentially significant

variants which can then be traced back to a specific individual.

Overall, the results of this preliminary analysis indicate that the pooling method was not an effective
approach for the identification of rare variants within this patient cohort, as a significant proportion
of rare variants were missed within each of the patients included within this analysis. The inability
of this methodology to identify potentially disease causative mutations within these individuals
highlights that this approach cannot be utilised for the accurate analysis of the individuals included
within this patient cohort. Further work is required for the troubleshooting of this pooling

methodology before proceeding to utilise this approach.
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breast cancer

5.1 Introduction

Advances in sequencing technologies have resulted in genetic testing becoming common practise,
particularly for inherited cancer risk evaluation (Easton et al., 2015). Analysis of these individuals
has played a vital role in the identification of disease associated loci and have been used to generate
catalogues of genetic variation within both the diseased and general population. With an increase
in the number of individuals being sequenced, the need for a clear interpretation of the
pathogenicity of identified sequence variants has become apparent. This categorisation is carried
out through a variety of mechanisms. Initial analyses are usually carried out through various in silico
programs, including databases containing population and clinical variance information or prediction

programs, focussing on protein structure and conservation.

For these resources to have the most impact, it is imperative that these databases and programs
contain the right data to accurately identify disease-associated and causative variants from the
broader spectrum of variants present within all human genomes (MacArthur et al., 2014). The
majority of variants that have been associated with genetic illnesses and phenotypes have not only
been determined through in silico work, but also functional assays to determine the pathogenicity
of the identified variants (Tavtigian et al., 2008b). Issues in variant interpretation arise due to
conflicting interpretations of pathogenicity, or when there have been changes to the assessment of
variant pathogenicity (Lincoln et al., 2015). This is particularly significant when variants have been
included in public repositories without detailed functional analysis (MacArthur et al., 2014). This is
exceptionally evident in the ClinVar database, with 85% of entries being reported only once, with a

minimum of 40% of these entries lacking functional evidence (Kobayashi et al., 2017).

Although the vast majority of variants that are reported to be causative are indeed causative
mutations, false assignment of causality is a significant issue. Detailed analyses of numerous studies
have found that often, false-positive causative variants have been shown to be common
polymorphisms within the general population, lacking direct evidence for pathogenicity and are
often even identified in control populations used within the studies (Bell et al., 2011, Norton et al.,
2012, Xue et al., 2012). While it is recognised that functional analysis is a time-consuming process,
this is a vital step in variant interpretation that needs to be carried out once variants have been
subjected to rigorous in silico analyses. As the volume of patient sequencing data increases, it is
critical that candidate variants are subject to thorough evaluation through the readily available
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databases and through prediction software to prevent mis-annotation of the suspected
pathogenicity. These analyses help to eliminate an array of benign and functionally insignificant
variants, resulting in a more comprehensive list of variants for functional analysis. While the
potential pathogenicity of identified sequence variants can be established through in silico analysis,
pathogenicity should not be established through these programs alone. Functional analysis,
particularly for novel variants, is imperative as false assignments of pathogenicity can have severe
consequences for patients and families. This can result in incorrect prognostic, therapeutic or
reproductive advice. This has the potential to lead to unnecessary treatment, familial cascade
testing and prophylactic surgery. It is therefore imperative to ensure thorough analyses of predicted
causative variants through both in silico and functional analyses are carried out before any clinically
actionable variants are reported back to affected individuals and their respective families

(MacArthur et al., 2014).

For many genes, the most commonly identified sequence variants include known pathogenic
mutations (often nonsense or frameshift mutations resulting in premature protein truncation),
common neutral SNPs and VUS with an uncertain clinical risk. VUS are particularly problematic with
regard to genetic counselling and treatment decisions. Their ambiguity requires further evidence
(and therefore investigation) that the identified missense variants are actually pathogenic before
they can be acted upon. Many of these VUS are either of uncertain clinical significance or have
conflicting interpretations of pathogenicity, and whilst variants may be segregated in to high- or
low-risk categories, there is a need to prioritise causative variants from the many candidates
identified (Goldgar et al., 2004, Higasa et al., 2016). Classification of variants is established through
several means. This includes epidemiological observations, comprising of family history and
segregation of disease-associated alleles. It also includes direct variant frequency analyses and
indirect measures such as amino acid conservation and quantification of the severity of amino acid
change when present. This information is used in addition to evidence obtained through functional

analyses (Goldgar et al., 2004).

The overall evidence for the gene and/or variant in disease pathogenesis needs to be considered.
This involves detailed analysis of all available data from both population frequency and clinical
significance in addition to in-depth literature analysis (Doss et al., 2014). While there are

recommended strategies for variant analysis, universal guidelines for the prioritising of sequence
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variants do not exist. Population frequency is a crucial criterion used for the clinical interpretation
of sequence variants, with rarity being a prerequisite for pathogenicity (with the exception of
founder mutations). Defining the threshold at which a variant is deemed too common is difficult,
with laboratories often setting conservative allele frequency thresholds (Higasa et al., 2016). An
additional issue associated with allele frequency is the use of an ethnicity-specific reference genome
for the population specific identification of rare sequence variants (Higasa et al., 2016). Databases
used to determine population frequencies within this study were comprised of summary data
compiled from gnomAD, however it has been demonstrated that significant variation is observed in
specific populations, and an Australian reference genome may be of benefit. Furthermore, the
analysis of sequence conservation and effect of amino acid change is a useful tool in variant analysis
as it can be applied to all missense variants and does not require extensive patient or familial history
(Goldgar et al., 2004). However, this may only be indirectly related to disease risk, and is a predictive

tool, with further functional validation required for promising variants.

Classification of rare, non-truncating sequence variants is often problematic, as it is unclear if subtle
changes within the screened genes alter function enough to play a role in cancer predisposition
(Easton et al., 2007). Interpreting the clinical significance of rare missense variants, particularly ones
missing from public repositories, poses a challenge. These rare sequence variants are often non-
pathogenic but are infrequent in the general population. Due to this there is added complexity in
determining between the potentially pathogenic and private variants in these individuals. Despite
this difficulty, there are a number of bioinformatics tools available to predict the effect of sequence
variants on gene and protein function. According to The American College of Medical Genetics,
these prediction tools can be utilised to prioritise missense variants for functional analysis, providing
a supporting level of evidence for or against pathogenicity (Richards et al., 2015). There is a myriad
of in silico analysis programs, with each published study using a different combination of programs
in parallel to determine the potential pathogenicity of identified sequence variants. These analysis
programs utilise protein sequence, structural information or a combination of both, in addition to
the biochemical properties of the amino acids to classify sequence variants as either pathogenic or
neutral. Additionally, some programs consider the 3D structure of the protein, providing valuable
information about sequence conservation, environmental changes upon mutation, stability and
flexibility of the protein. As there is no “one size fits all” model for evaluation of potentially

pathogenic sequence variants, it is necessary to ensure thorough and rigorous analysis is carried out
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before proceeding with functional analysis of variants. This can be completed through the use of
multiple in silico analysis programs and public data bases, but also emphasises the need to

functionally validate the identified variants either in vitro or in vivo.

5.1.1 Identification of inherited breast cancer mutations

In recent years, diagnostic laboratories have transitioned from Sanger sequencing to MPS based
panel approaches for identification of mutations within breast cancer susceptibility genes. This
process allows for the simultaneous testing for mutations in the highly penetrant BRCA1 and BRCA2
genes, in addition to other moderate-risk genes. Genes included on these panels have varying levels
of evidentiary support for their role in inherited cancer susceptibility. There are a range of multigene
panels commercially available — most commonly ranging from 10 to 25 genes (Easton et al., 2015,
Judkins et al., 2015, Tung et al., 2015, O'Leary et al., 2017, Rosenthal et al., 2017) , which are
increasingly being used in inherited breast cancer risk assessment. However, it has been
demonstrated that an increase in the number of genes sequenced does not correlate to a
significantly increased mutation detection rate (Lincoln et al., 2015, Tung et al., 2015, Maxwell et
al., 2016, Prapa et al., 2017). Additionally, it is noted that panel sequencing should only be offered
when indicated, once uninformative BRCA1/2 testing has been carried out, and the individuals
either have a familial history of breast cancer or a personal history of early onset breast cancer
(Easton et al., 2015, Prapa et al., 2017). This approach aligns with the work that has been carried

out within this study.

From the current commercially available inherited breast cancer gene panels, the most commonly
interrogated genes are BRIP1, CHEK2, ATM, PALB2, TP53 and BARD1 (Winship and Southey, 2016,
Prapaetal., 2017), all of which are included on the diagnostic portion of this gene panel. It has been
demonstrated that mutations within susceptibility genes other than BRCA1/2 only accounts for an
additional 10% of inherited breast cancer cases (Tung et al., 2015). This illustrates that further
investigation is required to determine the cause of the remaining 70% of inherited breast cancer

cases.

In addition to sequencing a range of known breast cancer susceptibility genes, this study has also
included 31 genes within the custom AmpliSeq panel that have the potential to be involved in breast

cancer development. These genes function within 3 key cellular pathways and loss of function is
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predicted to result in a similar phenotype to cancer attributed to a BRCA mutation. These pathways
include DNA damage repair, G2/M Cell cycle checkpoint control and homologous recombination. It
is hypothesised that genes coding for proteins which directly interact with BRCA1/2 and or other
proteins involved in DNA damage repair and checkpoint control may play a role in predisposing
families to inherited breast cancer. This study illustrates a complementary approach to screen
multiple genetic loci which have already been implicated in breast cancer predisposition, but also

the potential to identify novel cancer susceptibility genes within this patient cohort

5.1.2 Aims and hypotheses
The aims of this chapter are to:

1. Use the custom AmpliSeq gene panel and the previously established bioinformatics pipeline
on a cohort of individuals with inherited breast cancer for the interrogation of selected genes
involved in DNA damage repair and cell cycle control.

2. Identify potentially pathogenic mutations within 19 genes known to be involved in breast
cancer predisposition.

3. Identify potentially pathogenic mutations within 32 genes hypothesised to be involved in

breast cancer predisposition.

105|Page



I

Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of
breast cancer

5.2 Methods

5.2.1 Patient selection

Patient consent for broad use of genomic material was previously obtained for all patients at the
time of venepuncture. Ethics approval was obtained from Southern Adelaide Clinical Human
Research Ethics Committee (Application number: 132.13). Patients were selected based on two
approaches. Initially, the Manchester scoring system was used to select patients for analysis (refer
to Chapter 2 for explanation of the Manchester Scoring System). Samples were selected from a
cohort of individuals referred for genetic testing from June 2005 — June 2014. The majority of
samples sequenced were from August 2011 — October 2012, ensuring a wide spread of Manchester

scores was achieved, including 11 BRCA1/2 mutation-positive individuals.

5.2.2 AmpliSeq library preparation and sequencing

Library preparation was carried out following the protocol ‘lon AmpliSeq™ DNA and RNA Library
Preparation’ Publication number MAN0006735, Revision B.0 (Life Technologies). Reagents used for
the library preparation were provided in the lon AmpliSeq Library Kit 2.0 (Life Technologies). Library
preparations were carried out following the flow diagram in Figure 5.1, with modifications from

method indicated below the figure.

. Partial
Patient Amplification | | digestion of
selection of targets primer
sequences

Figure 5.1: Flow diagram for MPS library preparation

The standard protocol was followed, with the following modifications under the guidance of the
Life Technologies field application specialists:
e Half reaction volumes were carried out to maximise the number of patients that could be
analysed from each kit;
e Ten nanograms of patient DNA was used as input;
e |Initial amplification was cycled 15 times (protocol recommended 14 cycles) with 8-minute

annealing/extension times/cycle (protocol recommended 4 minutes/cycle);
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e Libraries of a low concentration (<300 ng/mL) were re-amplified (consisting of an
additional 10 cycles of amplification, with subsequent 2X clean up with AMPure Beads);
and

e 90% ethanol was used for all clean up steps (protocol recommended 70% ethanol).

Samples were sequenced either on the lon 318 Chipv2 on the lon Torrent Personal Genome Machine
(PGM; Life Technologies) by the Flinders Genomics Facility (Flinders University, South Australia), or
on the lon P1 chip on the lon Proton (Life Technologies) by the LotteryWest State Biomedical Facility

Genomics at the University of Western Australia.

5.2.3 Bioinformatics analysis

Bioinformatics analysis was carried out using the optimised pipelines discussed in Chapter 3.
Subsequently, all variants were filtered based on their prevalence within the general population.
Variants that were of low frequency (<5% MAF) were retained and subjected to further analysis
(Figure 5.2). Several established databases were used for the analysis of variants, to determine the
potential functional significance of the identified variants (missense, nonsense, splice site and

variants within the 3’ and 5’UTR) within each individual sample.

5.2.3.1 Variant database analysis

As illustrated in Figure 5.2, five databases were used to determine the functional significance of all
variants identified within the patient cohort. Databases included dbSNP and gnomAD, which provide
information on variant prevalence within the general population, and COSMIC, HGMD and ClinVar,

which provide information on clinical significance.
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Figure 5.2: Workflow showing process of filtering variants to identify those of potential
pathogenicity (Adapted from McCarthy et al. (2013). Indels, Insertions or Deletions; gnomAD
Genome Aggregation Database; MAF, Minimum Allele Frequency. #Prediction tools include in
silico analysis of variants using various protein prediction programs SIFT, PROVEAN, PolyPhen-
2 and Align-GVGD in addition to analysis of protein functional domains.
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5.2.3.2 Population frequency databases

1. dbSNP database (build135)
This database contains frequency information for variants identified from a variety of genomic
studies, including the 1000 genomes project and exome sequencing projects (ESP;

http://www.ncbi.nlm.nih.gov/SNP/).

Variants with MAF <5% were considered for further analysis.

2. gnomAD database
The genome aggregation database (gnomAD) contains the aggregation and analysis of both exome
and whole genome sequencing data. It consists of whole exome datasets from 125,748 individuals

and 15,708 whole genome data sets (Karczewski et al., 2019) (https://gnomad.broadinstitute.org/).

Total MAF provided in gnomAD is used for the analysis of individuals in this patient cohort.

Variants with MAF <5% were considered for further analysis.

5.2.3.3 Clinical significance databases

3. Catalogue of somatic mutations in cancer database (COSMIC)
This database is a catalogue of somatically acquired mutations identified in human cancers. It is
comprised of mutations identified from the analysis of approximately 4800 genes and 250000
tumours, resulting in the identification of 50000 mutations associated with somatic cancer (Forbes

et al., 2008); http://cancer.sanger.ac.uk/cosmic).

If variants were found in database, associated references were reviewed before its inclusion for

further analysis.

4. Human gene mutation database (HGMD)
This database is a comprehensive collection of missense and nonsense mutations, regulatory and

splicing variants, insertions and deletions, repeat expansions and gross gene lesions within 3600

109 |Page


http://www.ncbi.nlm.nih.gov/SNP/
https://gnomad.broadinstitute.org/
http://cancer.sanger.ac.uk/cosmic

Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of
breast cancer

different nuclear genes associated with human inherited disease. There are over 96000 different
germline mutations and disease associated polymorphisms within this database (Stenson et al.,

2009); http://www.hgmd.cf.ac.uk/ac/index.php).

If variants were found in database, associated references were reviewed before its inclusion for

further analysis.

5. Clinical variance database (ClinVar)
This database is a public archive of relationships between medically important sequence variation
and phenotypes. Each submission includes the reported variation, interpretations of the variant to
human health and evidence supporting each submission (Landrum et al, 2014);

https://www.ncbi.nlm.nih.gov/clinvar/).

Review any references associated with variant — variants listed as having uncertain significance,
conflicting interpretations of pathogenicity or variants not present in database were analysed

further.

5.2.3.4 insilico analysis to determine pathogenicity of variants

Variants retained following population and clinical significance database analysis were further
analysed by in silico analysis to predict the effect of the change on the resultant protein. To be
considered for further analysis, variants had to be predicted to effect protein function from 3 of the
4 analysis programs used. These effects on protein function included predictions of the variant being
pathogenic, damaging, possibly damaging, deleterious, or lying within a functional domain or key

region of protein function.

5.2.34.1 PolyPhen-2
PolyPhen-2 (Polymorphism Phenotyping) predicts the impact of an amino acid substitution on

structure and function of proteins based on Bayes posterior probability. The Homo sapiens
sequence alignment was imported into the PolyPhen-2 server (v2.2.2 release 2011 2012;

http://genetics.bwh.harvard.edu/pph2/) and the functional consequences of these selected

variants were analysed. This prediction tool generates a number of scores for each variant, including

an overall score, and a sensitivity and specificity (Adzhubei et al., 2013). The PolyPhen-2 program
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also generates multiple sequence alignment of 75 amino acids from approximately 100 different

species to examine sequence conservation.

Variants with scores >0.8 were classed as possibly or probably damaging.

5.2.3.4.2 SIFT and PROVEAN
SIFT (Sorting Intolerant from Tolerant; http://sift.jcvi.org/) analyses sequence homology and the

physical properties associated with amino acid substitutions to determine if the amino acid changes
are tolerated. This analysis determines the median sequence conservation which measures the
diversity of the sequences selected for prediction and generates a score (Sim et al., 2012, Hu and

Ng, 2013). PROVEAN (Protein Variation Effect Analyser; http://provean.jcvi.org/index.php) predicts

whether a protein sequence variant affects protein function (Choi et al., 2012). This analysis
generates a score based on the analysis of the top 30 closely related sequences and measures the
change in sequence similarity of the query sequence before and after the introduction of an amino

acid variation.

SIFT analysis of SNPs: Variants with scores <0.05 were predicted to be damaging.
SIFT analysis of indels: Variants with scores 20.5 were predicted to be damaging

PROVEAN: Variants with scores <-2.5 were predicted to be pathogenic.

5.2.3.4.3 Align-GVGD analysis
Align GV-GD analysis is based on multiple sequence alighments of 9 species from the Homologene

feature of NCBI (http://www.ncbhi.nlm.nih.gov/homologene/). Align-GVGD combines the

biophysical characteristics of amino acids and multiple sequence alignments of proteins and
analyses the level of sequence conservation between species. These values are used to determine
a score for both Grantham Variation (GV), which is the biochemical variation at each position, and
a Grantham Differentiation (GD) score, which identifies the difference between the biochemical
properties of the variant position and the amino acid being assessed. These two scores are used to
determine a class, ranging from c0 to c65, corresponding to the amino acid substitution being

neutral to likely deleterious respectively (Tavtigian et al., 2006).

Variants ranked as Class C15 — C65 were predicted to be likely to highly likely pathogenic.
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5.2.3.4.4 Splice site analysis
The predicted effect of the identified variants on splicing were analysed using the Human Splicing

Finder (http://www.umd.be/HSF/index.html). This tool was utilised to determine if any of the

identified variants affected existing splice sites, in addition to the identification of any splicing

silencers and splicing enhancers that may be affected by the variants (Desmet et al., 2009).

5.2.3.4.5 Protein domain analysis
The protein feature of NCBI database (http://www.ncbhi.nlm.nih.gov/protein) was utilised to assess

the protein domains within each gene to determine whether any of the variants lay within any
important  functional domains.  Additionally, the protein database, UniProtkB

(http://www.uniprot.org/) was used to determine if any of the variants lay within any structural or

functional domains of significance or if the protein variant had been shown to affect protein-protein

interactions in previous studies.

Determined if variant was present within functional domain or key region of protein function.

5.2.4 Statistical analyses

The statistical significance of the identified variants was carried out with the assistance of Mrs. Mary
Barnes (Flinders Centre for Epidemiology and Biostatistics, Flinders University). A one-sided z-test
was used to compare the frequency of the identified variants with the observed frequency in
GnomAD. For this statistical analysis, the null hypothesis was that the rate of mutation was the same
as the reference population, and the alternative hypothesis was that the rate of mutation is greater
in those with breast cancer than the general population. A p-value of less than 0.05 was considered

significant for all statistical calculations

5.2.5 Confirmation of variants of interest

All potentially pathogenic variants were confirmed though Sanger sequencing. Refer to Chapter 2

for detailed methods, Appendix F for primer sequences and Appendix G for cycling conditions.
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5.3 Results

5.3.1 Manchester scores of individuals included in study

For this study, 133 individuals with a wide range of Manchester scores were selected. As illustrated
in Figure 5.3, the Manchester scores ranged from 5 — 53, but clustered around the range of 10-25.
Eleven individuals with known BRCA1/2 mutations were also included in this analysis as part of the

longitudinal study over a 12-month period.

5.3.2 Variant identification in patient cohort

Each patient sample was individually sequenced using the custom AmpliSeq gene panel on the lon
Torrent PGM or lonProton (Refer to Appendix D for MPS run summaries and coverage metrics). Of

the 133 samples initially selected, sequencing data was successfully generated for 131 samples.

A cumulative total of 16,347 sequence variants were identified (consisting of 1,041 different
variants) with a mean of 123 variants identified in each individual (range 65 — 168; Appendix H). An
average of 28 low frequency variants (<5% MAF) were detected in each individual (range 14 -47;

Appendix H)
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Figure 5.3: Manchester scores of individuals with hereditary breast or ovarian cancer included in this study (n=133). The Manchester score for one individual is unknown, as
indicated by the final grey shaded column.
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5.3.3 Analysis of sequence variants

From the initial 1041 variants identified in the patient cohort, 403 were eliminated based on
their relatively high frequency in the general population (MAF > 5%), leaving a total of 638
low frequency variants. Of these variants, 119 variants were identified as intronic variants
that were not predicted to affect splicing and were not analysed further. Furthermore, 25 low
frequency variants were identified as synonymous mutations. These variants were subjected
to splice site analysis and were eliminated as they were not predicted to have any effect on

splicing (as depicted in Figure 5.4).

The remaining 494 variants were analysed through COSMIC, HGMD, UniProt and ClinVar
databases to analyse the potential significance of each detected variant. This resulted in the
elimination of 328 variants, which were either identified as benign or were eliminated based
on data from the clinical significance databases and in-depth literature analysis as they had
been shown to not play a role in cancer development. The remaining 166 variants were then
subjected to in silico analysis with various protein prediction programs (including PolyPhen-
2, SIFT Align-GVGD and PROVEAN). This resulted in a reduced list of 82 potentially pathogenic
variants identified within 84 individuals. The database analysis for the 82 variants of interest
is summarised in Table 5.1, with the in silico analysis results summarised in Table 5.2. The
statistical significance of the identified variants is summarised in Table 5.3. The frequency of
the potentially pathogenic variants found within this study was compared to the allele

frequencies on gnomAD. All statistically significant variants are indicated in red.

Of these 82 potentially pathogenic variants, one was previously reported pathogenic in the
literature, 44 variants were identified in genes contained within the diagnostic portion of the
panel, whilst 38 variants were identified in genes contained within the discovery portion
(Figure 5.4). These potentially pathogenic variants of interest were identified in 84 of the 120
BRCA1/2 mutation negative individuals, with 36 individuals having no potentially pathogenic
mutations identified in the 51 genes analysed. Several individuals had multiple potentially
pathogenic variants identified within multiple genes. The number of identified variants and

their frequency within the patient cohort is depicted in Figure 5.5.
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1041 unique variants

403 variants eliminated MAF=5%
too common in thegeneral populaion

gnomAD database, MAF >5%

Synonymous variants with no predicted effect on splicing

25 synonymous variants eliminated
Human Splicing Finder

Intronic variants with no predicted effect on splicing
Human Splicing Finder

119 intronic variants eliminated

328 variants eliminated
Identified benign or shownto not play a roleincancer
development

Analysis in variant database
COSMIC, HGMD, UniProt, dbSNP and ClinVar

166 potentially
pathogenic/VUS

Protein prediction analysis \, 84 variants eliminated
PolyPhen-2, 5IFT, PROVEAN, Align GVGD In silico analysis shows little to no effect

82 potentially pathogenic
variants in 84 individuals

38 variants in discovery
genes

Figure 5.4: Filtering and analysis of variants found within the patient cohort for the identification of potentially
pathogenic variants for further analysis. Results of filtering analysis carried out as illustrated in Figure 5.2. VUS, Variant
of uncertain significance.

116 |Page



Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of breast cancer

Table 5.1: Database analysis of predicted pathogenic variants. Transcript variants listed in HGVS nomenclature. MAF; Minimum allele frequency as determined by gnomAD(%).

Presence in COSMIC, HGMD and gnomAD annotated. Variant location within any domain or region of the protein annotated from UniProt. Significance of variant in human disease

as annotated in ClinVar and any references or other phenotypes associated with selected variant annotated from any databases used. HGMD, Human Gene Mutation Database,

gnomAD; Genome Aggregation Database "Indicates the number of in silico analysis programs that predict the identified variant as pathogenic (As outlined in Table 5.2) Literature

cited pertains to specific identified variant.

ATF1

ATM

ATM

ATM

ATM

ATM

ATM

c.571C>G

c.2T>C

c.998C>T

¢.1010G>A

€.1892C>T

€.21197>C

c.2572T>C

P191A

M1T

S333F

R337H

P631L

S707P

F858L

2.376

<0.001

0.134

0.006

0.000

0.774

0.845

N

COSM502096
3

COSM21301

N

COSM41595

COSM21826

CM067641

CM960095

N

CM0910483

N

CM013692

CM061641

No domain

No domain

No domain

No domain

No domain

No domain

No domain

Not Present

Path/Likely
Pathogenic
Benign/Likely
Benign
Conflicting
interpretations
of pathogenicity
(likely benign/
uncertain
significance)
Uncertain
Significance
Likely Benign

Conflicting
interpretations
of pathogenicity
(likely
benign/uncertain
significance)

3/4
3/4

2/4

1/4

0/4

2/a

Susceptibility to lung cancer (Rudd et al.,
2006)

Start lost, associated with  Ataxia
Telangiectasia (Gilad et al., 1996)

Somatic mutation resulting in
Haemangioblastoma (Shankar et al., 2014)
Somatic mutation in breast cancer, intestinal
adenocarcinoma (Zehir et al.,, 2017) and
oesophageal squamous cell carcinoma (Hao
et al., 2016), Susceptibility to inherited breast
cancer (Tavtigian et al., 2009)

Predicted predisposition mutation in
somatic/inherited breast cancer (Dork et al.,
2001, Bozhanov et al., 2010, Fletcher et al.,
2010) and Acute Myeloid Leukaemia (Hirsch
etal., 2016)

Rare polymorphism, predicted pathogenic in
multiple haematopoietic malignancies, none
confirmed somatic (Fang et al., 2003, Gumy-
Pause et al., 2006, Kanagal-Shamanna et al.,
2014). Associated with increased
radiosensitivity and development of inherited
breast cancer, often linked  with
ATMc.3161C>G (Gutierrez-Enriquez et al.,
2004, Fletcher et al., 2010)
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ATM

ATM

ATM

ATM

BARD1

BARD1

BRCA1
BRCA1
BRCA1
BRIP1

c.3161C>G

c.4258C>T

¢.5558A>T

¢.7390T7>C

¢.8305_830
6insC

c.1670G>C

c.1972C>T

c.*1086A>C
c.*1288A>T
C.¥1438G>A
c.517C>T

P1054R

L1420F

D1853V

C2464R

W2769fs

C557S

R658C

3'UTR
3'UTR
3'UTR
R173C

N R PR

1.658

1.114

0.443

0.037

0.000

1.435

0.731

0.000
0.000
0.000
0.357

COSM5932709

COSM6495411

COSM21628

COSM758329

2

2222

CM973365

CMO000653

CM083593

CMO016183

CM021950

CMO067650

N

N

N
CMO035889

No domain

No domain

No domain

FAT Domain

PI3K/P14K Domain

Flexible linker
domain, required
for initiation of
apoptosis

No domain

3'UTR

3'UTR

3'UTR

Helicase ATP-
Binding domain &

Nuclear localisation

signal

<222

Benign

Conflicting
interpretations
of pathogenicity
(likely benign/
uncertain
significance)
Benign/Likely
Benign

Conflicting
interpretations
of pathogenicity
(likely benign/
uncertain
significance)

Not Present

Benign/Risk
Factor

Benign

Not Present
Not Present
Not Present
Benign/Likely
Benign

1/4

4/4

2/4

2/3

1/4

3/4

N/A
N/A
N/A
3/4

Confirmed somatic basal cell carcinoma
(Sharpe et al., 2015). Haplotype with
ATM:c.3161C>G, increased radiosensitivity
and development of inherited breast cancer
(Larson et al., 1997, Gutierrez-Enriquez et al.,
2004, Fletcher et al., 2010) .

Associated with somatic AML (Hirsch et al.,
2016) and Melanoma (Zehir et al., 2017).
Associated with increased breast cancer
susceptibility (Fletcher et al., 2010)

Association with bilateral breast cancer in
conjunction with ATM:c.38-8T>C (Heikkinen
et al., 2005)

Somatic mutation associated with B-CLL and
intestinal adenocarcinoma (Kovaleva et al.,
2016). Potential breast cancer susceptibility
(Dork et al., 2001)

8307G>A (p.W2769X) is a null mutation
associated with  Ataxia Telangiectasia
development (Gilad et al., 1996). Predicted to
cause nonsense mediated decay (NMD) of
transcript.

Increased prevalence observed in hereditary
breast cancer. Associated with breast cancer
predisposion in BRCA1/2 mutation-negative
families (Karppinen et al., 2004).

Variant confers increased susceptibility to
lung cancer (Rudd et al., 2006)

Potential breast cancer susceptibility (Wong
etal., 2011b)
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BRIP1

CDH1

CDH1

CDH1

CDKN2A

CHEK1

CHEK2

CHEK2

c.2108A>T

c.1004G>A

c.1493A>C

c.1774G>A

c.442G>A

c.601A>G

€.254C>T

€.599T>C

K703l

R335Q

D498A

A592T

A148T

M201V

P85L

11577

0.001

0.002

<0.001

0.313

1.981

0.002

0.240

0.425

COSM6023913

N

COSM19758

COSM3736958

COSM5662670

COSM3693990

CM142739

N

CM994192

CM004869

CM077521

CM993368

No domain

Cadherin 2 Tandem
Repeat Domain

Cadherin 4 Domain

Cadherin 4 Domain

No domain

Protein kinase
domain, Interaction
with CLSPN

No domain

Forkhead
associated (FHA)
domain —
phosphopeptide

recognition domain.

Not Present

Uncertain
Significance

Uncertain
Significance
Conflicting
interpretations
of pathogenicity
(likely benign/
uncertain
significance)
Benign

Not Present

Benign/Likely
Benign

Conflicting
interpretations
of pathogenicity
(uncertain
significance/likely
pathogenic)

3/4

3/4

3/4

2/4

3/4

1/4

2/4

Ovarian cancer susceptibility (Kanchi et al.,
2014)

Confirmed somatic mutation in breast cancer
(Zehir et al., 2017) and basal cell adenoma
(Joetal., 2016)

Somatic mutation associated with HER2+ and
ER/PR.HER2+ breast carcinomas (Boyault et
al., 2012), intestinal adenocarcinoma
(Ascano et al., 2001) and thyroid cancer
(Soares et al., 1997)

Somatic mutation associated with AML
(Hirsch et al., 2016) and pancreatic carcinoma
(Dal Molin et al., 2015). Associated with
increased risk of melanoma (Debniak et al.,
2005b). Low-penetrance predisposition to
inherited breast cancer (Debniak et al.,
2005a)

Somatic mutation associated with small cell
lung carcinoma (George et al., 2015)

Pathogenic in somatic osteosarcomas,
associated with development of Li-Fraumeni
(Miller et al., 2002). Not associated with
increased breast cancer susceptibility,
however results in 50% reduced activity of
CHEK?2 protein (Bell et al., 2007)

Frequently identified in normal European
populations (Allinen et al., 2001). Increased
prevalence in breast cancer individuals and
identified in both familial and unselected
breast cancer cases. Results in a low risk
increase  in  inherited breast cancer
susceptibility (Nevanlinna and Bartek, 2006).
Somatic mutations associated with cancers in
lung, intestine, kidney and ovary (Beltrame et
al., 2015, Gadd et al., 2017)
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CHEK2 c.1304C>T A392V 0.000 Protein Kinase Uncertain
domain Significance

E2F2 c.794C>T T265I 1 0.210 N N Dimerization Y Not Present 2/4
domain

E2F3 c.838T>A C280S 3 <0.001 N N Dimerization Y Not Present 1/4

domain of E2F
transcription
factors
E2F3 c.1315G>A G439R 1 0.001 N N Transactivation Y Not Present 1/4
domain,
Retinoblastoma
protein binding

domain.
E2F4 €.917_918in | S307dup 1 0.684 | COSM435515 N No domain Y Not present 2/3 Confirmed somatic mutation in breast cancer
sCAG
E2F4 c.918 920d @ S307del 9 0.426 | COSM435516 N No domain Y Not present 2/3 Confirmed somatic mutations associated with
elCAG adenocarcinoma, colon cancer (Giannakis et
al., 2014) and mouth carcinoma (Al-Hebshi et
al., 2016). Predicted to result in NMD of
transcript
EP300 c.2207A>G H736R 1 0.001 N N No domain Y Not Present 1/4
EP300 c.6627_663  N2209_Q 1 0.174 COSM6853547 N Interaction domains Y Not Present 2/3
8delCCAGTT = 2213delin with HTLV-1 Tax
CCAGCA sK and NCOA2
EP300 €.6668A>C Q2223pP 6 2.429 COSM4387478 N Interaction with Y Benign/Likely 1/4 Somatic mutation in Haemangioblastoma
NCOA2 domain Benign (Shankar et al., 2014) May be associated with
Rubineten-Taybi syndrome.
EP300 c.6964_696 = H2324fs 1 0.000 @ COSM1566439 N No domain N Not present 2/3 Confirmed somatic mutations in intestinal
4delC adenocarcinoma (Wang et al., 2014), colon
carcinoma (Mouradov et al., 2014, Giannakis
et al., 2016) and endometroid carcinoma
(Zehir et al., 2017)
EP300 €.6983C>T S2328F 6 0.001 N N No domain N Not Present 3/4
HLTF c.932A>G N311S 3 2.617 N N No domain Y Not Present 1/4
HLTF c.2440C>T P814S 1 0.333 N N No domain Y Not Present 1/4
HMMR c.383C>G S$129C 4 1.026 N N Chromosome Y Not present 4/4
segregation ATPase
HMMR c.2163A>C Q705H 1 0.000 N N No domain N Not present 3/4
KAT2B c.1957C>T R653W 1 0.312 N N No domain Y Not Present 2/4
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KAT2B
MRE11A
NBN

NBN

NQO2
NQO2
PALB2

PALB2

PALB2

PKMYT1

PKMYTI

PRKDC
PRKDC

PRKDC

PRKDC
PRKDC
RAD50

c.2137C>A
c.274G>A
c.1651delA

€.2165G>C
c.86A>G
c.173G>A
c.2816T>G

€.2993G>A

c.3116delA

c.434T>C

c.451C>G

¢.3730insG
c.5119T>A

€.8694C>T

€.11805G>A
€.11989T>C
€.379G>A

P713T
E92K
R551fs

W722S
E29G
G58D
L939W

G998E
N1039X
(Ter)
F145S
R151G

L1244P
L1707Q

R2898C

G3935S
L3996P
V1271

N s O -

14

0.869
0.001
0.000

0.000
2.194
2.757
0.094

1.615

0.001

0.000

0.016

2.609
0.218

3.780

0.051
0.022
0.161
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N
COSM1458549

2222

=2

2

N

N

N
CM105609

CMO098533

CM070242

N

2

No domain
No domain
No domain

No domain

No domain

No domain

WD1 repeat,
required for POLH
DNA synthesis
stimulation,
Interaction with
RAD51, BRCA2 and
POLH

As above

As above

Protein kinase
domain
Protein kinase
domain

No domain
No domain

FAT Domain/KIP
Binding Domain
PI3K/PI4K Domain
PI3K/P14K Domain
No domain

<

< <<z

<

Not Present
Not Present
Not Present

Not Present
Not Present
Not Present
Conflicting
interpretations
of pathogenicity
(Benign/ likely
benign/uncertain
significance)

Benign/Likely
Benign
Pathogenic/Like
ly pathogenic
Not present

Not present

Not present
Uncertain
Significance
Benign

Not Present
Not Present
Conflicting
interpretations
of pathogenicity
(benign/uncertain
significance)

3/4
1/4
1/3

3/4
3/4
2/4
3/4

3/4
3/3
3/4
3/4

2/4
3/4

3/4
2/4

2/3
1/4

Confirmed somatic mutation associated
with Intestinal adenocarcinoma (Giannakis
et al., 2016) and oesophageal squamous
cell carcinoma (Lin et al., 2014a) Predicted
to result in NMD of transcript.

Increased risk of inherited breast cancer
(Sluiter et al., 2009)

Known pathogenic in literature (Rahman et
al., 2007)

121 |Page



Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of breast cancer

RAD50

RAD50

RAD51

RAD51D

RAD51D

RAD51D

RAD51D

RBL1

RBL2

RFC3

RFC4

RPA1

RPS6KA1

RPS6KA1

SLC19A1
TP53

uimc1

c.980G>A

c.2793_279
4delCAinsA
C

c.824A>G
c.26G>C

c.383G>A
c.4977>C
c.698A>G
c.940G>A
c.2487A>T
c.246T>G
c.1034A>G
c.2T>C
c.1125delC

c.1141delG

c.395C>T
c.869G>A

c.43C>T

R327H

931 93
2NKdel/
inskQ
D275G
C9s

G128D
L184P
E233G
G314S
R829S
182M
H345R
M1T
S375fs
S378Afs
terl8

A132V
R290H

R15W

N

e

0.330

0.000

0.000

0.041

0.000

0.001

1.144

0.000

0.719

0.013

0.001

0.000

0.000

0.000

0.024
0.015

1.057

N
N

COSM600301
4

N

N

2 2

2222

2

N
COSM602350
6

CM068746

N
CM128416

N

N

CM045804

=2

2222

N
CM065493

Coiled-coil
domain

Coiled-coil
domain

No domain
Preferentially
binds ssDNA
No domain

No domain

No domain

No domain
Domain B, Spacer
region

No domain

No domain

No domain

ACG Kinase C
Terminal

ACG Kinase C
Terminal

No domain
Binding domain
of HIPK1,
ZNF385A, AXIN1
and E4F1

Necessary for
transcriptional
repression

<

22 <<

Conflicting
interpretations of
pathogenicity
(benign/uncertain
Significance)
Uncertain
Significance

Not Present
Not Present

Not Present

Uncertain
Significance
Benign/Likely
Benign

Not Present
Not Present

Not Present
Not Present
Not present
Not present

Not present

Not Present
Conflicting
interpretations of
pathogenicity
(likely
benign/uncertain
significance)

Not Present

1/3
2/4
3/4
2/4
3/4
2/4
3/4
2/4
2/4
2/4
3/4
2/3

2/3

3/4
0/3

3/4

Results in reduced RAD50 protein and
associated with low-penetrance
predisposition to inherited breast cancer
(Tommiska et al., 2006).

Predicted to result in NMD of transcript.

Susceptibility to inherited breast and ovarian
cancer (Gutierrez-Enriquez et al., 2014)
Somatic mutation in prostate carcinoma
(Kumar et al., 2016)

Associated with low-penetrance
predisposition to inherited breast cancer
(Rodriguez-Lopez et al., 2004)

Predicted to result in NMD of transcript

Not confirmed somatic mutation in
Myelodysplastic syndrome;

Possibly involved in Li-Fraumeni Syndrome
(Anensen et al., 2006) and hereditary cancer

predisposing syndrome.
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UIMC1 c.999G>T Q333H 1 0.004 N N AIR region Y Not Present 3/4
UIMC1 ¢.1690T>C Y564H 2 0.207 N N Zinc finger like Y Not Present 3/4
region
UIMC1 c.1756G>T A586S 1 0.047 N N No domain Y Not Present 2/4
uiMC1 c.2045_204 | F682C 1 0.003 N N No domain Y Not Present 1/3
6delTT fsTerld
WEE1 c.628G>T G210C 1 0.704 N N No domain Y Not Present 1/4
XRCC2 c.509A>G E170G 1 0.003 N N No domain Y Not Present 2/4
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Table 5.2: In silico analysis of predicted pathogenic variants. MAF; Minimum allele frequency as determined by gnomAD (%). Effect on splicing predicted by Human Splicing Finder.
ESE; exonic splicing enhancer, ESS; exonic splicing silencer. SIFT analysis of SNPs; Scores range from 0-1. Scores 0.2 — 0.85, possibly damaging, 20.85, probably damaging. SIFT analysis
of indels; Scores range from 0-1. Scores 0 — 0.5, neutral, 20.5, damaging.PROVEAN analysis, scores <-2.5, predicted deleterious, PolyPhen-2 analysis; Scores range from 0 — 1. Scores
<0.2, benign, 0.2 — 0.85, possibly damaging, 20.85, probably damaging. Align GV-GD analysis; GV Score ranges from 0-200, GD score ranges from 0->200. GV and GD Scores used to
determine a class ranking of the effect of the amino acid substitution, with CO corresponding to neutral, C15; moderately likely and C65 corresponding to likely deleterious. Sanger
sequencing confirmation of variants Y; Yes, NC; Not confirmed.

Y

ATF1 c.571C>G P191A rs2230674 2.376 Y - ESE signal Damaging | 0.033 Deleterious | -5.265 | Probably 0.999 151.88 0 Class CO | Least
damaged Damaging Likely
ATM c.2T>C M1T not found <0.001 N Damaging O Neutral -1.87 Possibly 0.921 0 81.04 Class Most Y
Damaging C65 Likely
ATM c.998C>T S333F rs28904919 | 0.134 Y- creation of | Damaging | 0.008 Neutral -1.592 | Possibly 0.731 115.24 85.89 Class Likely NC
new ESS site, Damaging C15
destruction of
ESE site
ATM c.1010G>A R337H rs202160435 | 0.006 N Damaging @ 0.003 Neutral -2.431  Probably 1 160.7 0 Class CO | Least Y
Damaging Likely
ATM c.1892C>T P631L Not found 0.000 Y - creation of | Damaging | 0.02 Neutral -2.153 | Benign 0.002 | 209.54 94.04 | ClassCO | Least NC
new ESS site, Likely
destruction of
ESE site
ATM €.2119T>C S707P rs4986761 0.774 N Tolerated @ 0.203 Neutral 0.383 Benign 0 157.85 0 Class CO | Least Y
Likely
ATM c.2572T>C F858L rs1800056 0.845 Y - creation of | Tolerated | 0.075 Deleterious | -2.574 | Possibly 0.825 188.97 4.86 Class CO | Least Y
ESS site. Damaging Likely
ATM c.3161C>G P1054R | rs1800057 1.658 Y - activation Damaging O Deleterious | -5.614 | Probably 1 0 102.7 Class Most Y
of exonic Damaging C65 Likely
cryptic donor
site
ATM c.4258C>T L1420F rs1800058 1.114 Y — creation of | Tolerated | 0.061 Deleterious | -2.536 | Benign 0.238 | 31.78 31.28 | ClassCO | Least NC
new ESS site Likely
ATM c.5558A>T D1853V | rs1801673 0.443 Y - activation Damaging @ 0.007 Deleterious | -4.519 | Possibly 0.928 | 93.77 77.61 Class Likely NC
of exonic Damaging C15

cryptic donor
site, damage
to ESE site
ATM ¢.7390T>C C2464R | rs55801750 | 0.037 N Tolerated | 0.573 Deleterious | -3 Possibly 0.806 223.96 13.27 Class CO | Least NC
Damaging Likely
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NC

c.8305_830 | W2769 Not found 0.000 Y - activation Damaging | 0.858 Deleterious | -18.06 | - - 275.49 0 Class CO | Least
6insC fs of exonic likely
cryptic donor
site, damage

to ESE site
BARD1 ¢.1670G>C C557S rs28997576 | 1.435 N Tolerated @ 0.41 Deleterious = -2.592 @ Benign 0.04 228.97 0 Class CO | Least NC
Likely
BARD1 c.1972C>T R658C rs3738888 0.731 Y - creation of | Damaging | 0.003 Deleterious | -4.015 | Probably 0.995 264.55 0 Class CO | Least Y
ESS site Damaging Likely
BRCA1 c.*1086A>C = 3'UTR not found 0.000 N - - - - - - - - - - Y
BRCA1 c.*¥1288A>T 3'UTR not found 0.000 N - - - - - - - - - - Y
BRCA1 c.*1438G>A  3'UTR not found 0.000 N - - - - - - - - - - Y
BRIP1 c.517C>T R173C rs4988345 0.359 Y - creation of | Damaging | 0.002 Deleterious | -2.542 | Probably 1 231.1 0 Class CO | Least NC
ESS site Damaging Likely
BRIP1 c.2108A>T K703l not found 0.003 Y - ESE site Damaging O Deleterious = -7.07 Probably 1 244.44 0 Class CO | Least NC
damaged Damaging Likely
CDH1 c.1004G>A R335Q rs373364873 | 0.002 N Damaging | 0 Deleterious | -3.846 | Probably 0.997 188.1 0 Class CO | Least Y
Damaging Likely
CDH1 c.1493A>C D498A not found <0.001 Y - ESE site Damaging @ 0.05 Deleterious | -4.582 | Probably 0.976 186.13 0 Class CO | Least NC
damaged Damaging Likely
CDH1 c.1774G>A A592T rs35187787 0.313 Y - ESE site Damaging | 0 Deleterious | -2.75 Possibly 0.492 | 2534 0 Class CO | Least Y
damaged Damaging Likely
CDKN2A c.442G>A A148T rs3731249 1.981 Y - ESE site Damaging = 0.011 Neutral -0.863  Possibly 0.487 | 241.23 0 Class CO | Least Y
damaged Damaging Likely
CHEK1 c.601A>G M201V not found 0.002 N Tolerated | 0.34 Deleterious | -2.951 | Probably 0.999 201.18 0 Class CO | Least NC
Damaging Likely
CHEK2 c.254C>T P85L rs17883862 0.240 Y-ESE site Tolerated = 0.19 Neutral 0.096 Possibly 0.728 | 241.55 9.71 Class CO | Least Y
damaged Damaging Likely
CHEK2 €.599T>C 1157T rs17879961 | 0.425 N Damaging | 0.014 Neutral -1.893 | Possibly 0.514 187.3 0 Class CO | Least NC
Damaging Likely
CHEK2 c.1304C>T A392V rs155591348 | 0.000 Y- activation Damaging @ 0.01 Deleterious | -3.847 | Probably 1 232.54 0 Class CO | Least NC
4 of exonic Damaging Likely
cryptic donor,
ESE site
damaged
E2F2 c.794C>T T265I rs139052092 | 0.210 Y - ESE site Tolerated | 0.184 Deleterious | -3.66 Possibly 0.943 130.23 59.51 Class CO | Least NC
damaged Damaging Likely
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E2F3 c.838T>A C280S not found <0.001 Y- ESE site Tolerated | 0.17 Deleterious | -5.478 | Benign 0.006 | 272.33 0 Class CO | Least Y
damaged Likely
E2F3 c.1315G>A G439R rs368121892  0.001 Y — Creation Tolerated = 0.089 Neutral -1.398  Probably 0.994 | 353.86 0 Class CO | Least NC
of new ESS Damaging Likely
site, activation
of exonic
cryptic donor
site, damage
to ESE site
E2F4 c.917_918in | S307du not found 0.684 N Damaging | 0.667 Deleterious | -8.468 | - - 196.64 0 Class CO | Least NC
sCAG p Likely
E2F4 c.918 920d @ S307del @ rs3830472 0.426 Y - activation Damaging = 0.858 Deleterious @ -8.468 @ - - - - - - NC
elCAG of an exonic
cryptic donor
site
EP300 c.2207A>G H736R not found 0.001 N Tolerated | 0.25 Neutral -0.577 | Possibly 0.843 164.25 0 Class CO | Least NC
Damaging Likely
EP300 c.6627_663 | N2209_ | not found 0.174 N Damaging = 0.858  Deleterious @ -15.47 - - 268.49 0 Class CO | Least NC
8delCCAGTT | Q2213d Likely
CCAGCA elinsk
EP300 c.6668A>C Q2223P | rs1046088 2.429 N Tolerated | 0.136 | Deleterious | -2.875 | Benign 0 257.76 0 Class CO | Least Y
Likely
EP300 c.6964delC H2324fs | Not found 0.000 N Damaging = 0.783 Deleterious = -10.56 @ - - 239.68 0 co Least NC
Likely
EP300 €.6983C>T S2328F not found 0.001 N Damaging | 0.01 Deleterious | -4.778 | Probably 0.994 | 260.23 28.53 | ClassCO | Least NC
Damaging Likely
HLTF c.932A>G N311S rs2305868 2.617 Y - activation Tolerated | 0.064 | Neutral -2.443  Possibly 0.679 | 194.2 6.18 Class CO | Least Y
of exonic Damaging Likely
cryptic donor,
ESE site
damaged
HLTF c.2440C>T P814s rs61750364 | 0.333 Y - ESE site Tolerated | 0.221 Neutral -1.399 | Possibly 0.935 187.2 2.75 Class CO | Least Y
damaged, Damaging Likely
creation of
ESS site
HMMR c.383C>G $129C rs34815524 | 1.026 Y - creation of = Damaging = 0.007 Deleterious | -3.295 @ Probably 1 155.86 91.34 | Class Likely Y
ESS site Damaging C15
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HMMR c.2163A>C Q705H Not found 0.000 | Y -ESE site Damaging | 0.05 Deleterious | -3.08 Probably 0.965 353.86 0 Class CO | Least NC
damaged Damaging Likely
KAT2B c.1957C>T R653W rs116196143 | 0.312 Y - ESE site Tolerated @ 0.107 Deleterious | -5.619 | Probably 0.996 353.86 0 Class CO | Least NC
damaged Damaging Likely
KAT2B c.2137C>A P713T rs148960024 | 0.869 | Y - ESE site Damaging | 0.042 Deleterious | -4.334 | Possibly 0.901 | 353.86 0 Class CO | Least NC
damaged Damaging Likely
MRE11A c.274G>A E92K not found 0.001 | Y- ESEsite Damaging | 0.02 Deleterious | -2.788 | Possibly 0.619 @ 85.44 0 Class CO | Least NC
damaged Damaging Likely
NBN c.1651delA R551fs not found 0.000 | Y - ESEsite Damaging | 0.858 Neutral -0.888 | - - 183.83 0 Class CO | Least NC
damaged, Likely
creation of
new ESS site
NBN €.2165G>C W722S not found 0.000 N Damaging 0 Deleterious | -8.854 @ Probably 1 148.51 64.04 | Class CO | Least NC
Damaging Likely
NQO2 c.86A>G E29G rs17136117 2.194 | Y-creation of | Tolerated | 0.195 Deleterious | -2.877 | Possibly 0458 | 0 97.85 | Class Most NC
new ESS site Damaging C65 Likely
NQO2 c.173G>A G58D rs17300141 2.757 | Y-creation of | Tolerated @ 0.179 Deleterious @ -4.416 @ Benign 0 60 81.64 | Class Likely Y
new ESS site C15
PALB2 c.2816T>G L939wW rs45478192 0.094 | Y-ESE site Damaging | 0 Deleterious | -5.281 | Probably 1 248.96 59.78 | ClassCO | Least NC
damaged, Damaging Likely
creation of
new ESS site
PALB2 €.2993G>A G998E rs45551636 1615 | N Damaging 0 Deleterious | -6.233 = Probably 1 199.95 0 Class CO | Least Y
Damaging Likely
PALB2 c.3116delA N1039X not found 0.001 | Y- ESEsite Damaging | 0.529 Deleterious | -13.12 | Probably 1 - - - - Y
damaged Damaging
PKMYT1 c.434T>C F145S Not found 0.000 | Y -creationof @ Damaging O Deleterious | -6.967 @ Probably 1 171.82 0 Class CO | Least NC
new ESS site Damaging Likely
PKMYT1 C.451C>G R151G Not found 0.016 | Y- ESE site Damaging | 0 Deleterious | -6.104 | Probably 1 158.9 0 Class CO | Least NC
damaged, Damaging Likely
creation of
new ESS site
PRKDC ¢.3730insG L1244pP rs11411516 = 2.609 | N Tolerated | 0.773 Deleterious | -3.039 @ Possibly 0.575 182.09 0 Class CO | Least NC
Damaging Likely
PRKDC c.5119T>A L1707Q rs202110076 | 0.218 N Damaging | 0 Deleterious | -2.647 | Probably 1 199.95 0 Class CO | Least Y
Damaging Likely
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PRKDC c.8694C>T R2899C rs4278157 3.780 | Y-activationof | Damaging | 0.013 Deleterious | -2.601 | Possibly 0.929 180.39 91.34 Class CO | Least Y
cryptic donor Damaging Likely
site, damage to
ESE site
PRKDC c.11805G>A | G3935S rs55670423 0.051 N Tolerated @ 0.081 Deleterious | -5.259 @ Probably 1 151.88 36.4 Class CO | Least NC
Damaging Likely
PRKDC c.11989T>C | L3996P rs201883689 | 0.022 N Damaging | 0.002 Deleterious | -4.985 | - - 193.06 0 Class CO | Least NC
Likely
RAD50 c.379G>A V1271 rs28903086 0.161 N Tolerated | 0.073 | Neutral -0.818 | Probably 0.999 | 83.89 18.96 | ClassCO | Least NC
Damaging Likely
RAD50 c.980G>A R327H rs28903091 | 0.330 | N Damaging | 0.022 | Neutral -2.052 | Probably 0.994 | 125.13 4.81 Class CO | Least NC
Damaging Likely
RAD50 c.2793_279 | N931 K93 = Not found 0.000 N Damaging | 0.858 | Neutral -1.2 - - 163.58 0 Class CO | Least NC
4delCAinsA | 2del/insK Likely
C Q
RAD51 c.824A>G D275G not found 0.000 | N Tolerated | 0.5 Deleterious | -6.099 | Possibly 0.938 | 276.16 0 Class CO | Least NC
Damaging Likely
RAD51D c.26G>C C9s not found 0.041 Y - ESE site Damaging = 0.04 Deleterious | -6.191 | Possibly 0.948 201.58 233 ClassCO | Least NC
damaged Damaging Likely
RAD51D c.383G>A G128D not found 0.000 | N Damaging | 0.05 Neutral -0.346 | Possibly 0.488 | 140.07 22.66 | ClassCO | Least NC
Damaging Likely
RAD51D c.497T>C L185P not found 0.001 N Damaging 0 Deleterious | -5.96 Possibly 0.456 | 204.97 40.92 | ClassCO | Least NC
Damaging Likely
RAD51D c.698A>G E233G rs28363284 | 1.144 | Y - ESE site Tolerated | 0.451 Deleterious | -3.368 | Probably 0.973 126.08 81.06 | ClassCO | Least NC
damaged Damaging Likely
RBL1 c.940G>A G314S not found 0.000 Y- activation of | Damaging 0 Deleterious | -5.456 @ Probably 1 258.19 0 Class CO | Least Y
cryptic donor Damaging Likely
site, activation
of cryptic
acceptor site,
damage to ESE
site, creation of
new ESS site
RBL2 C.2487A>T R829S rs61747629 | 0.719 Y - ESE site Damaging | 0.048 Deleterious -3.015 | Benign 0.013 235.1 0 Class CO | Least Y
damaged Likely
RFC3 c.246T>G 182M not found 0.13 Y - creation of Damaging | 0.03 Neutral -1.762  Possibly 0.872 125.38 0 Class CO | Least NC
new ESS site Damaging Likely
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RFC4 c.1034A>G H345R not found 0.001 Y - activation of | Damaging | 0.05 Deleterious | -3.335 | Benign 0.002 353.86 0 Class CO | Least NC
cryptic donor Likely
site, ESE site
damaged
RPA1 c.2T>C M1T Not found 0.000 N Damaging 0 Neutral -1.963  Possibly 0501 O 81.04 | Class Most NC
Damaging C65 Likely
RPS6KA1 c.1125delC S375fs Not found 0.000 N Damaging | 0.858 Deleterious | -11.31 | - - 157.56 0 Class CO | Least NC
Likely
RPS6KA1 c.1141delG S378AfsTe = Not found 0.000 N Damaging = 0.858 | Deleterious | -11.31 - - 175.88 47.63 | ClassCO | Least NC
ri8 Likely
SLC19A1 c.395C>T A132V Not found 0.024 | Y- activation of | Damaging | 0.01 Deleterious | -2.733 | Probably 0.944 174.42 0 Class CO | Least NC
cryptic donor Damaging Likely
site, creation of
new ESS site
TP53 c.869G>A R290H rs55819519 | 0.015 | Y - ESE site Tolerated @ 0.03 Neutral -2.031  Benign 0 146.68 0 Class CO | Least Y
damaged Likely
uiMc1 c.43C>T R15W rs13167812 | 1.057 | Y - creation of Damaging | 0.008 Deleterious | -3.33 Possibly 0.825 133.59 65.28 | Class CO | Least Y
new ESS site Damaging Likely
UIMC1 c.999G>T Q333H rs200923725 | 0.004 Y - creation of Damaging = 0.013 Deleterious | -3.151 @ Probably 0.999 | 90.41 14.28  ClassCO | Least NC
new ESS site, Damaging Likely
ESE site
damaged
uimMci ¢.1690T>C Y564H rs115224789 | 0.207 N Damaging | 0 Deleterious | -3.023 | Probably 1 191.17 0 Class CO | Least Y
Damaging Likely
UIMC1 c.1756G>T A586S rs144604125 | 0.047 N Damaging | 0.024 | Neutral -1.675  Probably 0.98 172.33 0 Class CO | Least NC
Damaging Likely
uIMcC1 c.2045_204 | F682CfsTe | not found 0.003 N Tolerated | 0.818 Deleterious | -4.74 | - - 171.82 91.34 | ClassCO | Least NC
6delTT ria Likely
WEE1 C.628G>T G210C rs34412975 @ 0.704 | Y- activation of @ Tolerated @ 0.22 Neutral -1.076  Possibly 0.903 190.14 97.52 | ClassCO | Least NC
cryptic donor Damaging Likely
site, creation of
new ESS site.
XRCC2 c.509A>G E170G not found 0.003 Y - activation of | Damaging | 0.04 Neutral -2.25 Possibly 0.883 97.85 0 Class CO | Least NC
cryptic donor Damaging Likely
site, creation of
new ESS site,
ESE site
damaged.
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Table 5.3: Statistical analysis of significance of identified potentially pathogenic variants within the patient cohort. A
one proportion Z- test was carried out on the cohort of 131 individuals screened within this study and compared to the
identified allele frequencies reported in gnomAD. Variants with statistical significance (p>0.05) indicated in red. MAF;
minimum allele frequency as determined by GnomAD (%) Cl; confidence interval.

ATF1 ¢.571C>G P191A 9 2.376 1.137 0.2555 1.58% to 6.24%
ATM c.2T>C M1T 1 <0.001 | 23.341 <0.0001 0.01% to0 2.11%
ATM €.998C>T S333F 1 0.134 1.096 0.2731 0.01% to 2.11%
ATM c.1010G>A R337H 2 0.006 15.827 <0.0001 0.09% to 2.73%
ATM €.1892C>T P631L 1 0.000 617.785 <0.0001 0.01% to 2.11%
ATM €.21197>C S707P 3 0.774 0.685 0.4932 0.24% t0 3.31%
ATM €.2572T7>C F858L 3 0.845 0.531 0.5958 0.24% to 3.31%
ATM c.3161C>G P1054R 7 1.658 1.285 0.1988 1.08% to 5.43%
ATM c.4258C>T L1420F 1 1.114 1.129 0.2587 0.01% to 2.11%
ATM c.5558A>T D1853V 1 0.443 0.149 0.8812 0.01% to 2.11%
ATM €.7390T>C C2464R 1 0.037 2.901 0.0037 0.01% to 2.11%
ATM ¢.8305_8306insC W2769fs 1 0.000 617.785 <0.0001 0.01% to 2.11%
BARD1 c.1670G>C C5575 5 1.435 0.644 0.5194 0.62% to 4.40%
BARD1 c.1972C>T R658C 2 0.731 0.061 0.9510 0.09% to 2.73%
BRCA1 c.*1086A>C 3'UTR 1 0.000 617.785 <0.0001 0.01% to 2.11%
BRCA1 c.*1288A>T 3'UTR 1 0.000 617.785 <0.0001 0.01% to0 2.11%
BRCA1 c.*1438G>A 3'UTR 1 0.000 617.785 <0.0001 0.01% to 2.11%
BRIP1 c.517C>T R173C 2 0.359 1.094 0.2738 0.09% to 2.73%
BRIP1 c.2108A>T K703l 1 0.003 11.191 <0.0001 0.01% to 2.11%
CDH1 c.1004G>A R335Q 1 0.002 13.742 <0.0001 0.01% to0 2.11%
CDH1 c.1493A>C D498A 1 <0.001 23.358 <0.0001 0.01% to 2.11%
CDH1 c.1774G>A A592T 1 0.313 0.199 0.8423 0.01% to0 2.11%
CDKN2A | c.442G>A A148T 5 1.981 0.084 0.9328 0.62% to 4.40%
CHEK1 c.601A>G M201V 1 0.002 13.742 <0.0001 0.01% to0 2.11%
CHEK2 €.254C>T P85L 1 0.240 0.469 0.6393 0.01% to 2.11%
CHEK2 €.599T>C 1157T 1 0.425 0.108 0.9141 0.00% to 2.11%
CHEK2 c.1304C>T A392V 1 0.000 617.785 <0.0001 0.01% to 2.11%
E2F2 C.794C>T T265I 1 0.210 0.607 0.5438 0.01% to0 2.11%
E2F3 c.838T>A C280S 3 <0.001 | 92.871 <0.0001 0.24% to 3.31%
E2F3 c.1315G>A G439R 1 0.001 19.485 <0.0001 0.01% to 2.11%
E2F4 €.917_918insCAG S307dup 1 0.684 0.594 0.5527 0.01% to 2.11%
E2F4 €.918 _920delCAG S307del 9 0.426 7.478 <0.0001 1.58% to 6.42%
EP300 €.2207A>G H736R 1 <0.001 | 30.935 <0.0001 0.01% to 2.11%
EP300 €.6627_6638delCC | N2209_Q22 |1 0.174 0.807 0.4199 0.01% to 2.11%’
AGTTCCAGCA 13delinsk
EP300 €.6668A>C Q2223pP 6 2.429 0.146 0.8839 0.84% to 4.92%
EP300 €.6964_6964delC H2324fs 1 0.000 617.785 <0.0001 0.01% to 2.11%
EP300 €.6983C>T S2328F 6 0.001 117.169 <0.0001 0.84% to 4.92%
HLTF €.932A>G N311S 3 2.617 1.492 0.1356 0.24% t0 3.31%
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HLTF c.2440C>T P814S 1 0.333 0.137 0.8912 0.01% to 2.11%
HMMR c.383C>G $129C 4 1.026 0.804 0.4212 0.42% to 3.86%
HMMR c.2163A>C Q705H 1 0.000 195.356 <0.0001 0.01%t0 2.11%
KAT2B c.1957C>T R653W 1 0.312 0.202 0.8398 0.01% to 2.11%
KAT2B c.2137C>A P713T 1 0.869 0.850 0.3954 0.01%t0 2.11%
MRE11A c.274G>A E92K 1 0.001 19.485 <0.0001 0.01% to 2.11%
NBN c.1651delA R551fs 1 0.000 195.356 <0.0001 0.01%to0 2.11%
NBN c.2165G>C W722S 1 0.000 195.356 <0.0001 0.01% to 2.11%
NQO2 c.86A>G E29G 6 2.194 0.106 0.9155 0.84% to 4.92%
NQO2 c.173G>A G58D 4 2.757 1.216 0.2239 0.42% to 3.86%
PALB2 c.2816T>G L939W 2 0.094 3.535 0.0004 0.09% to 2.73%
PALB2 €.2993G>A G998E 9 1.615 2.337 0.0194 1.58% t0 6.42%
PALB2 c.3116delA N1039X 2 0.001 39.022 <0.0001 0.09% to 2.73%
(Ter)
PKMYT1 c.4347>C F145S 1 0.000 195.356 <0.0001 0.01% t0 2.11%
PKMYTI c.451C>G R151G 1 0.016 4.680 <0.0001 0.01% to 2.11%
PRKDC ¢.3730insG L1244P 1 2.609 2.262 0.0237 0.01% t0 2.11%
PRKDC c.5119T>A L1707Q 4 0.218 4.542 <0.0001 0.42% to 3.86%
PRKDC c.8694C>T R2898C 14 3.780 1.327 0.1845 2.95% to 8.80%
PRKDC c.11805G>A G3935S 1 0.051 2.371 0.0178 0.01% to 2.11%
PRKDC €.11989T>C L3996P 1 0.022 3.925 0.0001 0.01% t0 2.11%
RAD50 c.379G>A V1271 1 0.161 0.891 0.3730 0.01% to 2.11%
RAD50 c.980G>A R327H 1 0.330 0.146 0.8841 0.01% t0 2.11%"
RAD50 €.2793_2794delC | 931 932NK | 2 0.000 390.727 <0.0001 0.09% to 2.73%
AinsAC del/inskQ
RAD51 c.824A>G D275G 1 0.000 195.356 <0.0001 0.01% to 2.11%
RAD51D c.26G>C C9S 1 0.041 2.724 0.0065 0.01% to 2.11%
RAD51D c.383G>A G128D 1 0.000 195.356 <0.0001 0.01% to 2.11%
RAD51D c.497T>C L184P 1 0.001 19.485 <0.0001 0.01% to 2.11%
RAD51D c.698A>G E233G 5 1.144 1.163 0.2446 0.62% to 4.40%
RBL1 c.940G>A G314S 1 0.000 19.485 <0.0001 0.01% to 2.11%
RBL2 c.2487A>T R829S 2 0.719 0.085 0.9323 0.09% to 2.73%
RFC3 c.246T>G 182M 1 0.013 5.234 <0.0001 0.01% to 2.11%
RFC4 c.1034A>G H345R 1 0.001 19.485 <0.0001 0.01% to 2.11%
RPA1 c.2T>C M1T 1 0.000 617.785 <0.0001 0.01% to 2.11%
RPS6KA1 c.1125delC S375fs 1 0.000 617.785 <0.0001 0.01% to 2.11%
RPS6KA1 c.1141delG S378Afsterl | 2 0.000 1235.601 <0.0001 0.09% to 2.73%
8
SLC19A1 c.395C>T Al132V 1 0.024 3.737 0.0002 0.01% to0 2.11%
TP53 c.869G>A R290H 1 0.015 4.846 <0.0001 0.01% to 2.11%
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uiMcC1 c.43C>T R15W 3 1.057 0.139 0.8892 0.24% to 3.31%
uimMcC1 €.999G>T Q333H 1 0.004 9.666 <0.0001 0.01% t0 2.11%
uiMc1 €.1690T>C Y564H 2 0.207 2.230 0.0257 0.12% to 2.84%
UimMcC1 c.1756G>T A586S 1 0.047 2.499 0.0124 0.01% to 2.11%
uiMcC1 €.2045_2046delT = F682CfsTer 1 0.003 11.191 <0.0001 0.01% to 2.11%
T 14
WEE1 €.628G>T G210C 1 0.704 0.624 0.5326 0.01% to0 2.11%
XRCC2 c.509A>G E170G 1 0.003 11.191 <0.0001 0.01% to 2.11%
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Figure 5.5: Spread and frequency of potentially pathogenic variants identified from analysis of 131 individuals. Each different coloured box indicates a different variant
identified within the gene indicated. The size of each coloured box indicates the number of individuals with the identified mutation. For example, 3 different mutations were
identified in PALB2, with 1 variant identified in 9 individuals and 2 variants identified in 2 individuals each.
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As can be seen in Figure 5.5, potentially pathogenic variants were identified in 36 of the 51 genes
analysed, with the greatest number of unique variants being identified in ATM (11 variants), UIMC1
(5 variants), EP300 (5 variants), PRKDC (5 variants) and RAD51D (4 variants). The same variants were
identified in 2 or more individuals in multiple genes including ATM (5 variants), ATF1 (1 variant in 9
samples), CDKN2A (1 variant in 5 samples), NQO2 (2 variants), PALB2 (3 variants) and PRKDC (2

variants in 14 and 4 samples respectively).

5.3.4 Predicted pathogenic variants were confirmed by sanger sequencing.

Fifty-four of the 166 predicted pathogenic variants or VUS were selected for confirmation via Sanger
sequencing. Fifty-two were confirmed as true variants. An example of such confirmation is shown

in Figure 5.6 for NQO2:c.173G>A for sample SABC042.
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Figure 5.6: Variant Identification and confirmation of NQO2:c.173G>A in
SABC042.Variant identification in both A. CLC Genomics Workbench; B. IGV C.
Variant confirmation by Sanger sequencing. Variant shown as heterozygous in

forward direction, highlighted by blue boxes. Both panels A and B include hgl9

reference genome in addition to MPS sequencing data.
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5.3.5 Selected variants of interest for further analysis from patient cohort

Of the 82 potentially pathogenic variants identified within the patient cohort, 3 were selected for
further analysis. These variants were ATM:c.2119C>T (p.S707P), HMMR:c.383C>G (p.S129C) and
UIMC1:¢.1690T>C (p.Y564H).

53.5.1 ATM
As our department has a long-standing interest in the role of ATM, the ATM:c.2119T>C (p.S707P)

variant, which was detected in 3 individuals by MPS (and confirmed by Sanger sequencing in 2
individuals; Figure 5.7), was selected for further analysis. Despite this variant being predicted to be
benign by in silico analysis, it has previously been reported to be found at an increased incidence (5
times greater) in individuals with breast cancer compared to the standard population frequency
(Dork et al., 2001). To date no functional work has yet been carried out to determine the effect of

this variant on normal ATM function.
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Figure 5.7: Chromatogram traces for confirmation of heterozygous ATM:c.2119T>C in two
individuals. Blue box indicates the variant of interest A. SABC124, MPS had 564X coverage with the
variant present in 49 % of reads, Sanger sequencing was carried out in the forward direction.
B.SABC038, MPS had 35X coverage with the variant present in 60 % of reads, Sanger sequencing
was carried out in the reverse direction.
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5.3.5.2 HMMR
The HMMR: ¢.383C>G (p.S129C) missense variant was identified in 4 individuals in the patient

cohort. This polymorphism was not present within COSMIC, HGMD or ClinVar. This variant was
present within gnomAD, however was observed at an increased frequency within this patient cohort
(4/132 individuals) than the general population (MAF=1.026%). Furthermore, it was predicted to be
pathogenic/damaging by all in silico analyses carried out. Sanger sequencing was carried out to

confirm the presence of this variant within all individuals (Figure 5.8).
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Figure 5.8: Chromatogram traces for confirmation of heterozygous HMMR:c.383C>G in four individuals. Blue
box indicates the variant of interest. A. SABC053, MPS had 40X coverage with the variant present in 60 % of
reads, Sanger sequencing was carried out in the forward direction. B. SABC105, MPS had 42X coverage with the
variant present in 59 % of reads, Sanger sequencing was carried out in the forward direction. C. SABC077, MPS
had 128X coverage with the variant present in 52 % of reads, Sanger sequencing was carried out in the reverse
direction. D. SABC099, MPS had 30X coverage with the variant present in 57 % of reads, Sanger sequencing was
carried out in the reverse direction.

This variant results in a change from serine to cysteine at amino acid 129 in the protein sequence.
As illustrated in Figure 5.9, this region is highly conserved within all species included in the PolyPhen-
2 analysis. From protein domain analysis, this variant was found to lie within a highly conserved

Chromosome segregation ATPase domain.

137 |Page



Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of

breast cancer

0 ERGAOD RO E g Mt
OERGHOD:NNoD]
floeralonidision]]

SR R T e e e e e
g

HHEHHHHHHHHBEHHEHEHHHRHHHHHHHHHHHHH S

RIDEN
HLE:%@EEF
RHRY LEAEL

KLBALDEDF
RIpEMESEL
RHRYLEAEL

sp|E1BUF3#1
UPIE001

KLEALDEDF
KLRALDEDL
KLJALDEGF
HL?%L F
HL A, LEAEF

RoerRoD;T 0D E | ElEKTEAG AATREKT]

[Lntatatatalatatntniatatntniatatntntalatata thtatntntatatntntalaltathtn bnl

Pa o ey N s e [ P —————

1L tn ]

Figure 5.9: Multiple sequence alignment of amino

acid sequences for multiple species

analysing level of conservation for HMMR p.S$129C. Variant amino acid is indicated by the

black rectangle.

5.3.5.3 UIMC1

The UIMC1:c.1690T>C SNP results in a change from tyrosine to histidine at amino acid 564 of the

full-length protein, was detected in 2 individuals and was not present within dbSNP, ClinVar,

COSMIC or HGMD. The presence of this variant was confirmed in both individuals by Sanger

sequencing (Figure 5.10). The frequency at which this variant was observed in the population

screened within this study was statistically significant in comparison to the observed frequency in

gnomAD (p=0.0257, Table 5.3). This variant was predicted to be pathogenic by all in silico analyses.

Analysis of the protein structure indicated that this variant is present within a highly conserved zinc

finger domain of the protein (Figure 5.11). PolyPhen-2 analysis illustrated that this amino acid

change occurs within a highly conserved region of the protein (Figure 5.12).
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Figure 5.10: Chromatogram traces for confirmation of heterozygous UIMC1: c.1690T>C in two
individuals Blue box indicates the variant of interest. A. SABC007, MPS had 461X coverage with
the variant present in 52 % of reads, Sanger sequencing was carried out in the forward direction.
B. SABC013, MPS had 201X coverage with the variant present in 47 % of reads, Sanger
sequencing was carried out in the reverse direction.
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Figure 5.11: Gene structure of UIMC1 including functional domain, interacting proteins and variant of interest. Contains
15 exons, with exon 6 being the largest. Exons are indicated by light blue boxes with untranslated regions (UTRs) shown
in dark blue. Identified UIMC1:c.1690T>C potentially significant variant illustrated above exon 13. Exon numbers
indicated under corresponding exons. Functional domains of UIMC1 are shown under the exons. NLS; nuclear localisation
signal, UIM; ubiquitin interacting motif, ZFD; Zinc finger domains
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Figure 5.12: Multiple sequence alignment of amino acid sequences for multiple species

analysing level of conservation for UIMC1 p.Y564H. Variant amino acid is indicated by the

black rectangle.
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5.4 Discussion
Through the targeted MPS sequencing of 51 genes of interest in 131 individuals, a total of 1041

unique variants were identified. Application of the bespoke bioinformatics pipeline developed in
Chapter 3 resulted in this list being narrowed down to 166 potentially pathogenic rare variants.
Further analysis using functional effect prediction programs resulted in the identification of 82
potentially pathogenic variants within 84 individuals in this study. As the role of the majority of these
variants have not been implicated in disease pathogenesis, further work is required to understand
their functional significance. Due to the infeasibility of carrying out functional analyses on all of

these identified variants, several variants became the focus of the remainder of this project.

5.4.1 MPS aproaches: genome, exome and gene panel sequencing.

There are several options for MPS approaches, ranging from whole genome sequencing to exome
sequencing to specific targeted gene panels. At the commencement of this study in 2014, high
throughput sequencing was a relatively costly process, and as a generalization, as the size of the

regions selected for sequencing increased, so did the associated cost.

Whilst whole genome sequencing (WGS) approaches can identify all possible mutations, this is often
associated with a significantly higher cost (approximately $4000 per genome in 2014) and laborious
data analysis. In addition, much of the data obtained from whole genome sequencing falls within
intergenic regions and therefore is clinically uninterpretable, and as a result has limited utility.
Whole exome sequencing (WES) and targeted gene panel sequencing approaches provide a more
cost-effective option for determining phenotype-associated mutations. WES allows for the analysis
of a large proportion of all protein-coding regions of the genome (approximately 70% at the
commencement of this study) and is a useful tool when opting for a discovery-based approach (Ku
et al., 2016). At the initial stages of this study, the cost of sequencing a single whole exome was well
above $1000 and was not offered in the Flinders genomics Facility until 2015. As a result, carrying

out WGS or WES were not financially viable options for this study.

This research study commenced with the hypothesis that proteins which function in the same
pathways as BRCA1 and BRCA2 may also drive breast cancer when mutated. As the functional roles
of BRCA1 and BRCAZ2 are well studied, this hypothesis-driven approach enabled the generation of a

targeted sequencing panel focusing on these genes, as opposed to an unbiased genome-wide
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discovery approach. The decision to sequence only a select panel of genes not only increased the
proportion of interpretable sequencing data, but the smaller target size and associated reduction in

costs also made it feasible to increase the number of samples that could be analyzed.

5.1.1 The utility of the Manchester scoring system (MSS)

The patient cohort had Manchester scores ranging from 5 to 53. A spread of Manchester scores was
optimal for this study as it was possible that individuals may carry low to mid-penetrance breast
cancer susceptibility alleles, in addition to the possibility of previously undetected BRCA1/2
mutations or variants in high-penetrance susceptibility genes. In addition, limiting the study only to
individuals with high Manchester scores would have reduced the likelihood of identifying
pathogenic variants in the discovery gene set, as these genes are most likely going to exert low to
mid-penetrance effects. This is because it is unlikely that additional high-penetrance breast cancer
susceptibility genes remain undiscovered, given the enormous sequencing efforts that have been
undertaken in this area recently (Ghoussaini et al., 2012, Michailidou et al., 2015, Michailidou et al.,
2017, Momozawa et al., 2018). There are multiple other models available which calculate the
probability of identifying a BRCA mutation, however the Manchester scoring system (MSS) is the
most widely used and routinely re-calibrated method (Evans et al., 2017). For this reason, it is
currently utilised by SA Pathology to determine the suitability of screening breast-cancer individuals

for mutations within BRCA1/2.

Manchester scores are calculated from multiple factors including the type, number and age at
diagnosis of cancers observed in the family (Kast et al., 2014). Although this system is designed to
estimate the chance of identifying a mutation within the highly penetrant BRCA1/2 genes.
Therefore, it was determined that a range of Manchester scores would be utilised for this study, as
individuals with mid-range scores may be more likely to contain a pathogenic mutation within one
of the mid- to low-penetrance known susceptibility genes included on the panel, or within one of

the proposed susceptibility genes not yet implicated in the development of breast cancer.

It is important to note that the MSS is only a guide, as individuals with low Manchester scores have
been found to harbour pathogenic mutations within BRCA1/2 (Farra et al., 2019). From the
longitudinal study included within this analysis, 12 individuals with pathogenic BRCA1/2 mutations

were analysed. The Manchester scores of these individuals ranged from 9-54, with 8 falling below
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the recommended cut-off of 20 (Evans et al., 2004). This suggests that the arbitrary cut-off of 20
may be too high, and individuals with lower scores should also be offered testing (as currently
performed by the South Australian Familial Cancer Service). These low scores could be attributed to
small family size, or lack of known familial history about cancers within the family. As the
Manchester score is determined based on the number of cancers within the family and the age of
onset, small family sizes or lack of knowledge pertaining to familial cancer history will result in a

lower score.

Conversely, individuals with high Manchester scores have been found to be BRCA1/2 mutation-
negative. Individuals included in this study had Manchester scores ranging from 5-61; with a
majority of the samples falling below the recommended score for genetic testing. Studies comparing
the most commonly used risk prediction models have found that the MSS illustrates lower
discriminatory accuracy in comparison to other models (Amir et al., 2010). Large scale studies
comparing the performance of the most commonly used models have found both BOADICEA and
BRCAPRO outperform the MSS, particularly in regards to families with a low predicted risk (Antoniou
et al., 2008). From these studies, it has become apparent that all of these empirical models, both
the MSS and the newer algorithms, tend to under-predict the number of mutations in families,
especially in families with missing information on cancer diagnoses. Therefore, an ambiguity on age
of diagnoses or type of cancer will have detrimental effects to accuracy in the prediction of cancer

risk and/or determination of score (Antoniou et al., 2008).

The MSS is an easy to use method, with probabilities generated within minutes, while the computer-
based algorithms can take 20-30 minutes for data input and analysis, which can often lead to lengthy
clinic visits. However, with diagnostic laboratories switching to a panel-based approach and
screening additional cancer predisposition genes, it may be beneficial to switch to a model that
determines cancer risk for not only BRCA1/2, but also other breast cancer susceptibility genes, and
takes a wider range of risk factors into consideration. The BOADICEA model combines complete
family history, genetic and lifestyle risk factors in a single model to provide a comprehensive
approach to cancer risk prediction. Studies have illustrated that the BOADICEA outperforms the MSS
in sensitivity and specificity (Antoniou et al., 2008), accurately predicting the number of mutations
within individuals referred for genetic screening. Furthermore, this model provides the best

discrimination between mutation carriers and non-carriers in comparison to all other models
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(Antoniou and Easton, 2006). This algorithm considers the likelihood of mutations within
susceptibility genes other than BRCA1 and BRCA?2 including ATM, CHEK2 and PALB2 (Lee et al.,
2019). As the number of cancer predisposition genes increases, it is not only necessary to screen
these well documented susceptibility genes but take them into consideration when calculating the
risk of identifying mutational status of individuals. It is possible to modify the MSS, as it has been
recalibrated multiple times since its first inception, to include pathology and biomarker information
(Evans et al., 2004, Evans et al., 2005, Evans et al., 2009, Evans et al., 2017). Therefore, it may be
necessary to recalibrate the Manchester scoring system to include mutational status for these

additional cancer susceptibility genes.

There was one individual included within this patient cohort that is an example of a clinical situation
that would have benefited from using a more informative scoring system, such as BOADACEA.
Patient SABC002 was initially selected for analysis based on their high Manchester score (53) and
referred for screening in 2005. A pathogenic mutation was not identified. In 2014 an immediate
family member of this individual was diagnosed with breast cancer and was subsequently screened
by SA Pathology. This individual was found to harbour a pathogenic mutation within BRCAI,
however patient SABC002 did not possess the same pathogenic mutation. Therefore, it is most likely
that the initial individuals’ breast cancer was due to sporadic causes and could not be attributed to
the germline mutation identified in this family. As 90% of breast cancer cases are sporadic, it is
possible that this individual was unfortunate enough to develop a sporadic case of cancer despite

their familial history.

5.4.2 Patient cohort selected for sequencing analysis

From the screening analysis carried out on the selected patient cohort of 133 individuals, 131
patients successfully generated sequence. Additionally, throughout the longitudinal study of all
individuals referred for BRCA1/2 testing between November 2011 and October 2012, 11 out of 80
(15%) individuals screened were BRCA1/2 mutation positive, which is in line with the 20% identified
within the literature (Turnbull and Rahman, 2008, Shiovitz and Korde, 2015). Therefore, this cohort
can be considered representative of the wider breast cancer population and as a result, should be

informative for finding genes that have a wider applicability beyond this genetic population.
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5.4.3 Bioinformatic analysis of sequencing data

Using the bioinformatic pipeline established in Chapter 3, a large number of SNPs and indels were
identified within each individual (mean: 124, minimum: 65, maximum: 168). A third of these variants
were common within the general population and were filtered out through dbSNP and gnomAD. As
previously discussed, a MAF of <5% was required for variants to be analysed further. This cut-off
was selected based on the literature, as previous other studies have utilised a MAF cut-off of <1%
or <5%. Although this could be considered high in comparison to other studies (Damiola et al., 2014,
Young et al., 2016, Kobayashi et al., 2017) it was decided to err on the side of caution and analyse
more variants in detail as the role of the majority of the sequenced genes in cancer predisposition

and pathogenesis has not been established.

Additionally, when considering the MAF provided in gnomAD, the total MAF provided was used,
rather than a specific allele frequency associated with ethnicity. This is due to the fact that the
nationality of all individuals screened within this study was unknown, and Australia is a multicultural
country. Due to this, and the lack of Australian allele frequency data within the gnomAD database,

it was not possible to use one specific population for this analysis.

5.4.3.1 Assessment of potentially pathogenic variants

The functional consequences of sequence variants are often difficult to predict. As a large number
of variants of low frequency were detected within each sequenced library, it was not feasible to
carry out in-depth analysis of each individual variant identified. Therefore, a targeted approach
aimed at identifying the variants most likely to be clinically relevant was carried out. There are a
multitude of commercially available platforms which can be utilised for the analysis of sequencing
data, each with their own associated cost. These programs allow for the automated analysis of
sequencing data, including the majority of the in silico analyses included in this study (such as
Ingenuity Variant Analysis). However, due to the cost associated with the purchase of a licence and
cost per sample, this was deemed prohibitively expensive. This resulted in the need for manual

analysis of variants within each of the listed databases and in silico analysis programs

From this analysis, a large proportion (65%) of these variants were predicted to be benign or had
previously been illustrated to not be involved in the development of cancer. These public

repositories are a useful tool for the analysis of sequence variants, especially when such large

145 | Page



Chapter 5: Identification of variants in BRCA1/2 mutation-negative individuals with a family history of
breast cancer

numbers of variants of uncertain significance are identified within each sequenced individual. Of
note is that through this analysis, 7 variants were predicted to be pathogenic by all approaches,
however literature searches and ClinVar illustrated that functional validation of these variants had
illustrated that they were not involved in the development of cancer. This illustrates that despite
advances in the in silico prediction programs, there is still a need for confirmation of variant

pathogenicity with functional data.

From the analysis of the low frequency variants with in silico programs and database searches, 82
variants (identified in 84 individuals) were predicted to be pathogenic. The variants selected for
further analysis were predicted to be pathogenic by 3 out of 4 in silico programs utilised, or if they
had previously reported conflicting interpretations of pathogenicity. Through the analysis carried
out, it was observed that Align GVGD often did not align with the results obtained from the other
analysis programs. Often it determined variants as being of least concern when predicted to be
damaging by all other analyses (For example, NBN:c.2165G>C in Table 5.2). This analysis was carried
out for all variants identified, however it has only been optimised for a limited number of genes on
extensively sequenced genes (Tavtigian et al., 2008a, Fortuno et al., 2018). Therefore, the results
that are determined for most of the genes included on this panel are not stringently optimised.
Additionally, it is important to note that PolyPhen-2 is designed for the analysis of non-synonymous
polymorphisms, and as such is not beneficial for the analysis of nonsense and frameshift mutations

that have been identified within this study.

There is a range of programs that can be utilised for the assessment of low frequency missense
variants, with new programs constantly being released, such as CADD, REVEL, and MutationTaster
(Zhang et al., 2018b). However, as these programs were not available at the commencement of this
study in 2014, they were not included in the analysis pipeline. The pipeline utilised was based on a
range of published studies conducting similar research at the time, in addition to comprehensive
review articles (Duzkale et al., 2013, McCarthy et al., 2013, Thompson et al., 2013a, Damiola et al.,
2014). As a result, there are multiple programs which are now routinely used for predicting
pathogenic variants that have not been employed in this study. It would be interesting to carry out
variant analysis on this sequencing data with these updated prediction tools, to determine if the
predictive ability of these programs has significantly improved in the past 5 years, however this is

beyond the scope of this study.
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5.4.3.2 Identification of rare variants found in both BRCA1/2 mutation-positive and
mutation-negative individuals.

In order to eliminate variants which are less likely to be causative of breast cancer in this cohort, the
sequencing results obtained for the BRCA1/2 mutation-positive individuals were compared to those
obtained for the BRCA mutation-negative individuals. This comparison identified 5 variants that
were present in both cohorts. The rationale behind this comparison was that there is less evidence
that these mutations may be causative of the breast cancer in the BRCA1/2 mutation-negative
individuals if they are also present within BRCA1/2 mutation-positive individuals. The 5 variants
identified in both cohorts included EP300:c.6668A>C, EP300:c.6983C>T, NQO2c.86A>G,
NQO2:c.173G>A and PRKDC:c.8694C>T. With the exception of EP300:c.6668A>C, these variants
were all present in multiple individuals and had a MAF >2%, which is similar to that observed in
gnomAD. This further suggests that these variants may be rare, normal sequence polymorphisms,

rather than causative pathogenic mutations.

Whilst it cannot be ruled out that these variants may be involved in the multiplicative effect of low
susceptibility polymorphisms that result in hereditary breast cancer through a polygenic model, this
study was not sufficiently powered to detect such effects. Therefore, these variants were not

considered for further functional analysis.

5.4.3.3 Patients with no predicted pathogenic mutations

From the patient cohort included in this analysis, no predicted pathogenic mutations were identified
in 36 individuals. This does not mean that their cancer is not attributed to a hereditary component,
as there are additional genetic mechanisms that could be responsible for the development of their
cancer which have not been analysed in this study. One possible cause is the presence of pathogenic
mutations in BRCA1 or BRCA2 which were undetected in this screening method. Promoter
mutations, 5’ and 3’ UTR mutations and deep intronic mutations affecting splicing would not be
detected with this MPS targeted gene panel. It has been shown that promoter regions harbour
functional mutations at similar frequencies to coding sequences (Rheinbay et al., 2017), but are
often undetected due to their presence in GC-rich sequences. These sequences are not only difficult
to sequence with standard MPS approaches (Huppert and Balasubramanian, 2006, Wang et al.,
2011), but the downstream functional effect of any sequence changes is also difficult to predict
without comprehensive functional analysis. It should be noted that although the promoter

sequences of the genes were included in the sequencing panel, no pathogenic promoter mutations
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were identified from the pipeline used. Additionally, mutations within UTRs may affect microRNA
(miRNA) binding, either resulting in repression or over expression (Shen et al., 2008, Chang and
Sharan, 2012, Li et al., 2012), or affect mRNA stability and the ability of mRNA transcripts to load
onto ribosomes, affecting the downstream function of the produced transcript. Studies have
identified that BRCA1 and BRCA2 are the target of over 100 miRNAs (Chang and Sharan, 2012).
miRNAs have been shown to downregulate and even silence BRCA1, interrupting cellular processes
such as DNA damage repair and cell cycle checkpoint control (Petrovic et al., 2017). Three UTR
mutations were identified in BRCA1 in this study and were included in the list of 82 potentially
pathogenic variants found in the patient cohort. The functional significance of these variants has
not yet been investigated, however these variants may have the potential to affect BRCA1

expression and transcript stability which could play a role in cancer predisposition.

In addition to undetected BRCA1/2 mutations, it is also very possible that these individuals may have
inherited mutations within genes that have not been included in this study. This could include, but
is not limited to, genes that are also known to result in the development of a syndrome, and as a
result were excluded from this panel (e.g. PTEN and Cowden syndrome; MLH1, MSH2, MSH6 and
Lynch syndrome). These individuals may benefit from WES or WGS for a more detailed analyses of

their genetic makeup.

Furthermore, these cancers may be sporadic cases of cancer attributed to environmental factors,
especially in individuals with very low Manchester scores. As previously stated, 90% of breast cancer
cases are thought to be sporadic in nature. Therefore, in those individuals with very low Manchester
scores, it may be that there is not a hereditary component to their cancer. From the individuals
included within this patient cohort, 58% (78/133) had Manchester scores less than 20, with 19%
having Manchester score < 10 (25/133). There are a multitude of environmental factors and lifestyle
risks that have been shown to result in an increased incidence of cancer, and these may be the cause
of cancer within these individuals. As the development of cancer is a complex phenomenon, there
are many mechanisms which could be responsible for cancer observed in these mutation-negative
individuals, and while it is not feasible to look at all these mechanisms within one study, it is

necessary to understand the limitations associated with gene panel screening.
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5.4.4 Confirmation of variants by Sanger sequencing.

Validation of identified sequence variants via Sanger sequencing was carried out for the first two
sequencing runs. Through this, most sequence variants were confirmed (52/54 variants) in 65
individuals. There were two variants that were not confirmed from the initial sequencing run, which
were both attributed to errors associated with lon Torrent sequencing. The two variants that were
not verified were identified in the first sequencing run and were mainly identified due to user
inexperience and a lack of familiarity with the sequencing issues associated with lon Torrent
sequencing. The RFC4:c.35--36TA>CT variant was identified in 2 patients in the initial sequencing
run. This variant was predicted to result in a frameshift nonsense mutation, resulting in premature
termination of the RFC4 protein. This variant was present following a stretch of homopolymers
including 4 guanine nucleotides followed by 4 thymine nucleotides. One of the aforementioned
common sequencing errors associated with lon Torrent MPS is issues with correct base
determination in stretches of homopolymer bases, which is attributed to its terminator free
chemistry (Ross et al., 2013). This often results in incorrect incorporation of the incorrect number
of bases, with approximately 40% of the reads missing one of the G or T nucleotides within the
homopolymer stretch, resulting in what appeared to be a frameshift in these individuals. However,
confirmation by Sanger sequencing identified that these were false-positive variants within these
individuals. The second false positive variant identified was SLC19A1:c.522delG. This frameshift
mutation was identified in one individual in the initial sequencing run but was not confirmed by
Sanger sequencing. This variant is present within a highly GC-rich region (67.1%), which are
notoriously challenging to sequence, often with lower quality of sequencing and higher levels of
background noise (Yohe and Thyagarajan, 2017). From the knowledge gained from analysis of
subsequent sequencing runs, developing familiarity with the sequencing variants that appear in
multiple runs and learning the issues associated with the sequencing chemistry, these variants

would have been identified as most likely to be false positives.

5.4.5 Issues associated with variants of uncertain significance

The largest issue associated with these types of MPS studies is the large number of variants
identified within each patient, many of which have unknown clinical significance. From the patient
cohort analysed in this study, each individual had an average of 27 rare variants identified. Through
the analysis pipeline depicted in Figure 5.2, this was narrowed down to a list of 166 low-frequency

variants were predicted to be pathogenic. Further analysis condensed this list to 82 potentially
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pathogenic variants or variants of uncertain significance which required further validation. Despite
in-depth functional analysis, these variants remain in genetic purgatory, as their lack of clinical
application means that there is no benefit to the affected individuals. In order to report identified
mutations back to individuals, it is necessary for their role in cancer to be clearly demonstrated and
as such, VUS must be functionally validated. New gene editing technologies such as CRISPR/Cas9
(Doudna and Charpentier, 2014) (Hsu et al., 2014) and base editing (Gaudelli et al., 2017) are
revolutionising this field, however as it is still in its infancy, this is still a time-consuming process
which is often wrought with complications (refer to Chapter 6). As only clinically actionable variants
can be reported back to individuals, this process is not able to be carried out for the vast majority

of VUS identified within samples screened.

5.4.6 Variants of interest identified within the patient cohort.

5.4.6.1 Pathogenic PALBZ mutation.
A heterozygous PALB2 deletion (PALB2:c.3119delA) was identified in individuals SABC042 and

SABCO025. This variant was predicted to be pathogenic by all in silico analyses carried out, in addition
to being listed in both the COSMIC database and HGMD. Literature searches revealed that this
deletion had been shown to result in a frameshift, resulting in premature protein truncation
(Rahman et al., 2007, Antoniou et al., 2014). This deletion is located within the BRCA2 binding
domain of the PALB2 protein and affects binding and localisation of BRCA2 to sites of DNA damage.
As this variant is documented as pathogenic within the literature, this information was reported to
SA Pathology, which was in turn passed onto these individuals and their families with appropriate
counselling. Importantly, this discovery allows for cascade testing of the immediate family members

and more vigilant monitoring for those that harbour this pathogenic PALB2 deletion.

Interestingly, these individuals had Manchester scores of 34 and 15, with the latter falling below the
arbitrary cut-off for BRCA screening as recommended in the literature (Evans et al., 2004). If this
cut-off was strictly adhered to within the SA Familial Cancer service, this pathogenic mutation would
have been missed in this family. This emphasises the need to either lower the recommended value
for screening, switch to a different screening model or modify the MSS to include the likelihood of

mutations within other breast cancer susceptibility genes.
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5.4.6.2 UIMC1
The missense polymorphism UIMC1:c.1690T>C was identified in two patients, SABC007 and

SABCO013. This variant was not listed in HGMD or COSMIC, nor was it present within the literature.
This heterozygous variant was of low frequency within the general population as determined by
gnomAD (0.207%). A Z-test indicated the frequency of this variant was significantly increased this
patient cohort in comparison to the reference population (p=0.0257, Table 5.3). This sequence
variant was predicted to be damaging by all analysis methods used and lies within a highly conserved
zinc finger domain. This zinc finger domain has multiple functions including a role in DNA
recognition, which is necessary for its protein-protein interactions in addition to its nuclear
localisation (Yan et al., 2002). Importantly, this protein is known to form a protein complex with
BRCA1 for repair of DNA damage (Wang et al., 2007), in addition to recruiting BRCA1 and specific
ubiquitin structures to the sites of DNA damage (Sobhian et al., 2007). Additionally, a deletion of a
single amino acid within the UIM domain of UICM1 has been illustrated to result in reduced capacity
to repair DNA DSBS, leading to a significant increase in chromosomal abnormalities (Nikkila et al.,
2009). Whilst this mutation was identified within a different functional domain, the significance of
mutations within the remaining protein have not been investigated. Therefore, it is biologically
feasible that a mutation within this zinc finger domain may have a detrimental effect on DNA
damage repair and cell cycle checkpoint control. Based on this information, this variant warrants

further functional research.

54.6.3 ATM
The variant ATM:c.2119T>C was identified in the heterozygous state in 3 patient samples (SABC023,

SABC038 and SABC124). This variant was found to be listed in HGMD and COSMIC and is of a low
frequency within the general population. Analysis of the polymorphism using in silico prediction
programs showed that the sequence variant occurred within an area of low conservation across
multiple sequence alighments, is not located within any functional protein domains, and was
predicted to be benign or tolerated by all analyses. Despite these results, this missense variant has
been shown to be 5-times more prevalent in individuals with breast cancer than in the general
population (Dork et al., 2001). Furthermore, this variant has been described as a predisposition
mutation in both somatic and inherited breast cancers (Fletcher et al., 2010). The large scale analysis
carried out by Fletcher et al. (2010) analysed the frequency of several SNPs in ATM in 26,101 breast
cancer cases and 29,842 controls. This study found that ATM:c.2119T>C along with 4 other SNPs in
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ATM, can explain a small proportion of familial cancer risk. To date, no further large-scale studies
genotyping ATM in breast cancer cases and controls has been carried out, indicating that further

work is required to understand the role of this variant in breast cancer development.

Whilst there is circumstantial evidence to suggest that this ATM variant may be involved in breast
cancer predisposition, to date there has been no functional validation carried out on this variant.
The department of Molecular Medicine and Pathology has a long-standing interest in ATM and has
well-established wet-lab assays to determine ATM functionality. Therefore, this variant was selected

as one of potential future interest for functional studies.

5.4.6.4 HMMR

Mutations in HMMR have previously been associated with the development of inherited breast
cancer (Pujana et al., 2007). Previous work has demonstrated that HMMR associates in protein
complexes with BRCA1 and BRCA2 to control centrosome number and chromosome segregation.
Furthermore, HMMR is a substrate for BRCA1-BARD1 mediated polyubiquitination, in addition to

the BRCA1-HMMR interaction required for normal cell structure (Pujana et al., 2007).

The heterozygous HMMR:c.383C>G variant was identified and confirmed in 4 individuals (SABC053,
SABCO077, SABC099 and SABC105). This variant was not present within any of the population
frequency or clinical significance databases and was predicted to be pathogenic by all in silico
analysis programs used. This variant lies within a highly conserved chromosome segregation ATPase
domain, which is required for accurate replication and segregation of chromosomes during cellular
division. However, there has been loose support for the role of HMMR in the development of cancer,
with several studies illustrating cumulative effects from an HMMR mutation in individuals with
BRCA1 mutations (Maxwell et al., 2011), whilst others have not found any support for HMMR as
causative gene in hereditary cancer (Kalmyrzaev et al., 2008). Furthermore, studies have indicated
that perturbed HMMR function may be implicated in sporadic breast cancer, due to the
dysregulation of normal cell growth and motility (Maxwell et al., 2011). Due to the conflicting
evidence surrounding the involvement of this gene in cancer development, the number of
individuals with this VUS in the cohort, and the lack of presence in any databases, this variant is a

good candidate for functional validation.
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5.4.7 Conclusions

In summary, through the targeted sequencing of 51 genes in 131 individuals, a large number of
variants of low frequency were identified. Multiple in silico programs were used to identify the
clinical significance of these variants, however many variants of uncertain significance remained.
Whilst the evidence of pathogenicity of some variants was more compelling than others, it is still
not feasible to functionally validate the large number of mutations identified. Therefore, a small

subset of variants was selected for functional analysis.

Initially, the UIMC1, HMMR and ATM missense variants were all selected for functional validation,
however due to time constraints, functional validation was ultimately limited to UIMC1 (Refer to
Chapter 6). The predicted pathogenic nature of this variant, in conjunction with the function of
UIMCL1 in normal cellular processes indicates that a loss of normal function could be associated with
the development of inherited cancer and requires functional analysis through cellular models for

further understanding.
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6.1 Introduction
As described in Chapter 5, it is clear that there is a need to functionally validate predicted pathogenic
variants to determine their role in cellular function and in the development of cancer. Two
approaches were selected for functional validation in this study; mammalian expression plasmids
and CRISPR/Cas9 gene editing. As the process of functional validation is both time- and resource-

intensive, only one variant was selected for functional analysis, UIMC1 c.1690T>C.

6.1.1 UIMC1
UIMC1 (also known as RAP80) is a central component of the BRCA1-A complex along with Abraxas

and BRCA1 (Wang et al., 2007). This complex is required for regulating DNA damage repair and cell
cycle checkpoint control within the cell nucleus. UIMC1 contains several ubiquitin interaction motifs
(UIM), which interact with ubiquitinated proteins at the sites of DNA damage (Sobhian et al., 2007).
Furthermore, UIMC1 is also required for the recruitment of the BRCA1-Abraxas complex to the site
of DNA damage, where it further ubiquitinates additional proteins and is speculated to amplify
ubiquitination within the damaged region (Wang et al., 2007). As ubiquitination is a central
mechanism in the DNA damage response pathway, it is hypothesised that UIMC1 plays a pivotal role
to the maintenance of cellular integrity. Mutations within this DNA damage response pathway are
often critical events in carcinogenesis, and UIMC1 is a key member of this pathway (Ali et al., 2017,
Jin et al., 2019), with numerous studies showing that UIMC1 is integral for the accumulation of

BRCAL1 at sites of DNA damage (Sobhian et al., 2007, Wang et al., 2007, Yan et al., 2007a).

In addition to the involvement of UIMC1 in DNA damage repair, this variant was selected for
functional validation because it was identified in two individuals in this patient cohort. Whilst this
could support the hypothesis that this variant is associated with breast cancer susceptibility, as this
study was carried out on a small population within South Australia, it is also possible that these
individuals were related, and this variant is merely a rare polymorphism unique to this family. The
potential segregation of this variant was assessed through analysis of linked polymorphic STS

markers.

6.1.2 CRISPR/Cas9

Revolutionising the field of genome engineering, the CRISPR/Cas9 (clustered regularly interspaced
short palindromic repeats/CRISPR associated 9) system is a relatively recent development in

molecular biology which can be utilised for the precise editing of mammalian genomes (Jinek et al.,
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2012, Cong et al., 2013). Initially discovered as an adaptive immune response by bacteria and
Archaea, (Ishino et al., 1987), CRISPR-containing organisms acquire DNA fragments from invading
bacteriophages and plasmids before transcribing them into CRISPR RNAs (crRNAs). This results in
the generation of a sequence-specific fragment which is utilised for future resistance against
infection, using the crRNAs as a guide to direct cleavage of complementary invading DNA through
the nuclease activity of the Cas protein also encoded by the CRISPR loci. (Ishino et al., 1987,
Marraffini and Sontheimer, 2008, Hsu et al., 2014, van der Oost et al., 2014) The complex CRISPR
immune system functions through the cooperation of numerous diverse Cas proteins, which have
been divided into 2 major classes based on their mechanisms of action and their composition. Class
| systems involve RNA-guided target cleavage through a large complex of several effector proteins
(types |, Il and IV), whereas class 2 systems (type Il) only require one RNA-guided endonuclease for

cleavage (i.e. Cas9 in type Il) (Makarova et al., 2015).

6.1.2.1 Functionality of CRISPR/Cas9

The Cas9 nuclease of the type Il CRISPR system is the most widely used for genomic editing amongst
all Cas proteins. Target cleavage is guided by a duplex of two RNAs; the crRNA that recognises the
invading DNA through a 19bp complementary region and the tracrRNA that hybridises with the
crRNA and is unique to the type Il CRISPR system (Garneau et al., 2010, Jinek et al., 2012).
Revolutionary studies have shown that that the Cas9 nuclease, along with the crRNA-tracrRNA
duplex can be repurposed for genome editing, with the crRNA-tracrRNA duplex fused into a chimeric
single guide RNA (sgRNA) (Jinek et al., 2012, Cong et al., 2013, Jiang et al., 2013). This cas9-sgRNA
complex has the ability to bind DNA that complementary base pairs with the sgRNA and is adjacent
to a protospacer-adjacent motif (PAM) sequence (Figure 6.1a). Upon binding, the Cas9-sgRNA
complex induces cleavage 3bp downstream of the PAM sequence. Therefore, Cas9 is easily able to
be re-programmed to edit any genomic location containing a PAM sequence through modification
of the sgRNA sequence. There is a plethora of Cas9 orthologs that are present within a variety of
type Il CRISPR systems. The most commonly used Cas9 for genome editing is the CRISPR system
adapted from Streptococcus pyogenes. The SpCas9 is 1368 AA in length and has a simple PAM

sequence of NGG, or a weaker NAG, where N is any nucleotide (Wang et al., 2016).

As illustrated in Figure 6.1a, the Cas9 contains two nuclease domains. The HNH domain cleaves the
target strand of DNA (which has a sequence complementary to the sgRNA) and the RuvC nuclease

domain that cleaves the non-target DNA strand. Inserting a mutation into either of these domains
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results in a nickase Cas9 (nCas9) which is only capable of cleaving one strand of DNA (Figure 6.1b).
For more precise genome editing, pairs of nCas9s are able to be targeted to adjacent DNA sites,

resulting in a DSB only if both complexes are present at the target site (Ran et al., 2013a).
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Figure 6.1: CRISPR/Cas9 sequence specific genome editing A. Schematic of the Cas9 nuclease system modified
for targeted genomic editing. Recognises target DNA by 20 nucleotide (nt) complementary base-pairing
interaction between a sing guide RNA (sgRNA) and the targeted DNA strand. Cas9 also interacts with the
protospacer-adjacent motif (PAM) of the DNA target through the PAM-interacting domain at the c-terminus. Cas9
utilises two nuclease domains (HNH and RuvC) to cleave double stranded DNA 3bp downstream of the PAM site,
creating a DSB. The Cas9 nuclease lobe (NUC) contains the RuvC, HNH and Pl domains, while the recognition love
(REC) of Cas9 contains other regions that interact with the sgRNA-DNA duplex. B. The use of CRISPR/Cas9 in
genomic editing. (Top) The DSB generated by Cas9 activates the non-homologous end joining (NHEJ) or homology
directed repair (HDR) DNA repair pathways. NHEJ results in random indels at the target site, whilst HDR can be
used for targeted indels or desired mutations through homologous recombination with donor DNA. (Bottom) A
mutation within a nuclease domain of Cas9 results in a cas9 based nickase (nCas9) that cleaves only one strand of
DNA. The specificity of Cas9 genome editing can be enhanced significantly through using a pair of nCas9s that
target each strand of DNA at adjacent sites as both nCas9-sgRNA complexes must be present at the target site for
generation of DSBs (Modified from Wang et al. (2016)).
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6.1.2.2 Genome engineering with CRISPR/Cas9

Since its initial discovery, Cas9 has been used extensively in genome editing via two main processes;
DNA cleavage and DNA Repair (Figure 6.1b). The sgRNA directs Cas9 to a specific genomic locus,
where Cas9 results in a DSB, triggering DNA repair through cellular mechanisms such NHEJ and
homology-directed repair (HDR). NHEJ causes random indels at the site of the DSB and may result
in gene knockout through causing a shift in the reading frame or mutating a crucial region of the
encoded protein. HDR can be utilised to generate the desired sequence replacement at the site of
the DSB, through the use of a repair DNA template (Wang et al., 2016). This system has been used
in a variety of reverse genetics studies, allowing easy analysis of the role of various genes by

selectively disrupting its function with targeted modifications.

Retargeting the Cas9 protein is simple, via the creation of a new sgRNA that pairs with the desired
DNA targeting site adjacent to a PAM site (Doudna and Charpentier, 2014, Hsu et al., 2014). In the
instance of the S.pyogenes, the NGG PAM motif allows it to target, on average, every 8bp within the
genome, allowing the modification of almost any gene to be carried out (Cong et al., 2013, Doudna

and Charpentier, 2014, Hsu et al., 2014).

Genome engineering with the use of the CRISPR/Cas9 system has become such an incredibly fast-
paced field, with laboratories worldwide utilising this technology to further elucidate disease
mechanisms. The ability to introduce DSBs and specific mutations at defined positions has made it
possible to generate cell lines and primary cells containing deletions and point mutations resembling
those described in cancers (Doudna and Charpentier, 2014). This rapid modelling of genetic events
also allows for functional analysis of mutations of uncertain significance that are identified though
screening studies (Sanchez-Rivera and Jacks, 2015). The CRISPR/Cas9 system enables permanent
modification of single or multiple loci through either the stable or transient delivery of the required
CRISPR components. Mammalian cell cultures have been edited through transient transfection of
plasmid DNA encoding Cas9 and sgRNAs (Cho et al., 2013, Cong et al., 2013, Mali et al., 2013b), or
Cas9 ribonucleoprotein complexes (RNPs) (Kim et al., 2014, Lin et al., 2014b). Alternatively, CRISPR
components can be delivered via retroviruses or lentiviruses (Malina et al., 2013, Shalem et al.,
2014). Loss of function mutations rely on NHEJ, which often results in indels near the Cas9 cleavage
site, frequently leading to nonsense mutations. However, the introduction of a gain of function, or
specific point mutation requires the inclusion of an HDR template containing the desired mutation.

Once generated, cell lines carrying one or more mutations can then be tested using a multitude of
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in vitro assays to examine the effect of the mutations on cancer associated phenotypes. Examples
of this have successfully been carried out on cancer cell lines (Kuscu et al., 2017), primary cell lines
(Xu et al., 2018), patient derived xenographs (Behrmann et al., 2017), organoid cultures (Matano et

al., 2015) in addition to animal models and human embryos (Kang et al., 2016).

6.1.3 Aims and hypotheses

As UIMC1 is a key component of the BRCA1l-genome surveillance complex and plays a key role in
recruiting BRCA1 to the site of DNA damage, it is hypothesised that mutations within this gene which
render the protein non-functional will result in an increased susceptibility to the development of
breast cancer. It is hypothesised that cells lacking functional UIMC1 will be unable to, or show a
reduced ability to, repair DNA double stranded breaks, in addition to having altered cell

proliferation.

The aims of this chapter are to:
1. Determine if the two individuals with the UIMC1:c.1690T>C mutation are related via genetic
linkage analysis.
2. Generate CRISPR/Cas9 plasmids for the generation of the potentially pathogenic
UIMC1c.1690T>C variant, and for knockout of UIMC1 function in mammalian cell lines.
3. Create UIMC1-modified HEK293 and MCF10A cell lines for functional analysis, including

proliferation and ability to repair DNA double stranded breaks.
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6.2 Methods

6.2.1 Analysis of microsatellite repeats

The STS marker tool on the UCSC genome browser (https://genome.ucsc.edu/) was utilised to select

4 di- or tri-nucleotide repeats to be used for linkage analysis (Figure 6.2). Synthesised primers were
provided lyophilised (Integrated DNA Technologies (IDT), Singapore) and were subsequently
resuspended in sterile water at a final concentration of 100uM and stored at -20°C. Marker
sequences are listed in Appendix F. Markers were optimised using standard PCR conditions
(Appendix G). Once optimised, one oligonucleotide was replaced with a fluorescently labelled (FAM
or HEX) version. Samples were amplified and visualised using gel electrophoresis to confirm
amplification of a single amplicon. Samples were diluted 1:50 and sent to the SA Pathology DNA

Sequencing Facility for Fragment Analysis.
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Figure 6.2: Location of STS Markers selected for linkage analysis of individuals with identified UIMC1
polymorphisms. Approximate distance from UIMC1 is indicated.

6.2.2 Fragment analysis

For each sample, 1 uL of PCR product was combined with 0.15 uL ROX500 Size Standard (Life
Technologies) and 8.85 uL Hi-Di Formamide (Life Technologies). Samples were then resolved using
POP-7 polymer on the 3130x| Genetic Analyser (Life Technologies). Generated data was analysed
using Peak Scanner (v1.0, ThermoFisher Scientific). All fragment analysis was carried out by Mr.

Oliver Van Wageningen at the Flinders Sequencing Facility.

6.2.3 Functional validation of UIMC1
Functional validation of the loss of UIMC1 and the UIMC1:c1690T>C variant was carried out through

CRISPR/Cas9 editing. CRISPR/Cas9 Modification work was approved by the Flinders University
Biosafety Committee (Exempt Dealing #2017-02).
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6.2.4 Cell Culture Methods

For all cell culture experiments, HEK293 cells were seeded 24 hours prior to experimentation and
cultured using DMEM low glucose media (Sigma Aldrich) with 10 % FCS, L-Glutamine and Penicillin
and Streptomycin, unless specified otherwise. For all MCF10A experiments, cells were seeded 72
hours prior to experimentation and cultured using the MEGM Bullet kit (Lonza) with 100 ng/mL

Cholera toxin (Sigma-Aldrich) unless specified otherwise.

6.2.4.1 Puromycin Kkill curve

Puromycin concentrations for both MCF10As and HEK293s were optimised to determine the
concentration that would effectively kill all non-transfected cells within 72 hours. A puromycin kill
curve was carried out for each cell line with 0.1-5 pg/mL puromycin. Cells were seeded at a density
of 50000 cells and 100000 cells for HEK293 and MCF10A respectively. Cells were plated in triplicate
and incubated for 48 hours and 72 hours prior to the addition of puromycin media for HEK293 and
MCF10A cells respectively. Media containing varied concentrations of puromycin was added to the
cells and they were incubated in the IncuCyte® System (Essen Bioscience, Michigan, USA). Changes
in cell growth were captured every 2 hours for a 7-day period and overall confluence was measured.

Media containing puromycin was changed every 48 hours.

6.2.5 CRISPR Plasmids
Functional validation of the loss of UIMC1 and the UIMC1:c1690T>C variant was carried out through

CRISPR/Cas9 editing. CRISPR/Cas9 Modification work was approved by the Flinders University
Biosafety Committee (Exempt Dealing #2017-02). Three different plasmids were used for the
modification of mammalian cell lines. All plasmids were a generous gift from Professor Feng Zhang

(Broad Institute, MIT, USA) and were provided by Addgene (Massachusetts, USA)

6.2.5.1 Knockout plasmid
PX330-U6-Chimeric_BB-CBh-hSpCas9 encodes a Cas9 from S.pyogenes generated a double stranded

cut in target DNA. The plasmid map is provided in Appendix | and was provided in an agar stab

(Plasmid #42230) (Cong et al., 2013).

6.2.5.2 Nickase plasmid with puromycin selection

pSpCasIn(BB)-2A-GFP (PX461) is a cas9n (D10A nickase mutant) from S.pyogenes with the addition

of puromycin resistance for selection of transfected cells. This plasmid generated a single stranded
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cut in the target DNA. The plasmid map is provided in Appendix | and was provided in an agar stab

(Plasmid #62987) (Ran et al., 2013b)

6.2.5.3 Nickase plasmid with GFP selection
pSpCas9In(BB)-2A-GFP (PX461) is a cas9n (D10A nickase mutant) from S.pyogenes with the addition

of green fluorescence protein (GFP) for selection of transfected cells. This plasmid generated a single
stranded cut in the target DNA. The plasmid map is provided in Appendix | and was provided in an

agar stab (Plasmid #481040) (Ran et al., 2013b).

6.2.6 sgRNA and repair template design

An online CRISPR design tool was used to determine suitable target sites and assess predicted off-

target sites (www.crispr.mit.edu, last accessed 16 January 2018). Guide RNAs (sgRNAs) were

designed for two purposes:
1. for gene knockout, and

2. tointroduce the identified variant.

The PX330 plasmid was used for gene knockout and two sgRNAs were selected for each locus. The
PX461 and PX462v2.0 nickase plasmids were utilised as a pair for the precise cutting of single strands
of DNA, resulting in repair via a provided homology directed repair template. This template allowed
for the introduction of the specific variants of interest and modified the PAM sequence post-editing

to ensure the DNA was not cut again.

The following criteria were addressed when designing sgRNAs:
1. Presence of a 5'-NGG PAM sequence (for S.pyogenes) immediately preceding the 20
nucleotide sgRNA sequence.
2. Analysis for off-target editing sites.
3. The addition of a G nucleotide to sgRNAs lacking a 5’ G nucleotide which is required for U6

transcriptional initiation.

Guide RNAs were ordered with the following overhangs to enable ligation following digestion with
Bpil (Bbsl).

5 — CACCGNNNNNNNNNNNNNNNNNNN =3’
3 - CNNNNNNNNNNNNNNNNNNNCAAA -5’
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Targeted DNA modifications were carried out via a single stranded oligodeoxynucleotide (ssODN)

with a flanking sequence of at least 40 bp on each side that are homologous to the target region.

The ssODN was designed to introduce the desired base pair change, including the following criteria:
1. The site of modification is no further than 15-20 bp away from the nick site.

2. Homology arms are at least 50 bp in length either side of the site of modification.

All designed sgRNAs and ssODNs were ordered from IDT (Singapore) and provided lyophilised.

6.2.7 Generation of CRISPR plasmids to be used for targeted modifications

One microgram of required plasmid was digested with 2 pL FastDigest Bpil (concentration not
provided, ThermoFisher Scientific) in 1X FastDigest Buffer with the addition of 10 U Alkaline
Phosphatase (Calf Intestinal; New England Biolabs; NEB) in a final volume of 20 uL. Samples were

incubated at 37 °C for 45 minutes, followed by heat inactivation @ 80 °C for 20 minutes.

Digested plasmids were electrophoresed on a 0.8 % agarose gel containing GelRed and bands were
excised from the gel by visualisation on the Chemi-Doc Imaging System using the XcitaBlue™ filter
(Bio-Rad, California USA). Digested plasmids were purified with the QIAQuick Gel Extraction Kit
(QIAGEN, Refer to Chapter 2, Section 2.3.5.2). Purified products were quantitated using the
Nanodrop 1000.

Forward and reverse sgRNAs were diluted 1:1000 in annealing buffer (10 mM Tris-Buffer, 50 mM
NaCl, 1 mM EDTA), followed by combining at equimolar concentrations. Serial dilutions of the sgRNA
pairs were carried out at concentrations of 500 nM, 5 nM and 50 pM. sgRNAs were heated at 95 °C
for 10 minutes, following which the heating block was switched off and samples were equilibrated
to room temperature (4-12 hours). Eight and a half microlitres of annealed sgRNAs were
phosphorylated through the addition of 100 U T4 Polynucleotide Kinase (PNK; NEB) and 1X T4

ligation buffer (NEB) in a final volume of 10 uL. Samples were incubated at 37 °C for 30 minutes.

Two hundred nanograms of Bpil-digested gel-purified plasmid, 3 pL annealed and phosphorylated
sgRNAs (at various dilutions), 1 X Quick Ligase Buffer (NEB), and 1 pL Quick Ligase (concentration
not provided; NEB) were combined in a final volume of 15 uL. Samples were incubated at 16 °C for

12-16 hours in a Veriti Thermocycler then stored at -20 °C until required.
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DH5a competent cells (50 pL) were defrosted on ice and added to pre-chilled 1.5 mL microfuge
tubes, along with 7.5 uL of ligation reaction. Reactions were gently mixed and incubated on ice for
20 minutes. Samples were heat shocked at 42 °C for 45 seconds and placed back on ice for a
subsequent 5 minutes. One hundred microlitres of pre-chilled SOC media was added to each
reaction, and samples were incubated at 37°C in shaking incubator (@200 rpm) for 45 minutes.
Following incubation, the entire 150 ulL reaction was streaked onto LB agar plates containing 100
pug/mL Carbenicillin (Sigma-Aldrich). Plates were incubated overnight at 37 °C. The number of

colonies were counted for each treatment post-incubation.

Standard PCR was carried out (refer to Chapter 2, Section 2.3.3) in order to screen colonies for
insertion of the sgRNA (Refer to Appendix F for primer sequences, and Appendix G for cycling
conditions). PCR template consisted of colony cells resuspended in 10 pL of MilliQ water. Amplified
products were electrophoresed on a 1.5 % agarose gel containing GelRed. The presence of a product
in the guide specific PCR combined with the absence of a product in the Bbs/ cut site-specific PCR
was used to indicate the successful incorporation of the sgRNA. Colonies which were positive by

PCR were then Sanger sequenced to ensure sgRNAs were incorporated in the correct orientation.

Cultures were generated by inoculation with positive colonies and were incubated overnight in LB
media with 100 pg/mL Carbenicillin at 37 °C with shaking (200 rpm). Plasmid DNA was extracted
with the QIAGEN Plasmid DNA purification Kit (Midi) as per the manufacturer’s protocol.

6.2.8 Targeted modification of mammalian cells with CRISPR/Cas9

6.2.8.1 Transfection with Lipofectamine 2000

HEK293 cells were seeded into 24 well plates (Corning) 24 hours prior to transfection at a density of
140,000 cells per well. MCF10A cells were seeded into 24 well plates (Corning) 72 hours prior to
transfection at a density of 250,000 cells per well. Cells were transfected with 500 ng plasmid and
10 uM HDR template with Lipofectamine 2000 (Life Technologies) following the manufacturer’s
recommended protocol. Cells were then incubated at 37 °C, 5 % CO; for 24 hours and media changed

to DMEM or MEGM (- antibiotics) post-transfection.
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At 48 hours post-transfection, cells were selected for successful transfection with CRISPR/Cas9
plasmids through either fluorescence and cell sorting, or puromycin selection. Subsequently, cells

were screened for gene modification as outlined in Section 6.2.9

6.2.8.2 Transfection via Nucleofection

HEK293 cells underwent electroporation-based transfection method (termed nucleofection) using
the Amaxa 4D-Nucleofector™ X Unit (Lonza). Nucleofection protocols were optimised as per the
manufacturer’s instructions. 1x10° cells per cuvette were transfected with the Amaxa 4-D
Nucleofection Kit V (Protocol number D4XC-2002_2011-09). Cells were transfected with a total of 1
ug or 3 ug DNA (for pmaxGFP and PX461/PX462/PX330 plasmids respectively) and incubated in a 6-
well plate for 24 hours. Cells underwent puromycin selection and were screened for gene
modification as outlined in Section 6.2.9. Cells were transfected with a range of protocols,

predominantly the pulse protocols A-023 and D-023.

6.2.9 SURVEYOR™ assay and sequencing analysis for confirming gene modification

Following puromycin selection, the viable cell population was screened for successful gene
modification using the SURVEYOR assay (Figure 6.3, IDT, Singapore). One thousand cells were taken
from each treatment and washed with PBS and resuspended in 30 pL MilliQ water. An aliquot of
cells was incubated at 98 °C for 10 minutes to lyse cells prior to PCR amplification. Genomic regions
containing the CRISPR target sites for both the knockout and point mutation were PCR amplified.
Products were visualised on 1.5 % agarose gel containing GelRed and were combined with the PCR
product generated from the wildtype sequence for the region and subjected to re-annealing
(incubation at 95 °C for 10 minutes and allowed to cool to room temperature) to enable
heteroduplex formation. Following re-annealing, products were treated with SURVEYOR nuclease
and SURVEYOR enhancer S (IDT) following the manufacturers recommended protocol. Samples
were analysed on a 2 % agarose gel containing GelRed. Quantification was based on relative band
intensities. Samples which displayed multiple bands were subjected to Sanger sequencing for

confirmation.
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Figure 6.3: Workflow of the SURVEYOR mismatch cleavage assay. Genomic DNA was extracted from a population of
cells that were subjected to CRISPR modification. PCR amplification was carried out using primers that flank the target
site of modification. Denaturation and re-annealing of the PCR products results in the generation of a mixed population
of homo- and hetero- duplexes. The fragments were treated with SURVEYOR nuclease and SURVEYOR enhancer S which
cuts only the heteroduplexes. Cleavage products were visualised by agarose gel electrophoresis.

6.2.10 Generation of monoclonal cell lines

Cell populations were serially diluted and plated at a density of 75 cells/10 mLin a 96 well plate with
conditioned DMEM media. Cells were incubated at 37 °C, 5 % CO; for 2-3 weeks, and visually
examined for the growth of monoclonal cell populations, taking note of any wells with multiple

populations.

Cells were passaged at 3-4 weeks and transferred to 24 well plates before being taken for gene
modification analysis. Cells were continually cultured until confluent in 6 well plates and then frozen

down following the methods outlined in Section 2.4.3.
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6.2.11 Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE) and
western blotting

The recipes for all buffers required for SDS-PAGE and western blotting are detailed in Section 2.5.4

of this thesis.

6.2.11.1 Preparation of total cell lysates for SDS-PAGE

To prepare a total cell lysate for analysis of protein expression by western blot, 1x107 cells were
placed in a sterile microfuge tube, washed twice in 1 mL PBS (500 x g, 5 minutes) then resuspended
in 1 mL Pierce’s RIPA Buffer (ThermoFisher Scientific) and 1X HALT Protease Inhibitor (ThermoFisher
Scientific). Cells were incubated on ice for 10 minutes and then lysed using 3 cycles of sonication (75
% power; 5 second bursts with a 1-minute rest on ice between bursts) using a Branson B12 Sonifier
(Branson Sonic Power, Danbury USA). The lysate was incubated for 15 minutes then centrifuged at
13000 x g for 5 minutes at 4 °C to remove debris. The supernatant containing the soluble proteins

was removed and transferred to a sterile microfuge tube.

6.2.11.2 Protein concentration determination

The protein concentration of individual samples was determined using the EZQ™ Protein
Quantitation kit (ThermoFisher Scientific) as per the manufacturers’ instructions. A standard curve

using BSA was used to determine the sample concentration.

6.2.11.3 1D-SDS PAGE

Total protein from each sample (10 pg) was combined with 1X Reducing Laemmli Buffer + 0.05 % B-
mercaptoethanol. Samples were heated to 95 °C for 5 minutes in a heating block and were
centrifuged at 13,300 x g for 5 minutes. The supernatant was loaded into a Mini-PROTEAN SDS PAGE
stain free gel (Bio-Rad) and electrophoresed in 1X SDS-PAGE running buffer. A broad range (10-250
kDa) Precision Plus Protein standard (Bio-Rad) was used to estimate the size of products. The gel
was electrophoresed at 220 V for 30 minutes in a Bio-Rad Mini Protean Il gel electrophoresis system.
Gels were removed from the support and visualised using the Bio-Rad ChemiDoc™ Touch (Bio-Rad)

prior to transfer.

6.2.11.4 Transfer and western blotting

A 0.2 um PVDF-transfer membrane (Bio-Rad) was soaked in methanol and the membrane and
blotting pads were soaked in 1X transfer buffer for 3 minutes before beginning transfer. The

membrane was placed over the polyacrylamide gel within the transfer cassette and was sandwiched
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between 2 blotting pads. Excess buffer, overhanging gel and any bubbles were removed prior to
locking the cassette and placing it in the Trans-Blot® Turbo™ Transfer system (Bio-Rad). Transfer
was performed at 25 V, 1.0 A for 30 minutes. Once transferred, both the gel and membrane were

visualised using the ChemiDoc Touch to ensure successful transfer had occurred.

Following transfer, the membrane was placed in blocking buffer and was incubated at 4 °C overnight
with shaking. The blocking buffer was subsequently removed, and the membrane was incubated
with Anti-UIMC1 rabbit monoclonal primary antibody (AbCam; ab124763) diluted 1:10000 in Ab-
diluent. The membrane was incubated overnight at 4 °C with shaking in the dark. The membrane
was washed (3 x 10 minutes) in wash buffer and incubated with donkey anti-mouse horseradish
peroxidase secondary antibody (Sigma-Aldrich) diluted 1:10000 in Ab-diluent for 1 hour with rocking
at RTin the dark. The membrane was then washed with wash buffer (1 x 15 minute and 2 x 5-minute
washes) then 1 x 5-minute wash in TBS. Following the final wash, the membrane was incubated with
2 mL SuperSignal West Pico Chemiluminescent substrate (ECL reagent; ThermoFisher Scientific) for
5 minutes in the dark. Antibody-antigen complexes were visualised on the ChemiDoc Touch System

and analysed using the ImageLab software (Bio-Rad).

6.2.12 Irradiation of cells

Cells were passaged and plated 48 hours prior to irradiation. Cells were plated at 5X10° cells per T75
flask, with 7 flasks plated per cell line. Cells were irradiated using the X-RAD 320 (Precision X-Ray,
Connecticut, USA) in the Flinders Medical Centre Animal House by Ms. Isabell Bastian (College of
Medicine and Pubic Health). Cells were either exposed to 2 Gray (Gy) irradiation, (65cm from source,
300 Kiloelectronvolts (KeV), 13 milliampere (mA)) or sham irradiated over a period of 52 seconds.
Following irradiation, cells were incubated at 37 °C, 5 % CO, until the appropriate time point for

analysis (1, 4- and 24-hours post irradiation).

6.2.13 Analysis of dSDNA damage repair capabilities through yH2AX analysis

The ability to repair DNA double stranded breaks in cells was assessed via phosphorylation of the
H2A histone family member X (yH2AX) using a modified version of the method developed by Ms.
Marie Lowe (College of Medicine and Public Health, Flinders University). In brief, cells were rinsed
with PBS and trypsinised as outlined in Section 2.4.2. Cell viability was assessed via Trypan blue
exclusion assay. Cells were centrifuged at 700 x g and supernatant was aspirated. Cell pellets were

resuspended in pre-chilled fixation solution and incubated for 20 minutes on ice. Cells were
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centrifuged at 700 x g, resuspended in PBS and gently vortexed to remove PBS. Cells were
resuspended in PBS and stored at 4 °C for a maximum of 3 days to allow for batch processing of cells

at all time points.

Cells were pelleted and resuspended in permeabilization buffer, vortexed gently and incubated at
RT for 15 minutes. Cells were spun at 700 x g and supernatant was aspirated, resuspended in
blocking solution and incubated at 37 °C for 30 minutes. Cells were centrifuged at 700 x g,
supernatant was aspirated, and cells were washed with PBS twice. Cells were incubated in 30 ng
FITC conjugated anti-phospho-histone H2AX (serine®*®; Millipore) antibody, diluted in blocking
buffer for a minimum of 1 hour in the dark. Excess antibody was removed though washing with PBS.
Cells were prepared for imaging flow cytometry by resuspension in PBS containing 5 mM EDTA. Prior
to imaging, cells were subjected to needle aspiration and 20 ng 4’,6-Diamidino-2-phenylindole
dihydrochloride (DAPI; Sigma Aldrich) was added for staining of cell nuclei. Cells were imaged using
the ImageStream®X Mark | (ISX; Amnis Corporation, Merck-Millipore, Seattle USA). Images between
500 and 1000 cells were acquired at 60X magnification with extended depth of field (EDF) using the
405 nM and 488 nM excitation lasers set to 50 mW and 100 mW respectively.

6.2.14 Analysis of cell images and calculation of yH2AX foci number in cells.

Gamma H2AX foci were quantified in 500 — 1000 images of cells captured with the Inspire™ imaging
flow cytometry software using method outlined in Parris et al. (2015). In brief, the Ideas™ software
applies a series of pre-defined building blocks which first identifies cells that are in focus, followed
by single cells based upon cell area and aspect ratio. The in-built spot counting wizard requires user
defined populations of cells with very few foci (<3) and high foci numbers (>10). These defined
populations are used to count the number of foci in each cell for the whole population of cells.
Histograms detailing the number of observed foci, plus the mean +/- standard deviation was

obtained for each biological replicate.

6.2.15 Analysis of cell proliferation

For assessment of the growth rate of CRISPR/Cas9 cell lines, cell growth and cell proliferation were
analysed. Cells were seeded at a starting density of 5000 in quadruplicate in a 24 well plate. Cells
were visualised using an Olympus CKX400 inverted microscope at 100X magnification. The number
of cells observed within a defined 25 mm? window in each well was counted, and cell confluence

was estimated. Cells were counted every 24 hours for 7 days.

169 | Page



Chapter 6: Functional validation of predicted pathogenic U/IMCI variant

6.2.16 Statistical Analyses

All statistical analysis was performed using GraphPad Prism version 8.0 for windows (GraphPad
Software, California USA). All statistical tests used are indicated in the appropriate figure legend,
with the Two-way ANOVA and multiple t-test analyses corrected with Tukey adjustments for
multiple comparisons. A p-value of less than 0.05 was considered significant for all statistical

calculations.
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6.3 Results

6.3.1 Individuals carrying the same UIMC1 variant are most likely not related

The ¢.1690T>C variant detected in UIMC1 is present at a higher frequency in this population
(0.833%) than the allele frequency as expected from gnomAD (0.207%). Given that these samples
are de-identified, and all individuals came from a relatively small population within South Australia,
it is possible that the individuals are related, and this variant may be inherited through a common
ancestor. This would not necessarily invalidate this variant as being involved in the development of
the breast cancer in both individuals, but it would be informative to establish the likelihood of

relatedness between these individuals.

To determine if these individuals are related, analysis of 4 polymorphic markers was carried out for
both the UIMC1-mutated individuals and a subset of control individuals who do not carry the UIMC1
variant. Examples of marker zygosity are indicated in Figure 6.4 and Figure 6.5 for homozygous and
heterozygous samples respectively as determined by the Peak Scanner program. Results from

analysis of four markers surrounding UIMC1 (as illustrated in Figure 6.2) are shown in Table 6.1.
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Figure 6.4: Peak Scanner image generated from the fragment analysis of STS marker D552034 for individual
SABCO091. The single shaded green peak indicates a homozygous allele size of 210bp for both alleles. The
surrounding peaks are stutter bands. Size (bp) indicated along the x-axis, with intensity indicated along the y-axis.
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Figure 6.5: Peak Scanner image generated from the fragment analysis of STS marker D552006 for individual

SABCO091. This individual is heterozygous, with two different sized alleles detected in this sample. The generated
products were 145bp and 154bp. The surrounding peaks are stutter bands. Size (bp) indicated along the x-axis, with
intensity indicated along the y-axis.

Table 6.1: STS Marker Analysis for D55211, D552034, D552030 and D552006 for individuals carrying the same
polymorphism in UIMC1. Two individuals with the same predicted pathogenic polymorphism were screened, in
addition to control individuals in which the variant was not detected. Sizes are indicated in base pairs (bp). Sizes
that are present in multiple individuals (<3 samples) are highlighted in blue and green, with the different colours
grouping the different marker sizes together.

Patient ID D5S211 D5S52034 D5S52030 ‘ D5S52006

| Allele1  Allele2 | Allelel  Allele2 | Allelel  Allele2 | Allelel  Allele?2

UIMC1:c.1690T>C

SABC007 194 194 216 208 175 177 152 152
SABC013 190 194 217 210 173 175 157 145
SABC023 190 194 210 210 171 173 154 154
SABCO076 186 190 210 205 173 173 154 145
SABC124 190 194 210 205 173 175 152 145

The individuals with the same detected polymorphisms shared similarities in only 2 of the 4 markers
analysed. Both individuals with the UIMC1 variant carried a chromosome containing a repeat length
of 194bp for marker D55211, as did 2 of the 3 controls analysed. A similar situation was observed
for the other marker that the individuals carrying the UIMC1 variant had in common, a 173bp allele
at marker D552030. Of significance is that the individuals carrying the UIMC1 variant did not have
any alleles in common for markers D552034 and D5S2006, therefore it is unlikely that these
individuals carry the same chromosome 5 (on which UIMC1 is located). From these results it is most
likely that these individuals are not closely related, and that the UIMC1 variants arose
independently. Further work, including analysis of phase is required to determine if the markers of
identical length are located on the same chromosome in both individuals. Additionally, analysis with

more polymorphic markers in conjunction with analysis of microsatellites that are located closer to
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UIMC1 would also be beneficial for this analysis in order to clearly rule out relatedness between

these individuals.

6.3.2 sgRNA design for CRISPR/Cas9 gene editing

6.3.2.1 UIMC1:c.1690T>C
A pair of sgRNAs were designed through the MIT Zhang Lab sgRNA design tool to introduce the

identified UIMC1:c.1690T>C variant identified in exon 13 of UIMC1. The pair of sgRNAs, HDR

template and introduced mutation are illustrated in Figure 6.6.

3'CTT TGG GTT CTT CAG CCT CTG CTG CCA CTT CCC CTC CAC AGT TGA ACA TGC TCT

5’GAA ACC CAA GAA GTC GGA GAC GAC GGT GAA GGG GAG GTG TCA ACT TGT ACG AGA
K P N K L R Q Q W K G E v S T C A R

3’TCC ACT CCC TTC AGG TCC ATC TCC TTG GTC AGC CTT TGC AAG CTG GAG ACA GGA
5" AGG TGA GGG AAG TCC AGG TAG AGG AAC CAG TCG GAA ACG TTC GAC CTC TGT CCT

G S G E P G D G Q D A K A L Q L Cc S
AGG TCC ATC TCC TTG GTC AGC CTT TGC AAG CTG GAG ACA GGA

3’ GTC CAC ATG ACA CTG ATA CTC TCT AAA TGG GAC CAG GTG GGA TTT ACA GAG GTA/G

5 CAG GTG TAC TGT GAC TAT GAG AGA TTT ACC CTG GTC CAC CCT AAA TGT CTC CAT/C
D v H C Q Y E R F P v L v S K C L Y/H
GTC CAC ATG ACA CTG ATA CTC TCT AAA TGG GAC CAG GTG GGA TTT ACA GAG GTG

3"ACA CTT CTC ATT CCT ATC CAA TAA GAA AAA AGG AAG AAA ACA CAG TTT TAA GAT

S’EET GAA GAG TAA GGA TAG GTT ATT CTT TTT TCC TTC TTT TGT GTC AAA ATT CTA
C K E (End of Exon 13)

ACA CTT CAG CTC ATT CCT ATC CAA TAA GAA AAA AGG AAG AAA ACA CAG TTT TAA

3’GTG CTT TTG CCT CTG GGC CCC TGG ATA TGT CTC AAA TTG TGT TTT TAC GTC GCA 5/
5’CAC GAA AAC GGA GAC CCG GGG ACC TAT ACA GAG TTT AAC ACA AAA ATG CAG CGT 3’
G

Figure 6.6: UIMC1 exon 13 and neighbouring intron sequence annotated with paired sgRNAs for CRISPR/Cas9 editing
with PX461/PX462v2.0 plasmids Sequence reads in 3’ to 5’ orientation, designed sgRNA sequences indicated in bold and
underlined, PAM sequence indicated in purple UIMC1:c.1690T>C variant indicated in red with reference allele and
mutation indicated respectively. Homology directed repair sequence indicated in green, and protein sequence indicated
in blue.

6.3.2.2 UIMC1 knockout
Guide sgRNAs were designed using the Zhang Lab sgRNA design tool (www.crispr.mit.edu, last

accessed 16 January 2018) to introduce a nonsense mutation early within the coding sequence.
UIMC1 has 15 exons, and the sgRNAs for gene knockout were designed to lie within exon 2 of the
gene. In addition, a knockout sgRNA was also generated for exon 13 of UIMC1 to determine the

effects of a variant resulting in premature truncation of the last 2 exons. The identified
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UIMC1:c.1690T>C variant is present within a zinc finger like domain of UIMC1, the role of which is
poorly understood. Whilst this variant is not expected to result in the premature truncation of the
UIMC1 protein, it does introduce an amino acid change within a highly conserved zinc finger region.
This method may allow us to further understand the functional significance of not only the identified
variant, but also this zinc finger like region within UIMC1. The location of the designed sgRNAs within

UIMC1 are illustrated in Figure 6.7.
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Figure 6.7: sgRNAs designed for knockout of UIMC1 function using Zhang Lab CRISPR/Cas9 tool. Ideogram of UIMC1 from UCSC genome browser indicated in panel above with exons annotated
as solid bars, and introns as dashed lines. Several splice variants of UIMC1 can be seen, with the gene containing 15 exons. UIMC1 knockout carried out within both exons 2 and 13. The location
of these two exons is indicated at the very top of the image. A) Knockout sgRNA designed for exon 13 shown in purple. Variant of interest is highlighted in red and all PAM sequences are

underlined in orange. B) UIMC1 knockout sgRNAs designed for exon 2, shown in blue and green.
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6.3.3 Generation of CRISPR/Cas9 plasmids with successful incorporation of sgRNAs.
The methodology for generating CRISPR/Cas9 plasmids containing the sgRNA inserts required

extensive optimisation, including:
e Utilising various isoschizomers of the Bbsl/ restriction enzyme (Bbsl, Bpil, FastDigest Bpil)
e Variable incubation times for plasmid digestion (15 mins — 12 hours)
e Two different methods of plasmid purification (Gel extraction, Ethanol precipitation)
e Multiple annealing buffers (T4 Ligation Buffer, Sigma Annealing Buffer and IDT Duplex
Buffer)
e Variable heating and cooling ramping times for the annealing of sgRNA complexes
e Various ligation kits, concentrations of reagents and ligation times for ligation of sgRNA
complexes and digested plasmids; and
e Different batches and types of competent cells for transformations (Stbl3 and DH5a
competent cells)
Following this extensive optimisation process, plasmids containing the sgRNAs of interest were
obtained (Figure 6.8). PCR products were Sanger sequenced to verify the sgRNA was incorporated

into the plasmid in the correct orientation (Figure 6.9).
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Figure 6.8: Colony PCR to screen CRISPR plasmids for incorporation of sgRNAs into PX461 and PX462v2.0 plasmids.
Lanes 17,28; NEB 100bp ladder. Lanes 1-6; PX461 plasmid, sgRNA-A, Lanes 7-13; PX462v2.0 plasmid, sgRNA-A, Lane
14; PX461 No insert, Lane 15; PX462v2.0 no insert, Lane 16; Water, Lanes 18 -20; PX461 plasmid, sgRNA-B, Lanes 21-
26; PX462v2.0 plasmid, sgRNA-B, Lane 27; Water
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Figure 6.9: Chromatogram traces indicating sequence confirmation of incorporation of sgRNAs into CRISPR/Cas9 PX462
and PX330 plasmids. The 19bp location of edit in underlined with blue line in all panels. All traces in the forward direction
and sequenced using the U6 promoter primer. Identical results obtained for the reverse sequence (data not shown) A.
Wildtype PX462 plasmid with bbs/ cut sites intact. B. PX462 plasmid with guide A introduced for edit in exon 13 of UIMC1. C
PX462 plasmid with guide B introduced for edit in exon 13 of UIMC1. D. PX330 plasmid with guide A introduced for
frameshift/knockout mutation in exon 2 of UIMC1. E. PX330 plasmid with guide B introduced for frameshift/knockout
mutation in exon 2 of UIMC1.

177 |Page



Chapter 6: Functional validation of predicted pathogenic U/IMCI variant
6.3.4 Assessment of normal proliferation of mammalian cell lines

Prior to performing any manipulations on both the HEK293 and the MCF10A cells, ‘normal’ growth

curves were established to determine the effect of introduced mutations on cell proliferation rates.

6.3.4.1 HEK293 growth curve

HEK293 cells were initially seeded at a density of 120000 cells and were in exponential phase until
reaching a plateau at 72 hours (Figure 6.10). Cells for all experiments were plated 48 hours prior to

experimentation as determined by the optimal time for cell growth from this analysis.
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Figure 6.10: HEK293 growth curve over 7 day as determined by trypan blue staining. n=3. Mean cell count +/-
standard deviation. Cells were initially seeded at a density of 12000 cells per well and counted every 24 hours.
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6.3.4.2 MCF10A growth curve
MCF10As are a slow growing cell line, with cells not reaching a plateau, even after being cultured
for 17 days (Figure 6.11). Hence, cells were seeded at a higher starting density for all experiments

(double that of HEK293 cells) and cultured for 72 hours prior to all experiments.
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Figure 6.11: MCF10A growth curve over 17 days as determined by Trypan blue staining. n=3. Mean cell count +/-
Standard deviation. Cells were initially seeded at a density of 12000 cells per well and counted every 48 hours.

6.3.5 Assessment of optimal concentration of Puromycin for selection post
CRISPR/Cas9 transfection

The PX462v2.0 CRISPR/Cas9 plasmid allows for the selection of successfully transfected cells
through resistance to puromycin. Therefore, it was necessary to determine the optimal

concentration of puromycin to kill cells which do not have puromycin resistance within 72 hours.
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6.3.5.1 HEK293 puromycin kill curve

Based on the literature, a varying range of puromycin concentrations were recommended for
selection of HEK293 cells (0.5 pg/mL — 2 ug/mL puromycin) over a period of 2-7 days. Cells were
seeded at a density of 50000 cells 48 hours prior to applying various concentrations of puromycin
onto cells. Cell confluence was measured via the IncuCyte. From the growth curve presented in
Figure 6.12, 1 ug/mL, 2 ug/mL and 3 pg/mL puromycin all resulted in high numbers of cell death by
72 hours (Range: 7-15 % confluent cells) by 72 hours. The concentration of 3 pg/mL was selected as

it resulted in the greatest decrease in cell confluence by 72 hours.
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Figure 6.12: HEK293 Puromycin curve over 7-day period. n=12. Cells seeded at initial density of 50000 cells and
treated with various concentrations of puromycin ranging from 0 pg/mL to 3 pg/mL in media as recommended by
literature. Media changed every 48 hours. Cell confluence measured every 2 hours using the IncuCyte.

6.3.5.2 MCF10A puromycin kill curve

From literature searches, a range of puromycin concentrations (0.2 pg/mL — 3 pg/mL) were
recommended for the selection of MCF10A cells (4-7 days). Cells were seeded at a starting density
of 100000 cells 72 hours prior to applying various concentrations of puromycin (0 pg/mL—5 pg/mL)
and cell death was visualised via the IncuCyte for 7 days. The growth curve illustrated in Figure 6.13
showed that 5 pg/mL puromycin was a toxic concentration and resulted in rapid death of the

MCF10A cells (as measured by a decrease in cell confluence). Furthermore, 1-3 ug/mL puromycin
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resulted in a decrease in cell confluence to >10 % following 72 hours selection. Due to the sensitive
nature of the cells, and the similar confluence values observed per concentrations, 1 pg/mL

concentration was selected for future work.
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Figure 6.13: MCF10A Puromycin kill curve over 7-day period. n=12. Cells seeded at initial density of 100000 cells and
treated with various concentration of puromycin ranging from 0 pug/mL to 5 pg/mL in media as recommended by
literature. Media changed every 48 hours. Cell confluence measured every 2 hours using the IncuCyte.

6.3.6 Determination of transfection efficiencies of mammalian cell lines using GFP
plasmids in conjunction with Lipofectamine2000

Transfection efficiencies for both MCF10A and HEK293 cell lines were determined with the PMAX
plasmid (3486bp, Lonza) and PX461 Plasmid (9289bp).

6.3.6.1 HEK293

HEK293 cells were utilised as a positive control for all CRISPR/Cas9 experiments as they are known
to have a high transfection efficiency. Cell transfection concentrations and timepoints were
optimised using the pmaxGFP plasmid (Lonza) optimising both Lipofectamine 2000 concentrations
and plasmid concentration, in addition to incubation length. The transfection efficiencies (Figure
6.14) and cell viabilities following transfection (Figure 6.15) were determined via fluorescence and
trypan blue respectively.
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From the analysis of the various time points, it was evident that an increase in the length of
transfection resulted in an increase of GFP+ cells (Figure 6.14; 87.5% GFP+ cells after 24-hour
transfection). It was determined that 24 hours was the ideal length of time for successful
transfection, with minimal cell death in HEK93 cells. However, greater concentrations of plasmid for
the increased period of time (24 hours) resulted in greater cell death (Figure 6.15). Therefore, 0.5
ug plasmid was used for future transfections to prevent excessive cell death. Minimal differences in
cell viability or transfection efficiency were observed between the two Lipofectamine
concentrations, therefore the 2 L Lipofectamine 2000 concentration was utilised for all future

experiments following the manufacturer’s recommendations.
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Figure 6.14: Determination of optimal transfection protocol for HEK293 cells using Lipofectamine2000 and pmaxGFP
plasmid. n=3. Incubation time (4, 12 and 24 hours), plasmid concentration (0.25 pg, 0.5 pg and 1 pg) and Lipofectamine
volumes (L2000; 1 pL and 2 plL) altered to determine optimal conditions for HEK293 transfection. Cells seeded at density
of 140000 and plated for 24 hours prior to transfection. Transfection efficiencies determined by % of GFP expressing cells
as visualised using the EVOS fluorescent microscope and quantified using Image) software. Mean +/- standard deviation.
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Figure 6.15: Cell viability of HEK293 cells following transfection with Lipofectamine 2000. n=3. Incubation time (4, 12 and
24 hours), plasmid concentration (0.25pug, 0.5pug and 1ug) and Lipofectamine volumes (L2000; 1uL and 2uL) altered to
determine optimal conditions for HEK293 transfection. Cells seeded at density of 140000 and plated for 24 hours prior to
transfection. Cell viability determined by Trypan blue exclusion method. Mean +/- standard deviation
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Following the optimised transfection protocol for HEK293 cells (0.5 pg plasmid, 24-hour transfection
using 2 uL Lipofectamine 2000) a comparison of transfection efficiencies and cell viabilities when
transfected with pmaxGFP and PX461 plasmids was carried out. The number of GFP positive cells
and the cell viability was compared between both plasmids (Figure 6.16). As observed in both Panels
A and B of Figure 6.16, HEK293 cells were dense, with a significantly higher proportion of cells
transfected with the pmaxGFP plasmid (Panel A) than the PX461 plasmid (Panel B). Quantification
of cell viability and transfected cells indicated that there was a statistically significant decrease in
transfection efficiency (p <0.0001) when the PX461 plasmid was used in comparison to pmaxGFP
(Figure 6.20). This could be attributed to the size of the plasmid and the method of transfection

used. There was no significant decrease in cell viability between transfection with either plasmid.

Figure 6.16: Transfections of HEK293 cell lines using Lipofectamine 2000 A. 500 ug PMAX at 100X magnification, B. 500 pg
PX461 A+B Plasmid at 100X magnification.

6.3.6.2 MCF10A

Transfection optimisation was also carried out with the MCF10A cell line. Incubation times were
determined based on the literature and differed from those used for the optimisation of HEK293
transfections. The transfection efficiencies (Figure 6.17) and cell viabilities following transfection

(Figure 6.18) were determined via fluorescence microscopy and trypan blue respectively.

From the analysis of the various time points, it was evident that an increase in the transfection time
resulted in an increase of transfected cells (Figure 6.17; Maximum 22.3% GFP+ cells after 24-hour

transfection with 1 pg plasmid). However, the concentration of plasmid that resulted in the highest
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transfection efficiency also resulted in greater cell death, with only 29% of cells remaining viable
after a 24-hour transfection. Shorter incubation times were also carried out, in order to try to
preserve cell viability. However, this resulted in minimal GFP+ cells (>10 % transfection efficiency,
where cell viability was <50% for transfected MCF10As at 3, 6 and 12 hours). Unfortunately, as the
length of transfection was increased, the cell viability rapidly decreased, with minimal cells

remaining adherent in wells following incubations.

Furthermore, it was evident that an increase in Lipofectamine 2000 concentration did not correlate
with an increase in GFP+ cells (Figure 6.17), but rather resulted in an increase in cell death (Figure
6.18). Therefore, in order to prevent toxicity, cells were transfected with a lower dose of
Lipofectamine 2000 (1 uL) for future experiments. A significant difference was observed in cell
viability between the concentration of plasmid used for transfection, and as a result, 0.5 pg plasmid

was used for future experiments.

Overall, Figure 6.17 and Figure 6.19 indicates the poor transfection efficiencies of the MCF10A cell
line. Altering the concentration of plasmid and Lipofectamine 2000 as well as incubation times did
not yield a transfection efficiency greater than 25%, with those parameters resulting in greater
transfection efficiency also resulting in greater cell death (Figure 6.18). As mentioned, minimal cells
remained adherent to the wells (as indicated by the low number of cells observed in both panels of

Figure 6.19).

Following the optimal transfection protocol for MCF10As (0.5 pg plasmid, 24-hour transfection using
1 uL Lipofectamine 2000) a comparison of transfection efficiencies and cell viabilities when
transfected with pmaxGFP and PX461 plasmids was carried out. The number of GFP positive cells
and the cell viability was compared between both plasmids (Figure 6.19). As observed in both Panels
A and B of Figure 6.19, minimal cells remained post-transfection, due to high numbers of cell death.
However, greater numbers of cells were successfully transfected with the pmaxGFP plasmid (Panel
A) as compared to the PX461 plasmid (Panel B). Quantification of cell viability and transfected cells
indicated that there was a statistically significant decrease in transfection efficiency (p=0.0043)
when the PX461 plasmid (19.3% GFP+ cells) was used in comparison to pmaxGFP (5.33% GFP + cells;
Figure 6.20). Furthermore, there was a significant decrease in cell viability between transfection

with the pmaxGFP plasmid in comparison to the PX461 plasmid (p=0.0123).
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Due to the low transfection efficiency of MCF10A cells, the slow growing nature of the cell line, the
high numbers of cell death associated with Lipofectamine 2000 and plasmid concentration toxicity
and issues associated with reagent availability (refer to Section 6.4), this cell line was not utilised

further.

186 | Page



Chapter 6: Functional validation of predicted pathogenic U/IMCI variant

50
W 0.25ug plasmid
& 0.5ug plasmid
(U] .
B 1pg plasmid
& 40
e
[0)
2
(8]
Q
g
[}
© 30
wn QO
o O
—~ C
g9
» O
T 6 20
O 5
5 2 I
Q
2
(&)
& I I
2 10
© I I
= I i I
O
= 0
1pl L2000 2ulL L2000 1pl L2000 2ulL L2000 1pl L2000 2uL L2000 1ul L2000 2uL L2000
3 hours 6 hours 12 hours 24 hours
Incubation time (hours)

Figure 6.17: Determination of optimal transfection protocols for MCF10A cells using Lipofectamine 2000 and pmaxGFP
plasmid. n=3. Incubation time (3, 6, 12 and 24 hours), plasmid concentration (0.25 pg, 0.5 ug and 1 pg) and Lipofectamine
volumes (L2000; 1 pL and 2 L) altered to determine optimal conditions for MCF10A transfection. Cells seeded at density
of 250000 and plated for 72 hours prior to transfection. Transfection efficiencies determined by % of GFP expressing cells
as visualised using the EVOS fluorescent microscope and quantified using ImageJ software. Mean +/- standard deviation
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Figure 6.18: Cell viability of MCF10A cells following transfection with Lipofectamine 2000. n=3. Incubation time (3, 6, 12
and 24 hours), plasmid concentration (0.25 pg, 0.5 pg and 1 pg) and Lipofectamine volumes (L2000; 1 uL and 2 ul) altered
to determine optimal conditions for MCF10A transfection. Cells seeded at density of 250000 and plated for 72 hours prior
to transfection. Cell viability determined by Trypan blue exclusion method.
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Figure 6.19: Transfections of MCF10A cell lines using Lipofectamine 2000. Cells seeded at density of 250000 and visualised
24 hours after transfection. A) 500 pug pmaxGFP at 100X Magnification, B) 500 ug PX461 A+B Plasmid at 100X magnification.
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Figure 6.20: Comparison of transfection efficiency and cell viability following transfection of pmaxGFP and PX461 on
HEK293 and MCF10A cell lines using Lipofectamine 2000. n=4. Cells transfected with optimised protocols as determined
in Figure 6.14 and Figure 6.17. Transfection efficiencies determined by % of GFP expressing cells as visualised using the
EVOS fluorescent microscope and quantified using Imagel) software. Cell viability determined by Trypan blue exclusion
method. Mean +/- standard deviation. Statistical significance determined using Welch’s t-test, with **** indicating p
<0.0001, ** indicating p <0.005 and * indicating p <0.05
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6.3.7 Few HEK293 cells indicate signs of gene editing with Lipofectamine 2000
transfection

CRISPR/Cas9 transfection was carried out on HEK293 cells using the optimised protocol for
Lipofectamine 2000. Cells were treated with 3 pg/mL puromycin for 72 hours post transfection and
a sample of the cell population was taken from each treatment. These cells were screened for edited
UIMC1 with the SURVEYOR assay (Figure 6.21). A distinct band can be observed at 200 bp in the
positive control in Lane 2, indicating the formation of a heteroduplex that has been cut by the
SURVEYOR nuclease. Very faint bands can also be observed in lanes 3, 4 and 8 for the screened cell
populations, indicating that genome editing has occurred within a small sample of the cell

population screened. Monoclonal cell lines were then generated from these cell populations.
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Figure 6.21: SURVEYOR assay on Lipofectamine2000 transfected CRISPR/Cas9 cell
populations post puromycin selection. Products run on 2.5 % agarose gel containing GelRed.
Lanes 1+ 10; NEB 100bp Ladder, Lane 2 + 5; Positive control (SABC013, heterozygous for
UIMC1c.1690T>C variant), Lanes 3 + 6; PX330 exon 13 guide A transfected cell population,
Lanes 4 + 7; PX330 exon 13 guide B transfected cell population, Lanes 7 + 8; PX462A+B
Transfected cell population. + indcates presence of SURVEYOR enhancer and SURVEYOR
nuclease. Presence of faint bands at approximatley 200bp indicated by arrows.

189 |Page



Chapter 6: Functional validation of predicted pathogenic U/IMCI variant

6.3.8 All monoclonal cell lines generated from Lipofectamine 2000 transfected cells
were found to have a wildtype UIMC1 sequence.

Over 150 monoclonal cell lines were generated for the 3 different plasmids used for gene editing.
The majority (135 cell lines) were screened for edits within UIMC1 with the SURVEYOR assay and/or
Sanger sequencing. Unfortunately, all cell lines generated were found to be wildtype at the regions
of interest (Figure 6.22 is representative of the 135 screened cell lines). In an attempt to improve

editing efficiency, nucleofection was then used to transfect the CRISPR/Cas9 plasmids.
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Figure 6.22: Chromatogram traces of monoclonal cell lines generated from Lipofectamine 2000 transfected cell
populations. All traces shown in the reverse direction. Identical results were obtained for the forward sequence (results not
shown). Blue arrow indicates the site of the 1690T>C variant. A. Wild-type HEK293 cells. B. Heterozygous 1690T>C variant in
SABCO007 C. Six monoclonal cell lines screened for the incorporation of the T>C variant, all of which were wildtype
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6.3.9 Optimisation of nucleofection protocols.

Prior to performing nucleofection, it was necessary to optimise the protocol for the HEK293 cell line.
Four different pulse protocols were recommended by Lonza for HEK293 cells, and a control plasmid
was provided (pmaxGFP Plasmid). Pulse protocols A-023 and Q-001 (Panels A and C respectively in
Figure 6.23) resulted in the greatest number of cells expressing GFP protein 24 hours post
nucleofection (Figure 6.25). However, due to the size difference between the control plasmid and

the CRISPR plasmids, it was also necessary to carry out optimisation using the PX461 plasmid.

Figure 6.23: Transfection efficiencies of pmaxGFP plasmid with HEK293 for optimisation of Nucleofection Pulse Protocol
(Lonza). 10° cells per cuvette, cells visualised using EVOS fluorescence microscope, viewed at 100X magnification. Each panel
represents a different nucleofection pulse protocol A) A-023 B) D-023 C) Q-001 D) X-001. Each cuvette contained 1 pug
pmaxGFP plasmid

The provided control pmaxGFP plasmid was approximately 3,500 bp in size, and as such,
experiments must be scaled accordingly in order to accurately reflect efficiency for the plasmid to
be transfected (according to the manufacturers recommendations). As the control plasmid was 3x
smaller than the PX461 plasmid (approximately 10,000 bp), the same optimisation experiment was

conducted using 3 times more GFP expressing CRISPR/Cas9 plasmid (3 ug; Figure 6.24).
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Figure 6.24: Transfection efficiencies of PX461 plasmid on HEK293 for optimisation of Nucleofection Pulse Protocol (Lonza).
10° cells per cuvette, cells visualised using EVOS fluorescence microscope, viewed at 100X magnification. Each panel
represents a different nucleofection pulse protocol A) A-023 B) D-023 C) Q-001 D) X-001. Each cuvette contained 3 pg PX461
plasmid.

Interestingly, pulse protocols A-023, D-023 and X-001 resulted in the greatest level of GFP
expression with the PX461 plasmid, however, significantly less cells were expressing the GFP
plasmid. This contrasts with the previous results, as the Q-001 protocol resulted in the lowest

number of GFP-expressing cells.
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Figure 6.25: Mean transfection efficiency and cell viability of HEK293 cells using pmaxGFP and PX461 plasmids 24 hours post
nucleofection. n=4. Optimisation of the most effective transfection protocol was carried out as per the manufacturer’s
instruction (Lonza). Transfection efficiencies determined by % of GFP expressing cells as visualised using the EVOS fluorescent
microscope and quantified using ImageJ software. Cell viability determined by Trypan blue exclusion method. 1000000 cells per
cuvette, with 1 ug pmaxGFP or 3 pg PX461 plasmid used in each cuvette. Mean +/- standard deviation. Statistical significance
determined using multiple t-tests, with **** p <0.0001, **** p <0.001 and ** p <0.005

Following transfection, cell viability and transfection efficiency were analysed to determine the
optimal pulse protocol for future experiments. Cells were cultured for 24 hours post-nucleofection
and cell viability was assayed using Trypan Blue (Figure 6.25). There was a statistically significant
increase in cell transfection between the pmaxGFP and PX461 plasmid using the D-023 pulse
protocol (p=0.002), and interestingly, a highly significant decrease in GFP+ cells when the Q-001
pulse protocol was used (p=0.0005). No statistical difference was observed between the A-023 and

X-001 protocols (p=0.102 and p=0.026 respectively).

Unfortunately, the pulse protocols with the greatest transfection efficiency also resulted in a
statistically significant increase in cell death (protocols A-023 and D-023 for PX461 plasmid where
p<0.0001), with cell viability down to 60 % and 55 % respectively (Figure 6.25). Based on the
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combination of transfection efficiency and cell viability, A-023 pulse protocol was used for all further

experiments (unless stated otherwise).

6.3.10 Transfection via nucleofection resulted in a greater proportion of cells
containing a successful UIM(C1 edit

Following optimisation of the nucleofection protocol, modification of UIMC1 was carried out using
both knockout plasmids and nickases to create the specific UIMC1c.16090T>C variant. Cell

populations were screened 24 hours post-nucleofection for successful gene modification.

6.3.10.1 Screening cell populations for successful edits in exon 2 of UIM(C1

Figure 6.26 shows the results of the SURVEYOR assay conducted on cell populations that were
transfected by nucleofection with the PX330 plasmids, which should result in a double stranded
break in exon 2 of UIMC1. As shown in the positive lanes for samples 3 and 4, a distinct band can be
observed, indicating the formation of heteroduplexes which have been cleaved in the presence of
the SURVEYOR nuclease. These bands are more prominent than previous attempts at screening cell

populations.

194 | Page



Chapter 6: Functional validation of predicted pathogenic U/IMCI variant

1 2 3 4 5
SURVEYOR Nuclease + - + - + -

bp
1517
1200

1000
900

800
700
600 o

—

o
500/517] — ) ' —_—
— —

400

300 b

200 il <

100

Figure 6.26: SURVEYOR assay on HEK293 cells transfected by nucleofection to
introduce mutations within exon 2 of UIMC1. Heteroduplexes formed
between WT and edited HEK293 cell population PCR products and analysed
using SURVEYOR assay for mismatches in DNA templates. Lanes 1,5; NEB 100 bp
ladder, Lane 2; PX330- (CRISPR sham), Lane 3; PX330-A knockout (KO) plasmid,
Lane 4; PX330-B KO plasmid. + indicates presence of SURVEYOR enhancer and
nuclease, - indicates no nuclease or enhancer included in reaction. Faint bands
observed and their presence is indicated by arrows.

6.3.10.2 Screening transfected cell populations for introduction of the UIMC1:c.1690T>C
variant.

The SURVEYOR assay was carried out on the cell populations for the UIMC1 exon 13 premature
truncation plasmid and the nickase plasmid pair. Minimal signs of editing were observed (Figure
6.27). A faint band was observed in lane 2 (as indicated by the arrow) indicating successful editing
of a small proportion of the cell population with the PX330 plasmid. However, no heteroduplex
formation was observed for the cells edited with the nickase plasmid pair (Lane 3). As this is a low
sensitivity assay, both cell populations were plated for amplification of monoclonal cell lines. Initially
the same amplicons were used for analysis of this region using the optimised primers utilised in

Figure 6.21, however these primers began to result in the generation of multiple bands which could
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not be resolved through troubleshooting. New primers were acquired however the issues persisted.
As a result, new, smaller amplicons were designed to determine if successful modification of exon

13 in UIMC1 occurred.
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Figure 6.27: SURVEYOR assay on HEK293 cells transfected by
nucleofection to generate mutations within exon 13 of UIMCI.
Heteroduplexes formed between WT and edited HEK293 cell
population PCR products and analysed using SURVEYOR assay for
mismatches in DNA templates. Lane 1; NEB 100 bp ladder, Lane 2;
PX330-KO exon 13 plasmid, Lane 3; PX462A+B +HDR template for
introduction of UIMC1:¢c.1690T>C. + indicates presence of SURVEYOR
enhancer and nuclease, - indicates no nuclease or enhancer included
in reaction.
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6.3.11Monoclonal cell lines containing mutations within UIMC1 were successfully
generated.

6.3.11.1 Paired nickases and HDR were not able to successfully introduce the potentially
pathogenic UIMC1: c.1690T>C variant into HEK293 cells.

Overall, a total of 87 monoclonal cell lines were generated and cultured for the introduction of the
C>T missense variant in UIMC1. The SURVEYOR assay was carried out on all 53 of these cell lines
(analysis of 10 cell lines is shown in Figure 6.28). These results indicate that none of the analysed
cell lines appeared to contain sequence differing from that of the wildtype sequence, as the
SURVEYOR enzyme has not cut at the site of any mismatches formed in the heteroduplex. However,
there was a decrease in band intensity associated for some samples (Figure 6.28; Lanes 5 and 7),
indicating the possibility of heteroduplex formation. As a result, all samples were also analysed via
Sanger sequencing. However, this indicated that all screened monoclonal cell lines were wildtype at
the UIMC1:¢.1690 location (data not shown). Unfortunately, the remaining cell lines (34 monoclonal
cell lines) developed a fungal infection which could not be treated despite the use of fungizone and

cells were disposed of.
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Figure 6.28: SURVEYOR assay of monoclonal cell lines generated through
Nucleofection with the PX462A+B plasmids with the use of a HDR template. Each lane
pair indicates a monoclonal cell line that was PCR amplified and analysed using the
SURVEYOR assay, with the first lane indicating the presence of no SURVEYOR nuclease,
and the second lane illustrating the results with SURVEYOR enhancer and nuclease.
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Multiple attempts were made to introduce the 1690T>C mutation into UIMC1. Four different
transfections via nucleofection attempts were carried out, with altering plasmid concentration and
nucleofection pulse protocols (using pulse protocols A-023, D-023 and X-001) in an attempt to
successfully edit the specific base in the HEK293 cell line. Throughout this process, distinct visible
bands in the presence of the SURVEYOR nuclease could not be seen within any of the generated cell
populations (very faint bands were often seen, indicating a low proportion of the cells were edited).
Further attempts to generate monoclonal cell lines containing this edit were unsuccessful.
Therefore, it appears that a method with a higher efficiency is required for the introduction of this

missense mutation into cell lines.

6.3.11.2 Incorporation of nonsense and frameshift mutations into exon 2 of UIMCI.

Eighty-nine monoclonal cell lines were developed and screened for the knockout of UIMC1 in exon
2. Twenty four cell lines were generated and maintained for KO exon2-A, and 65 cell lines were
generated and maintained for KO exon2-B. Cells were screened for modification within exon 2 of
UIMC1 using the SURVEYOR assay (Figure 6.29). Cell lines that indicated the presence of UIMC1
editing (as indicated by multiple bands observed in Panel B; Lanes 9, 13, 16, 21 and 22 of Figure
6.29) were subjected to Sanger sequencing for identification of mutagenesis (Figure 6.30) and to

determine the potential effect on the resultant protein.

The chromatograms illustrated in Figure 6.30 indicate the successful modification of exon 2 of
UIMC1 in the selected cells. Panel A indicates the sequence of the region of interest in the wildtype
HEK293 cells with no modification. Comparison of this region in panels B, C and D of Figure 6.30
illustrate the generation of UIMC1 mutant cell lines, with the location of the introduced mutation
varying slightly due to the nature of CRISPR/Cas9 editing and the NHEJ repair mechanism utilised
for double stranded DNA cuts. All presented cell lines were subjected to protein quantification via

western blot analysis before any further work was commenced (Figure 6.33)
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Figure 6.29: SURVEYOR assay carried out on monoclonal cell lines generated through nucleofection
with PX330 ex2-B knockout plasmids. A. SURVEYOR assay run with no SURVEYOR nuclease or
enhancer. B. SURVEYOR assay run with the inclusion of SURVEYOR nuclease and enhancer. Lanes 1 +
23; NEB 100 bp ladder. Lane 2; polyclonal cell population, Lanes 9, 13, 16, 21, 22 indicate three distinct
bands in panel B.
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Figure 6.30: Chromatogram traces of exon 2 UIMC1-mutated monoclonal cell lines. All traces shown in the reverse

direction, with identical results obtained for the forward sequence (data not shown). Point of mutation indicated by
arrow with type of mutation shown. A. HEK293 (wildtype) B. e2-B1.14 indicates an 8bp deletion resulting in a
frameshift from base 132 as indicated on the chromatogram, with a secondary deletion identified on the other allele
at base 142. C. e2-B1.15 indicates a 10bp frameshift deletion from base 138 on the chromatogram, with a secondary
deletion identified on the second allele from base 193. D. e2-B1.16 indicates a 6bp deletion on one allele from base
228 of the chromatogram trace. E. e2-B3.1 indicates a 2bp deletion resulting in a frameshift from base 152 of the
chromatogram trace.

Deconvolution of the sequencing traces of the introduced mutations identified the generation of
two homozygous knockout cell lines (panels B and C, Figure 6.30). Cell line e2-B1.14 showed the
incorporation of two mutations within exon 2 of UIMC1. Within this cell line, there was the
introduction of an 8bp deletion in one allele and a secondary deletion in the other allele. A second
cell line containing mutations within both alleles was identified (e2-B1.15), with a 10bp deletion in
one allele, and a secondary mutation within the remaining allele. Subsequent analysis of protein

expression identified the introduced mutations in both cell lines resulted in a complete loss of
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UIMC1 expression (Figure 6.33). Furthermore, this analysis also identified a 6bp deletion in one cell
line (e2-B1.16) resulting in the in-frame deletion of two amino acids, threonine and isoleucine (panel
D, Figure 6.30, confirmed by western analysis in Figure 6.33). Additionally, a heterozygous cell line
was generated, with a 2bp deletion within one allele identified in e2-B3.1 (panel E, Figure 6.30).

Results of Sanger sequencing analysis are summarised in Table 6.3.

Table 6.2: Summary table of sequence changes identified in screened monoclonal cell lines generated through
CRISPR/Cas9 modification of exon 2 of UIMC1.

HEK293 Nil Nil

PX330- (CRISPR Sham) | Nil Nil

e2-B1.14 8bp deletion in allele one Frameshift, suspected premature
Secondary deletion in allele two truncation

e2-B1.15 10bp deletion in allele one Frameshift, suspected premature
Secondary deletion in allele two truncation

e2-B1.16 6bp deletion in allele one Deletion of Threonine and Isoleucine

residues
e2-B3.1 2bp deletion in allele one Frameshift, suspected premature

truncation of one allele

6.3.11.3 Successful incorporation of knockout mutations in exon 13 of UIMCT.

Seventy-six monoclonal cell lines were developed and maintained for the premature truncation of
UIMC1 in exon 13. Thirty-six cell lines were screened for modification within exon 13 of UIMC1 and
cells that indicated the presence of an edit were subjected to further analysis via Sanger sequencing.
Panel B indicates a large proportion of generated cell lines screened within this run of the assay
contained indels within exon 13, with Lane 10 indicating a large insertion (approximately 150bp;
Figure 6.32, panel D) and differing sizes of the digested products indicating the various nature of
the introduced deletions within the generated cell lines. The majority of the screened cells displayed
3 bands, indicating a strong product at 300bp (full size product) and two smaller products at 200bp
and 100bp (Lanes 3, 5-8, 11-18; Figure 6.31) .

The chromatograms illustrated in Figure 6.30 show successful edits in exon 13 of UIMC1 within the
sequenced cell lines. Panel A shows the sequence of the region of interest in the PX330- cell line,
indicating wildtype sequence with no modification. Comparison of this region in panels B, C and D
of Figure 6.32 illustrate the generation of mutant cell lines, with the location of the introduced
mutations varying slightly. For panel B of Figure 6.32, the introduced 3bp deletion results in the

deletion of a cysteine residue and does not alter the reading frame of the protein. The effect of the
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introduced sequence variants on protein expression was determined via western blot analysis prior

to any further functional analysis (Figure 6.33).

A

bp
1517

1000

500/517
400
300

200 |

100

1 2 3 4 5 6 7 8 9 101112 13 14 15 16 17 18 19 20 21 22 23 24

Figure 6.31: SURVEYOR assay carried out on monoclonal cell lines generated through nucleofection with PX330
exon 13 knockout plasmids. Gel electrophoresis run on 2.5 % agarose gel containing GelRed. A. SURVEYOR assay
run with no SURVEYOR nuclease or enhancer. B. SURVEYOR assay run with the inclusion of SURVEYOR nuclease
and enhancer. Lanes 1 + 24; NEB 100 bp ladder. Lane 2; polyclonal cell population, Lanes 2-13, 17,18, indicate
three distinct bands in panel B
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Figure 6.32: Chromatogram traces of exon 13 UIMC1-mutated monoclonal cell lines. All traces shown in the forward
direction, with identical results obtained for the reverse sequence (data not shown). Point of mutation indicated by
arrow with type of mutation shown. A. HEK293 (wildtype) B. e13-KO1 indicates a 3bp deletion from base 144 as
indicated on the chromatogram. C. e13-KO2 indicates a 1bp deletion, resulting in a frameshift deletion from base 120
on the chromatogram, with a secondary mutation on the other allele introduced from base 154. D. e13-KO10 indicates
a 150bp homozygous insertion from base 150 of the chromatogram trace.

Deconvolution of the Sanger sequencing results indicated that mutations were successfully
introduced into the cells. A heterozygous cell line with a 3bp deletion of a single amino acid in one
allele (panel B, Figure 6.32) of exon 13 was generated. Western blot analysis demonstrated an
intense band at the expected size for this cell line, supporting the deletion of a single amino acid,
rather than altering the reading frame (panel B, Figure 6.33). A cell line containing mutations within
both alleles was identified (panel C, Figure 6.32) with a 1bp deletion in one allele, resulting in a
frame shift, with a secondary deletion identified downstream in the second allele. Analysis of
protein expression of UIMC1 through western blot analysis illustrated a reduction in expression,
rather than a complete loss (panel B, Figure 6.33). Inexplicably, a 150 bp insertion was identified in
both alleles of the e13-KO10 cell line (panel D, Figure 6.32). Due to the homozygous appearance of

the insertion, it is unlikely that both alleles were modified in the same way via CRISPR/Cas9 editing.
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It is possible that one allele was modified to include the 150bp insertion and the other allele was
deleted. This would result in the homozygous appearance that was observed in Panel D, Figure 6.32.

Summary of the sequencing analysis of the exon 13 modified cells is included in Table 6.3.

Table 6.3: Summary table of sequence changes identified in screened monoclonal cell lines generated through
CRISPR/Cas9 modification of exon 13 of UIMC1.

HEK293 Nil Nil

PX330- (CRISPR Sham) | Nil Nil

el3-KO1 3bp deletion in allele one Deletion of cysteine residue (566)

el13-KO2 1bp deletion in allele one Frameshift, suspected premature
Secondary deletion in allele two truncation

e13-KO10 150bp insertion in allele one Unknown, located within intronic
Unknown mutation in allele two region of UIMC1

6.3.12Reduction of UIMC1 protein in CRISPR edited monoclonal cell lines was verified
through western blot analysis.

Prior to any further functional analysis, expression of UIMC1 protein in the modified cell lines was
analysed via western blot analysis. UIMC1 is localised within the nucleus of cells, therefore whole
protein extracts were carried out on 4 monoclonal cell lines with mutations within exon 2 and 3
monoclonal cell lines with mutations within exon 13. Protein levels were analysed via western blot
quantification of protein expression in modified and wildtype cells (panel B, Figure 6.33).
Comparison of the band intensities between the wildtype HEK293, negative control (PX330-) and
modified cell lines indicated that the incorporation of some UIMC1 mutations resulted in a reduction

of UIMC1 protein expression.

The polyacrylamide gel image in panel A, Figure 6.33 demonstrates that the majority of lanes show
equal loading, with the exception of lanes 2 and 4 which appear to have less protein. This under-
loading was taken into consideration in the analysis of the western blot. As this was not a
guantitative analysis, the presence or absence of the protein was still able to be determined despite
this skew in protein loading. From the band intensities for UIMC1 observed in panel B, Figure 6.33,
there are two bands observed for e2-B1.16, e2-B3.1 and e13-KO10. UIMC1 is expected to result in
a band at 80kDa, which is visible in most samples (to varying intensities). However, there are both

higher and lower molecular weight bands observed within the samples analysed.
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Both e2-B1.14 and e2-B1.15 lack the presence of the 80kDa protein, but a faint lower molecular
weight product is observed. This corresponds with the Sanger sequencing data, which indicated the
presence of frameshift mutations within both alleles of UIMC1 (Table 6.4). The cell lines e2-B3.1 and
e13-K02 both indicated a reduction in the 80kDa UIMC1 product through a significant difference in
band intensities when compared to both the wildtype and negative control. This corresponds to the
Sanger sequencing data for these cell lines, with a reduction in protein expression observed in
comparison to the wildtype cells. The secondary mutation within the second allele of e13-KO2 was
unable to be deconvoluted but could be a mutation that does not result in a frameshift mutation,
as a reduction in expression was observed, rather than a complete knockout. Additionally, a lower
molecular weight product was also observed in the e2-B3.1 cell line. This lower weight product could
be attributed to various splice variants of the UIMC1 transcript (See Section 6.4). Sample e2-B1.16
illustrated the presence of a strong band at 80kDa, which was of similar intensity to the wildtype
and negative control, indicating minimal reduction in UIMC1 protein levels following CRISPR/Cas9

modification. Therefore, this cell line was not used for further functional analysis.

Analysis of sequencing indicates deletion of a cysteine residue in one allele in e13-KO1, therefore
you would not expect to see any loss or change in protein expression through western analysis
(panel B, Figure 6.32). This is the closest we were able to get to the introduction of the variant within
the ZFN of UIMC1. Cell lines e13-KO1 and e13-K0O10 also displayed a strong band at 80kDa, however
this was not unexpected as this antibody is known to bind within the first 100 amino acids of the
UIMC1 protein, and modification within these cell lines was carried out in exon 13 (residues 510 —
567). However, a truncation in the remaining UIMC1 sequence would be expected to result in a shift
in the product, as the final 100 amino acids would be truncated, which should be observed as a loss
of approximately 10kDa. As this shift was not observed, it is unlikely that either cell line contains a
mutation resulting in premature truncation. All three exon 13 m