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Preface

The present thesis is concerned with a branch of mathematics which is presently
rapidly evolving and which is called Noncommutative Analysis. Noncommuta-
tive analysis appears as a result of applying abstract methods of Banach space
theory to the spaces that naturally appear in operator theory. Such spaces
appear in quantum mechanics and serve as a natural counterparts of classical
Banach spaces.

A corner-stone of classical analysis is the theory of differentiability. During
the twentieth century, a great effort was made in attempt to describe and clas-
sify various classes of differentiable functions. This led to what we currently
know as the Lipschitz and Hölder spaces, the Sobolev spaces, the Besov and
Lizorkin-Triebel spaces, see [47, 49, 59, 65, 66]. On the other hand, replacing
scalar functions with functions of self-adjoint linear operators, we naturally ar-
rive to the question about differentiable properties of such operator functions
and their relation with the classical spaces of differentiable functions. Due to the
more complex structure of operator functions, the classes of (operator) differen-
tiable functions which appear are more diverse and require deeper investigation
than their classical counterparts, see e.g. [38–40].

Let us use the classical Lp-spaces to exhibit and compare classical and opera-
tor differentiability properties of functions. We shall consider only the Lipschitz
property.

Recall that the spaces Lp := Lp(R), 1 ≤ p ≤ ∞ consist of all Lebesgue
measurable functions with integrable p-th power, if 1 ≤ p < ∞, and which are
essentially bounded, if p = ∞.

Fix a (classical) Lipschitz function f : R 7→ C, i.e. a function for which there
exists a constant cf > 0, such that

|f(t1)− f(t2)| ≤ cf |t1 − t2|, t1, t2 ∈ R.
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Let us take x ∈ L∞. We denote by 1
i
dx
dt (or x′) the derivative of x, taken in

the sense of tempered distributions, see [58, Sections 6.11–6.12]. Let us recall
that the chain rule says that, for every Lipschitz function f ,

1
i

d

dt
(f(x)) = f ′(x) · 1

i

dx

dt
, (0.0.1)

where f ′ is the derivative of the tempered distribution f . If 1
i
dx
dt ∈ Lp for

some 1 ≤ p ≤ ∞, then the latter identity implies that 1
i
d
dt (f(x)) ∈ Lp as well

and ∥∥∥∥
1
i

d

dt
(f(x))

∥∥∥∥
Lp

≤ cf

∥∥∥∥
1
i

dx

dt

∥∥∥∥
Lp

,

where cf is the Lipschitz constant of the function f . The latter relation may
serve as a criterion for a function f to be Lipschitz. Indeed, let us introduce the
following definition.

A function f : R 7→ C is called p-Lipschitz, for some 1 ≤ p ≤ ∞, if and only
if there is a constant cf,p such that

∥∥∥∥
1
i

d

dt
(f(x))

∥∥∥∥
Lp

≤ cf,p

∥∥∥∥
1
i

dx

dt

∥∥∥∥
Lp

(0.0.2)

for every x ∈ L∞ such that 1
i
dx
dt ∈ Lp. The latter inequality should be read

as follows. If x ∈ L∞ and the derivative 1
i
dx
dt is a function in Lp, then the

composition f(x) is a tempered distribution such that the derivative 1
i
d
dt (f(x))

is a function in Lp and the inequality (0.0.2) holds.

The definition of p-Lipschitz function above still contains some elements of
the classical analysis. To eliminate this and to present the latter definition in a
purely operator language, let us consider the linear operator D = 1

i
d
dt : D(D) 7→

L2, where

D(D) :=
{
ξ ∈ L2 :

1
i

dξ

dt
∈ L2

}
.

Let us recall that an element of L∞ may be regarded as a bounded linear
operator mx on L2, where

mx(ξ) = xξ, x ∈ L∞, ξ ∈ L2

is a multiplication operator. From this point of view, we clearly have

[D,x](ξ) :=Dx(ξ)− xD(ξ)

=
1
i

d

dt
(xξ)− x

1
i

dξ

dt

=
1
i

dx

dt
ξ, ξ ∈ L2.



v

We shall give strict meaning to the manipulations above in Section 2.2.1 below.
What is currently important is the fact that the derivative 1

i
dx
dt is now inter-

preted in the operator sense. Thus, the definition of p-Lipschitz function may
be now reformulated as follows.

A function f : R 7→ C is called p-Lipschitz, for some 1 ≤ p ≤ ∞, if and only
if there is a constant cf,p such that

‖[D, f(x)]‖Lp ≤ cf,p ‖[D,x]‖Lp (0.0.3)

for every x ∈ L∞ such that [D,x] ∈ Lp. The latter inequality should be read
as follows. If x ∈ L∞ and the commutator [D,x] exists and belongs to Lp,
then the commutator [D, f(x)] exists also and belongs to Lp. Moreover, the
inequality (0.0.3) holds.

The following result describes relation between the notion of (classical) Lip-
schitz function and a p-Lipschitz function.

Theorem 0.0.1. Let f : R 7→ C be a function. The following statements are
equivalent:

(i) the function f is Lipschitz;

(ii) the function f is p-Lipschitz, for some 1 ≤ p ≤ ∞;

(iii) the function f is p-Lipschitz, for every 1 ≤ p ≤ ∞.

After this introduction, we shall discuss the subject of the manuscript with
more details. At the heart of noncommutative analysis is the notion of a von
Neumann algebra M. Basic examples of von Neumann algebras are the alge-
bra L∞ acting as multiplication operators on the corresponding L2 space and
the collection Mn, n ≥ 1 of all n×n-matrices with complex entries. The theory
of von Neumann algebras was developed as a significant part of operator the-
ory in the mid-twenties, see [36, 61, 62]. Most of the text deals with semi-finite
von Neumann algebras. The latter means that the algebra possesses a normal
semi-finite trace which is a positive linear functional τ possessing the additional
property that

τ(xy) = τ(yx), x, y ∈ M,

and which has certain continuity properties familiar from classical integration
theory. The trace plays the role of a measure in the noncommutative analysis.
It is usually referred to as the noncommutative measure. In the case that the
algebra M is L∞, the trace is given by Lebesgue integration and in the case
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that the algebra M is Mn, n ≥ 1 the trace is given be the standard trace on
matrices, i.e. the functional which is equal to sum of all diagonal entries of a
matrix. In noncommutative analysis, the couple (M, τ), where M is a semi-finite
von Neumann algebra and τ is a normal semi-finite trace on M, plays the same
role as the couple (R, dt), where R is the real line and dt is Lebesgue measure,
does in the classical analysis.

Having the couple (M, τ) at our disposal, we can construct an analogue of
measurable functions — τ -measurable operators, see Section 1.1.4. The collec-
tion of all τ -measurable operators is frequently denoted by M̃. The collection M̃

serves as a source for construction of all noncommutative analogues of classi-
cal symmetric function spaces. For instance, the noncommutative Lp-space,
1 ≤ p <∞, which we shall denote as Lp = Lp(M, τ), are defined as

Lp :=
{
x ∈ M̃ : [τ(|x|p)] 1

p <∞
}
.

The space Lp is equipped with the norm

‖x‖Lp := [τ(|x|p)] 1
p .

We shall also consider noncommutative symmetric spaces of measurable opera-
tors which are analogues of the classical rearrangement invariant (r.i.) function
spaces, see Section 1.4. The reader can find the study of classical r.i. func-
tion spaces in [42–44]. Let us denote a noncommutative symmetric space
by E = E(M, τ). In the case M = L∞, the spaces Lp coincide with the classical
Lp-spaces and in the case M = Mn, n ≥ 1, the spaces Lp consist of all n × n

matrices equipped with p-th Schatten-von Neumann norm. These classes are
frequently denoted by Cpn and are studied in [31].

Let a and b be two self-adjoint linear operators. Suppose that a−b ∈ Lp, for
some 1 ≤ p <∞. The first problem to be studied is the description of functions
such that f(a)− f(b) ∈ Lp and for which the following estimate holds

‖f(a)− f(b)‖Lp ≤ cf ‖a− b‖Lp (0.0.4)

for some positive constant cf > 0.

A related problem is obtained if the Lipschitz type estimate in (0.0.4) is
replaced with estimates on commutators. That is, let D be a linear self-adjoint
operator and x be a bounded linear self-adjoint operator. If [D,x] ∈ Lp, then
we study when [D, f(x)] ∈ Lp and there is a constant cf depending on f such
that

‖[D, f(x)]‖Lp ≤ cf ‖[D,x]‖Lp . (0.0.5)
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One of the first efforts to study these questions was made by Davies [19], who
established that the estimate (0.0.4) holds for the absolute value function in the
setting of M =Mn, n ≥ 1. It was proved by Kosaki [41] that in the latter setting
the Lipschitz estimate (0.0.4) is equivalent to the commutator estimate (0.0.5)
for the absolute value function. Subsequently, the authors of [27], extended the
Lipschitz and commutator estimates to the setting of an arbitrary semi-finite
von Neumann algebra under the assumption that the operators a, b and D

in (0.0.4) and (0.0.5) are τ -measurable.

Let us now look at the estimate (0.0.5) in the setting of the algebra M =Mn,
n ≥ 1. Let us suppose for simplicity that the operator x is diagonal, i.e.

x =
n∑

k=1

λk Ek, λk ∈ R,

where Ek, 1 ≤ k ≤ n are diagonal matrix units. Let f : R 7→ C. We consider
the function

ψf (λ, µ) :=
f(λ)− f(µ)

λ− µ
, λ 6= µ and ψf (λ, λ) = 0.

We have the following chain of identities

[D, f(x)] =
n∑

j,k=1

Ej [D, f(x)]Ek

=
n∑

j,k=1

Ej

[
D,

n∑
s=1

f(λs)Es

]
Ek

=
n∑

j,k=1

(f(λj)− f(λk))EjDEk

=
n∑

j,k=1

ψk(λj , λk) (λj − λk)EjDEk

=
n∑

j,k=1

ψf (λj , λk)Ej

[
D,

n∑
s=1

λsEs

]
Ek

=
n∑

j,k=1

ψf (λj , λk)Ej [D,x]Ek

=Tψf
([D,x]), (0.0.6)

where Tψf
is the linear operator defined by

Tψf
(y) :=

n∑

j,k=1

ψf (λj , λk)EjyEk, y ∈Mn.
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Thus, we readily obtain the estimate (0.0.5) as soon as we have that the oper-
ator Tψf

is bounded. The operator Tψf
is an example of what is known as a

double operator integral.

M. Birman and M. Solomyak developed the theory of double operator inte-
grals in the setting of type I von Neumann algebras in the series of papers [6–8].
Subsequently, they established, [9], the estimates (0.0.4) and (0.0.5) in the set-
ting of type I von Neumann algebras, for every function f such that the deriva-
tive f ′ is of bounded total variation and for every 1 < p <∞.

The double operator integral technique has been recently extended to the
type II setting in [21,22,24], where the estimates (0.0.4) and (0.0.5) are obtained
in the setting of general symmetric operator spaces E and general semifinite
von Neumann algebras M. However, in the case of reflexive noncommutative
Lp-spaces on M, the results obtained in those articles are weaker than the
corresponding results of [9] due to the restrictive assumption of τ -measurability
imposed on the operators a, b and D in those papers. The fact that this assump-
tion is restrictive is clearly seen from the fact that in all interesting applications
of the estimates (0.0.4) and (0.0.5) in quantum mechanics (see e.g. [11]) and in
noncommutative geometry (see e.g. [17]) it is not satisfied. In fact, even in the
simplest example of interest (see Section 2.2.1), when the algebra M = L∞(R)
acts on H = L2(R) via multiplication and the operator D is given by the differ-
entiation 1

i
d
dt , it is clear that D does not belong to the algebra M̃ (furthermore,

it is not even affiliated with M). The problem of obtaining the estimates (0.0.4)
and (0.0.5) for general self-adjoint operators and not just for τ -measurable and
for not necessarily continuously differentiable functions f is non-trivial: the
difference in the assumptions renders many existing techniques inapplicable.
For example, the fact that our functions are not C1 prevents us from using
the approach developed in [21] (based, in turn, on an earlier idea from [1]),
which ultimately views the first inequality in (0.0.5) as a statement that f
is an operator differentiable function and thus must be continuously differen-
tiable. It is, perhaps, also instructive to refer to [12] where a problem, arising in
the type II quantized calculus similar to the estimates (0.0.4) and (0.0.5), has
a completely different resolution depending on whether operators in question
were τ -measurable or just affiliated (see [12, Theorem 0.3 (i) and (ii)] and the
discussion on p.144).

In Chapter 2, we establish the estimates (0.0.4) and (0.0.5) for every function
with derivative of bounded total variation in the general semi-finite setting with-
out the restriction of τ -measurability, (see Theorem 2.3.3 and Theorem 2.3.20).
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We now briefly explain the technical difficulties (and our strategy) arising
in the setting of commutator estimates. Suppose that the operator D is not
τ -measurable and that x ∈ M. Among various definitions of the symbol [D,x]
in the literature (allowing the treatment of the situation when all three opera-
tors, D, x and [D,x] may be unbounded), we have chosen the least restrictive
approach articulated in [11], allowing us to consider a wider class of operators
than those in [21] and [12]. We say that [D,x] ∈ E if and only if the sub-
space x−1(D(D)) ∩ D(D) contains a core of the operator D which is invariant
under the unitary group {eitD}t∈R and the operator Dx − xD, initially de-
fined on that subspace, is closable with closure [D,x] belonging to Lp. Assume
(for brevity) that the core above coincides with D(a) (it is of interest to ob-
serve that the latter assumption is automatically satisfied in the type I setting
and more generally, when Lp ⊆ M, see Lemma 2.0.8 below). Then for a (τ -
measurable) operator y := [a, x] ∈ E with a τ -dense domain (see Chapter 1), we
have D(D) ⊆ D(y). Now, according to our general strategy in proving the es-
timate (0.0.5) we consider the double operator integral Tψf

(see Definition 1.7.3
below for a generalized approach to the operator appearing in (0.0.6) above),
which is bounded on Lp and for which the relation

[D, f(x)] = Tψf
([D,x]), (0.0.7)

holds. The double operator integral Tψf
is a bounded linear operator on Lp

defined via a complicated process of vector-valued integration with respect to
a finitely additive measure and the relationship between the domain of the
image z := Tψf

([D,x]) and that of D is not clear. On the other hand, if
(0.0.7) were to hold, we should have (at the very least) that D(D) ⊆ D(z)
and (f(x))−1(D(D)) ∩ D(D) 6= ∅. This is a serious obstacle, which is specific
to the type II setting. Indeed, if M is a type I factor, then the operator z
is necessarily bounded (due to the obvious embedding Cp ⊆ M) and so, the
embedding D(D) ⊆ D(z) = H is trivial.

We solve this problem and achieve a complete extension of the type I result
of [9] to a general semifinite von Neumann algebra M under the additional
assumption that the latter algebra is acting on H in standard form. In many
circumstances the latter assumption is automatically satisfied and in many cases
our results may be transferred to general von Neumann algebras. We illustrate
this in Section 2.4 of this manuscript suggesting a simple and straightforward
variant of the proofs of corresponding type I results (see Section 2.4.3), yielding
an additional insight into methods used in [9] and those in [21, 22, 24], (see
Sections 2.4.1 and 2.4.2).
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In Chapter 3, we establish converse results to those of Chapter 2. Namely,
we construct an example of a C1-function such that the estimate

‖[D, f(x)‖E ≤ c ‖[D,x]‖E (0.0.8)

fails for some operators D and x and any constant c > 0. The example for the
special case E = L∞ was constructed by A. McIntosh [45] (see also the recent
development of this example in [67]). We shall extend this example to symmetric
spaces E with trivial Boyd indices. The latter includes the space E = L1.

The results given in this thesis are partially published in [34,53–56] and pre-
sented at Special session in Harmonic Analysis, AustMS2005, September 27–30,
2005, Perth, Western Australia; CMA/AMSI Research Symposium “Asymp-
totic Geometric Analysis, Harmonic Analysis, and related topics” Murrama-
rang, NSW, 21–24, February 2006; CMA Workshop “Spectral Theory”, 2–5,
April 2007.
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Chapter 1

Introduction

In this preliminary chapter, we gather necessary material to present the results
of the thesis. While this material is mostly well-known, some of the results on
double operator integrals in Sections 1.7– 1.11 are new.

1.1 Locally convex topologies on Banach spaces

In this section we give a very brief summary of several important locally convex
topologies we shall frequently use hereafter. Let X be a Banach space with
norm ‖ · ‖X . (X)1 stands for the unit ball in the space X, i.e.

(X)1 := {x ∈ X : ‖x‖X ≤ 1}.

Let X∗ be the dual Banach space, equipped with the dual norm ‖ · ‖X∗ , i.e.

‖f‖X∗ := sup
x∈(X)1

|f(x)|.

Apart from the norm topology, the dual space X∗ induces several weaker
topologies on the space X. Namely, if F ⊆ X∗ is a linear (possibly not closed)
subspace, then the σ(X,F )-topology is the locally convex topology defined by
the family of semi-norms {pf}f∈F such that

pf (x) = |f(x)|, f ∈ F, x ∈ X.

That is, the net {xα} ⊆ X converges to x ∈ X if and only if

pf (xα − x) = |f(xα − x)| → 0, f ∈ F.

1



2 CHAPTER 1. INTRODUCTION

In particular, the σ(X,X∗)-topology is called the weak topology .

Let X be a Banach space, X∗ be the dual and X∗∗ := (X∗)∗ be the bidual.
It is known that the space X isometrically embeds into the bidual X ⊆ X∗∗.
Besides the weak topology on X∗, we shall consider the σ(X∗, X)-topology,
called the weak* topology. For the latter topology, we have

Theorem 1.1.1 (Alaoglu, cf. [69, Theorem II.A.9]). The closed unit ball (X∗)1
of X∗ is weakly* compact.

Lemma 1.1.2 ([61, Lemma 1.2]). Let X be a Banach space and F be a (possibly
not closed) linear subspace of X∗. F̄ stands for the closure of F in the norm of
the dual X∗. If f is a linear functional on X, then

(i) f is σ(X,F )-continuous if and only if f ∈ F ;

(ii) f is σ(X,F )-continuous on (X)1 if and only if f ∈ F̄ ;

(iii) the topologies σ(X,F ) and σ(X, F̄ ) coincide on (X)1;

(iv) if F = F̄ and f is σ(X,F )-continuous on (X)1, then f is σ(X,F )-
continuous on X.

If X, Y be two normed spaces, then B(X,Y ) stands for the collection of
all bounded linear operators X 7→ Y . The space B(X,Y ) equipped with the
operator norm

‖T‖B(X,Y ) := sup
x∈(X)1

‖Tx‖Y

is a Banach algebra, provided Y is a Banach space. For the sake of brevity, we
write B(X) := B(X,X).

An operator T ∈ B(X,Y ) is called one-dimensional if and only if it admits
the representation

T (y) = x⊗ x∗(y) := x∗(y)x, x, y ∈ X, x∗ ∈ X∗.

An operator T ∈ B(X,Y ) is called finite dimensional if and only if it is repre-
sented as a finite sum of one-dimensional operators.

Lemma 1.1.3. Let X be a Banach space and let F ⊆ X∗ be a linear subspace.
Let T ∈ B(X). If the operator T is continuous with respect to the σ(X,F )-
topology, then the space F is invariant with respect to the adjoint operator T ∗ ∈
B(X∗), i.e. T ∗(F ) ⊆ F . If, additionally, F = F̄ , then T ∗|F ∈ B(F ) and T ∗|F
is σ(F,X)-continuous.
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Proof. Let f ∈ F . Consider the linear form

x 7→ (T ∗f)(x) = f(Tx), x ∈ X.

Since the operator T is σ(X,F )-continuous, the latter form is also σ(X,F )-
continuous. Consequently, according to Lemma 1.1.2.(i), T ∗f ∈ F . Thus, we
proved that T ∗(F ) ⊆ F .

If F = F̄ , then F is a Banach space isometrically embedded into X∗.
Since T ∗ ∈ B(X∗) and T (F ) ⊆ F , we readily see that T ∗|F ∈ B(F ).

To show that T ∗ is σ(F,X)-continuous, it is sufficient to note that the op-
erator T ∗, as any adjoint operator, is σ(X∗, X)-continuous. Thus, clearly, the
restriction T ∗|F is σ(F,X)-continuous. The proof is finished.

Besides the topologies mentioned above, the Banach space B(X,Y ) possesses
the strong topology, that is, the locally convex topology defined by the collection
of semi-norms {px}x∈X given by

px(T ) = ‖Tx‖Y , x ∈ X, T ∈ B(X,Y ).

Thus, the net {Tα} ⊆ B(X,Y ) converges to an element T ∈ B(X,Y ) in the
strong topology if and only if

px(Tα − T ) = ‖Tαx− Tx‖Y → 0, x ∈ X, T ∈ B(X,Y ).

Let X, Y be Banach spaces. Let D ⊆ X be a linear (possibly not closed)
subspace. It is said that the linear operator T is defined on the subspace D if
and only if the mapping T : D 7→ Y is given and

T (x1 + αx2) = T (x1) + αT (x2), x1, x2 ∈ D , α ∈ C.

The subspace D is called the domain of the operator T and denoted by D(T ).

It is said that an operator S : D(S) 7→ Y extends an operator T : D(T ) 7→ Y

if and only if D(T ) ⊆ D(S) and T (x) = S(x), for every x ∈ D(T ), in this case
we shall write T ⊆ S. The operator T and S are equal (T = S) if and only
if T ⊆ S and S ⊆ T .

An operator T : D(T ) 7→ Y is called (strongly) densely defined if and only if
the subspace D(T ) is dense in X. An operator T : D(T ) 7→ Y is called weakly
(resp. weakly*) densely defined if and only if the subspace D(T ) is weakly (resp.
weakly*) dense in X.
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An operator T : D(T ) 7→ Y is called (strongly) closed if and only if the
subspace Γ(T ) := {(x, T (x)) : x ∈ D(T )} is closed in the space X ⊕ Y . If
the subspace Γ(T ) is closed in X ⊕ Y equipped with the weak (resp. weak*)
topology, then the operator T is weakly (resp. weakly*) closed.

An operator T is called (strongly) closable when there is a closed operator T ′

such that T ⊆ T ′. If the operator T is closable, then the closure T̄ is a linear
operator T̄ : D(T̄ ) 7→ Y such that T̄ ⊆ T ′, for every closed linear operator T ′

with T ⊆ T ′. Similarly, the operator T is called weakly (resp. weakly*) closable
if and only if it has weakly (resp. weak*) closed extension.

A linear subspace D ⊆ D(T ) is called a core (resp. weak, weak* core) of
the operator T if and only if the closure (resp. weak, weak* closure) of the
operator T1 := T |D extends T , i.e. T ⊆ T̄1.

Let X be a Banach space. A mapping Ut : R 7→ B(X) is called a group of
operators if and only if

Ut · Us = Ut+s, U0 = 1, t, s ∈ R.

A group {Ut}t∈R is called strongly continuous if and only if the mapping t 7→
Ut is continuous in the strong topology.

A group {Ut}t∈R is called weakly (resp. weakly*) continuous (see [11]) if and
only if,

(i) for every x ∈ X, the mapping t 7→ Ut(x), t ∈ R is continuous in the weak
(resp. weak*) topology;

(ii) for every t ∈ R, the mapping x 7→ Ut(x), x ∈ X is weakly (resp. weakly*)
continuous.

Let {Ut}t∈R be a strongly (resp. weakly, weakly*) continuous group of op-
erators on X. Let us define the subspace D(δ) ⊆ X as the collection of all
vectors x ∈ X such that the limit

lim
t→0

Ut(x)− x

t
,

taken in the strong (resp. weak, weak*) topology, exists. For every x ∈ D(δ),
let us now define the mapping x 7→ δ(x) ∈ X by

δ(x) := lim
t→0

Ut(x)− x

t
.

The linear operator δ : D(δ) 7→ X is called a strong (resp. weak, weak*) gener-
ator of the group {Ut}t∈R.
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Lemma 1.1.4. The domain D(δ) of the strong (resp. weak, weak*) genera-
tor δ of the strongly (resp. weakly, weakly*) continuous group U = {Ut}t∈R is
invariant with respect to the group U , i.e.

Ut(D(δ)) ⊆ D(δ), t ∈ R.

Proof. Let us prove the lemma when the group U is strongly continuous. For
the other cases, the argument is similar. Since Ut is a continuous linear operator
with continuous inverse, for every t ∈ R, we obtain

x ∈ D(δ) ⇐⇒ lim
s→0

Us(x)− x

s
exists

⇐⇒ lim
s→0

Ut+s(x)− Ut(x)
s

exists

⇐⇒Ut(x) ∈ D(δ), t ∈ R.

Theorem 1.1.5 ( [11, Corollary 3.1.8]). Every weakly continuous group is
strongly continuous and its weak and strong generators coincide.

The resolvent set ρ(δ) of a linear operator δ : D(δ) 7→ X is the collection of
all numbers λ ∈ C such that the operator λ− δ := λ1− δ is invertible, i.e., for
every λ ∈ ρ(δ), there is an operator Rλ(δ) ∈ B(X) such that

(i) Rλ(δ)(X) ⊆ D(δ);

(ii) Rλ(δ)(λx− δ(x)) = x, x ∈ D(δ);

(iii) λRλ(δ)(x)− δ(Rλ(δ)(x)) = x, x ∈ X, see [11, Definition 2.2.1].

The operator Rλ(δ) is called the resolvent of the operator δ. The comple-
ment σ(δ) := C \ ρ(δ) is called the spectrum of the operator δ.

Theorem 1.1.6 ([11, Proposition 3.1.6] and [48, Lemma 3.2]). Let U = {Ut}t∈R
be a strongly (resp. weakly*) continuous group of contractions, i.e.

‖Ut‖B(X) ≤ 1, t ∈ R.

If δ : D(δ) 7→ X is the strong (resp. weak*) generator, then

(i) the domain D(δ) is strongly (resp. weakly*) dense in X;

(ii) the operator δ is strongly (resp. weakly*) closed;
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(iii) {λ ∈ C : |<λ| > 0} ⊆ ρ(δ);

(iv) ‖Rλ(δ)‖B(X) ≤ |<λ|−1, λ ∈ ρ(δ);

(v) for every x ∈ X, limλ→∞ λRλ(δ)(x) = x, where the limit converges in the
norm topology (resp. weakly*);

(vi) the resolvent Rλ(δ) is given by the Laplace transform:

Rλ(δ)(x) =
∫ ∞

0

e−λt Ut(x) dt, λ ∈ ρ(δ), x ∈ X.

The latter integral converges in the norm topology (resp. weakly*).

Theorem 1.1.7 ([20, Theorem 1.9] and [11, Corollary 3.1.7]). Let δ : D(δ) 7→ X

be the generator of a group U = {Ut}t∈R. If the subspace D ⊆ D(δ) is strongly
(resp. weakly, weakly*) dense in X and is invariant with respect to U , then D

is a strong (resp. weak, weak*) core of the operator δ.

1.2 Interpolation of linear operators

Let X0 and X1 be normed spaces. Recall that the couple (X0, X1) is called
compatible if and only if there is a Hausdorff topological space X such that Xj ⊆
X, j = 0, 1.

Lemma 1.2.1 ( [5, Lemma 2.3.1]). Let (X0, X1) be a compatible couple of
normed spaces.

(i) The space X0 ∩X1 equipped with the norm

‖x‖X0∩X1 := max{‖x‖X0 , ‖x‖X1}, x ∈ X0 ∩X1

is a normed space.

(ii) The space X0 +X1 equipped with the norm

‖x‖X0+X1 := inf
x=x0+x1

(‖x0‖X0 + ‖x1‖X1), x ∈ X0 +X1

is also a normed space.

Let (X0, X1) be a compatible couple of normed spaces. A normed space X
is called an intermediate space with respect to the couple (X0, X1) if and only
if

X0 ∩X1 ⊆ X ⊆ X0 +X1.



1.2. INTERPOLATION OF LINEAR OPERATORS 7

An intermediate space X with respect to the couple (X0, X1) is called an inter-
polation space with respect to (X0, X1) if and only if, for every linear operator

T : X0 +X1 7→ X0 +X1,

such that
T (Xj) ⊆ Xj and T |Xj

∈ B(Xj), j = 0, 1, (1.2.1)

it follows that
T (X) ⊆ X and T |X ∈ B(X).

In the present section, we briefly recall two methods of constructing of in-
terpolation spaces and their basic properties.

1.2.1 The complex interpolation method

let X̄ := (X0, X1) be a compatible couple of Banach spaces. Let

S := {z ∈ C : 0 < <z < 1}.

Let us consider the class F(X̄), which consists of all functions

f : S̄ 7→ X0 +X1,

bounded and continuous in the closed strip S̄ and holomorphic in the open
strip S such that, for every j = 0, 1, the mapping t 7→ f(j + it), t ∈ R is
continuous function with values in Xj vanishing when |t| → ∞. The class F(X̄)
equipped with the norm

‖f‖F(X̄) := max
j=0,1

sup
t∈R

‖f(j + it)‖Xj

is a Banach space, see [5, Lemma 4.1.1].

Let 0 ≤ θ ≤ 1. Let us consider the space X̄θ = (X0, X1)θ which is the
collection of all elements x ∈ X0+X1 such that there is f ∈ F(X̄) with f(θ) = x

and
‖x‖X̄θ

:= inf
{‖f‖F(X̄) : f ∈ F(X̄), f(θ) = x

}
< +∞. (1.2.2)

Theorem 1.2.2 ([5, Theorem 4.1.2]). If X̄ = (X0, X1) is a compatible couple
of Banach spaces, then

(i) the space X̄θ equipped with the norm ‖ · ‖X̄θ
, defined above, is a Banach

space, for every 0 ≤ θ ≤ 1;
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(ii) the Banach space X̄θ is an interpolation space, for every 0 ≤ θ ≤ 1.
Moreover,

‖T‖B(X̄θ) ≤ ‖T‖1−θB(X0)
‖T‖θB(X1)

,

for every linear operator T : X0 +X1 7→ X0 +X1, provided (1.2.1) holds.

We shall now show that the argument in the proof of the theorem above
may be extended to a much wider setting as shown by the following theorem.

Theorem 1.2.3. Let X̄ = (X0, X1) and Ȳ = (Y0, Y1) be two compatible Banach
couples. Let

T : C× (X0 +X1) 7→ Y0 + Y1

be a function, such that

(i) the mapping
Tz : x 7→ T (z, x), x ∈ X0 +X1

is a linear operator, for every z ∈ C;

(ii) the mapping
z 7→ Tz ∈ B(X0 +X1, Y0 + Y1), z ∈ C

is a function holomorphic in S and bounded in S̄;

(iii) for every j = 0, 1, the mapping

t 7→ Tj+it ∈ B(Xj , Yj), t ∈ R

is continuous.

If
Mj := sup

t∈R
‖Tj+it‖B(Xj ,Yj) < +∞, j = 0, 1,

then, for every 0 ≤ θ ≤ 1, the operator Tθ : X̄θ 7→ Ȳθ is bounded and

‖Tθ‖B(X̄θ,Ȳθ) ≤M1−θ
0 Mθ

1 .

Proof. Fix x ∈ X̄θ. For every ε > 0 there is a function fε ∈ F(X̄) such
that fε(θ) = x and

‖fε‖F(X̄) − ε < ‖x‖X̄θ
≤ ‖fε‖F(X̄). (1.2.3)

Let us consider the function

gε(z) = Mz−1
1 M−z

2 Tz(fε(z)), z ∈ C.
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It is not difficult to see that gε ∈ F(Ȳ ) and

‖gε‖F(Ȳ ) ≤ ‖fε‖F(X̄). (1.2.4)

According to (1.2.2), the element gε(θ) belongs to Ȳθ and

‖gε(θ)‖Ȳθ
≤ ‖gε‖F(Ȳ ) ≤ ‖fε‖F(X̄). (1.2.5)

On the other hand,
gε(θ) = Mθ−1

1 M−θ
2 Tθ(x).

Combining (1.2.3), (1.2.4) and (1.2.5) yields

‖Tθ(x)‖Ȳθ
≤M1−θ

1 Mθ
2 (‖x‖X̄θ

+ ε), ε > 0.

Letting ε→ 0 proves the lemma.

1.2.2 The real interpolation method

In this section, we shall consider another well-known interpolation method.

Let X̄ = (X0, X1) be a compatible couple of normed spaces. Let us recall
that

K(t, x) := inf
x=x0+x1

(‖x0‖X0 + t ‖x1‖X1), t > 0, x ∈ X0 +X1.

Let us also recall that, for every 0 ≤ θ ≤ 1 and 1 ≤ q ≤ ∞,

Φθ,q(f(·)) :=
[∫ ∞

0

(
t−θf(t)

)q dt
t

] 1
q

, if q <∞

and
Φθ,∞(f(·)) := ess sup

t>0
|t−θf(t)|.

Let X̄θ,q = (X0, X1)θ,q, 0 ≤ θ ≤ 1, 1 ≤ q ≤ ∞ be the collection of all ele-
ments x ∈ X0 +X1 such that

‖x‖X̄θ,q
:= Φθ,q(K(·, x)) < +∞. (1.2.6)

Theorem 1.2.4 ([5, Theorem 3.1.2]). If X̄ = (X0, X1) be a compatible couple
of normed spaces, then

(i) the space X̄θ,q equipped with the norm (1.2.6) is a normed space, for ev-
ery 0 ≤ θ ≤ 1, 1 ≤ q ≤ ∞;
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(ii) the normed space X̄θ,q is an interpolation space with respect to the cou-
ple X̄, for every 0 ≤ θ ≤ 1 and 1 ≤ q ≤ ∞;

(iii) every linear operator T : X0 + X1 7→ X0 + X1 satisfying (1.2.1), acts
invariantly on X̄θ,q, i.e. T (X̄θ,q) ⊆ X̄θ,q and

‖T‖B(X̄θ,q) ≤ ‖T‖1−θB(X0)
‖T‖θB(X1)

.

In regard to the real interpolation method, we shall use the following result.

Theorem 1.2.5 (The duality theorem [5, Theorem 3.7.1]). Let (X0, X1) be a
compatible couple of Banach spaces such that the space X0 ∩X1 norm dense in
both X0 and X1. If 0 < θ < 1 and 1 ≤ q <∞, then

[(X0, X1)θ,q]∗ = (X∗
0 , X

∗
1 )θ,q′ (norms are equivalent),

where q′ is the conjugate exponent, i.e.

1
q

+
1
q′

= 1.

1.3 Briefly on von Neumann algebras

In this section we fix a Hilbert space H with a scalar product 〈·, ·〉. We consider
the Banach algebra B(H) := B(H,H) with the operator norm ‖ · ‖ := ‖ · ‖B(H).
We refer to the strong topology in the space B(H) as to the strong operator
topology or, equivalently, the so-topology.

If the net {xα} ⊆ B(H) tends to the element x ∈ B(H) with respect to the
so-topology, then it does not necessarily imply that the net {x∗α} tends to x∗

with respect to the so-topology. We shall say the the net {xα} ⊆ B(H) tends
to x ∈ B(H) with respect to the so∗-topology if and only if

so − lim
α
xα = x and so − lim

α
x∗α = x∗.

Let us consider the linear functional ωξ,η ∈ B(H)∗, ξ, η ∈ H defined by

ωξ,η(x) = 〈x(ξ), η〉, x ∈ B(H).

Let B(H)∼ be the linear subspace in the dual B(H)∗ generated by the col-
lection {ωξ,η}ξ,η∈H and let also B(H)∗ be the closure of B(H)∼ in the norm
topology of B(H)∗. We shall refer to the σ(B(H), B(H)∼)-topology as the weak
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operator topology or the wo-topology, and to the σ(B(H), B(H)∗)-topology as
to the ultra-weak topology or the uw -topology.

A ∗-subalgebra M ⊆ B(H) is called a von Neumann algebra acting on H if
and only if 1 ∈ M and M is closed with respect to the wo-topology.

Let A ⊆ B(H) be a non-empty subset of B(H), the commutant A′ of A is
the collection of all operators commuting with every operator in A, i.e.

A′ := {x ∈ B(H) : xy = yx for every y ∈ A}.

We have the following result.

Theorem 1.3.1 ([61, Theorem 3.2, Corollaries 3.3, 3.4]). (i) Let A be non-
empty subset A ⊆ B(H) such that A∗ = A. The commutant A′ is a von
Neumann algebra acting on H;

(ii) if M ⊆ B(H) is a von Neumann algebra, then the second commutant
of M coincides with M, i.e. M′′ = M.

Theorem 1.3.2 ([61, Theorem 1.10]). Let M be a von Neumann algebra acting
on H. If

M∼ := {f |M : f ∈ B(H)∼} and M∗ := {f |M : f ∈ B(H)∗},

then

(i) the restrictions of the wo- and uw-topologies onto M coincide with the
σ(M,M∼)- and σ(M,M∗)- topologies, respectively;

(ii) the closure of M∼ with respect to the norm of M∗ coincides with M∗;

(iii) the Banach space M equipped with the operator norm is isometrically iso-
morphic to the dual space (M∗)∗, that is, every bounded linear functional φ
in (M∗)∗ has the form

φ(f) = φx(f) := f(x), f ∈ M∗, for some x ∈ M, and ‖φ‖(M∗)∗ = ‖x‖.

Combining Lemma 1.1.2 and Theorem 1.3.2 we obtain

Corollary 1.3.3. The wo- and uw- topologies coincide on the unit ball of a von
Neumann algebra.
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The following result shows that the space M∗ is unique with respect to the
claim (iii) in Theorem 1.3.2.

Theorem 1.3.4 ([62, Corollary III.3.9]). Let M be a von Neumann algebra. If X
is a Banach space such that X∗ = M, then the Banach space X is isometric
to M∗.

The Banach space M∗ equipped with the norm ‖ · ‖M∗ is called the predual
of the von Neumann algebra M.

Next we shall discuss the notions of states, weights and traces. We fix a
von Neumann algebra M. Let M+ be the collection of all positive elements in
the C∗-algebra M. A linear functional φ ∈ M∗ is called positive if and only
if φ(x) ≥ 0, for all x ∈ M+.

A weight on a von Neumann algebra M is a mapping φ : M+ → [0,∞], the
extended positive real half-line, satisfying

φ(x+ y) = φ(x) + φ(y),

φ(αx) = αφ(x), α ≥ 0, x, y ∈ M+. (1.3.1)

Here, we adopt the convention that 0 · (+∞) = 0. We associate with a weight φ
the sets

pφ := {x ∈ M+ : φ(x) < +∞}, mφ := span pφ,

nφ := {x ∈ M; x∗x ∈ pφ}.
Observe that a positive element φ ∈ M+

∗ is a weight such that φ(1) < +∞.

The weight φ is called faithful if x = 0, provided φ(x) = 0, x ∈ pφ. The
weight φ is called semi-finite if the linear subspace mφ is wo-dense in M. The
weight φ is called normal if φ(x) = limφ(xα), provided {xα} ⊆ pφ is a monotone
increasing net of operators and x = limxα ∈ pφ.

We have the following simple observation

Lemma 1.3.5. If φ is a weight on the algebra M, then

(i) pφ + pφ ⊆ pφ, αpφ ⊆ pφ, α ≥ 0 and y ∈ pφ, provided y ≤ x, x ∈ pφ,
y ∈ M+;

(ii) nφ is a left ideal in the algebra M;

(iii) xy ∈ mφ provided x, y ∈ nφ.
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Proof. If x, y ∈ pφ, then for every α ≥ 0, it is readily follows from (1.3.1) that

φ(x+ y) = φ(x) + φ(y) < +∞ and φ(αx) = αφ(x) < +∞.

Consequently, pφ + pφ ⊆ pφ and αpφ ⊆ pφ.

If x ∈ pφ and y ∈ M+ such that y ≤ x, then it is clear that

x− y ≥ 0 and φ(x− y) ≥ 0.

Thus, it follows from (1.3.1) that

φ(y) = φ(x)− φ(x− y) ≤ φ(x) < +∞.

Hence, y ∈ pφ. The claim (i) is proved.

Let us prove (ii). Let us first verify that nφ is a linear space. If x, y ∈ nφ,
and α ∈ C, then it follows from (1.3.1) that

φ((αx)∗(αx)) = |α|2φ(x∗x) < +∞.

Thus, αx ∈ nφ. Furthermore, we have

(x+ y)∗(x+ y) = x∗x+ y∗y + x∗y + y∗x

and
(x− y)∗(x− y) = x∗x+ y∗y − x∗y − y∗x ≥ 0.

The latter two relations imply that

(x+ y)∗(x+ y) ≤ 2(x∗x+ y∗y).

Hence, since x, y ∈ nφ it follows from (i) that x + y ∈ nφ. Let us now show
the ideal property. Let x ∈ M and y ∈ nφ. From elementary considerations, we
have that

‖x‖21− x∗x ≥ 0.

Multiplying by y∗ and y from left and right, respectively, we obtain that

‖x‖2y∗y ≥ y∗x∗xy∗ = (xy)∗(xy).

Consequently, xy ∈ nφ. Hence, the claim (ii) is proved.

The claim (iii), now clearly follows from (ii) and the polarization identity

y∗x =
1
4

3∑

k=0

ik(x+ iky)∗(x+ iky), x, y ∈ M.
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A weight φ has a unique extension over the linear subspace mφ. We shall
denote this extension as φ also. A weight φ is called a state if pφ = M+

and φ(1) = 1. We have the following description of normal states on a von
Neumann algebra M.

Theorem 1.3.6 ( [37, Theorem 7.1.11]). If φ is a state on a von Neumann
algebra M, then the following are equivalent

(i) φ is normal;

(ii) φ is wo-continuous on the unit ball of M.

Thus, Theorem 1.3.6 and Lemma 1.1.2 imply

Corollary 1.3.7. The collection of all normal states is precisely the set

{φ ∈ M+
∗ : φ(1) = 1}.

A one-to-one mapping π : M 7→ M is called ∗-automorphism of the algebra M

if and only if

π(x+ αy) =π(x) + απ(y), π(xy) = π(x)π(y)

π(x∗) = (π(x))∗, x, y ∈ M, α ∈ C. (1.3.2)

Theorem 1.3.8 ([61, Corollary 5.13]). Every ∗-automorphism of a von Neu-
mann algebra is is uw-continuous.

Let φ be a weight on a von Neumann algebra M and let σ = {σt}t∈R be a
group of ∗-automorphisms of M. The weight φ satisfies the modular condition
with respect to the group σ if and only if (see [37, Section 9.2])

(i) σt(pφ) ⊆ pφ and φ(σt(x)) = φ(x), for every t ∈ R, x ∈ pφ;

(ii) for every x, y ∈ nφ∩nφ∗, there is a function fx,y : S̄ → C, where S = {z ∈
C : 0 < =z < 1}, such that fx,y is holomorphic in S, bounded in S̄ and

fx,y(t) = φ(σt(x) y) and fx,y(t+ i) = φ(y σt(x)), t ∈ R.

Theorem 1.3.9 ( [37, Section 9.2]). For every weight φ on a von Neumann
algebra M there is a unique group of ∗-automorphisms of M σ = σφ = {σφt }t∈R
such that φ satisfies the modular condition with respect to σφ.
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The group σφ is called the modular group of the weight φ.

Let φ be a weight on a von Neumann algebra M and let u ∈ M be a uni-
tary operator. We set pφu

= u pφu
∗ and φu(x) = φ(u∗xu), x ∈ pφu

. The
functional φu is also a weight. The following straightforward lemma explains
relation between the modular automorphism groups of the weights φ and φu.

Lemma 1.3.10. The modular automorphism group σφu = {φφu

t }t∈R is given
by

σφu

t = uσφt (u∗xu)u∗, x ∈ M.

Proof. We have to verify the modular conditions (i)–(ii) set out above.

(i) Let x ∈ pφu . Clearly, u∗xu ∈ pφ. Thus,

x ∈ pφu
=⇒u∗xu ∈ pφ
=⇒σφt (u∗xu) ∈ pφ
=⇒uσφt (u∗xu)u∗ ∈ pφu

=⇒σφu

t (x) ∈ pφu , t ∈ R.

(ii) Since σφ is the modular group of the weight φ, we have that, for ev-
ery x, y ∈ nφ ∩ nφ∗, there is a function fx,y such that (ii) holds with respect
to φ and the group σφ. It is now easy to show that the condition (ii) will hold
for the weight φu and the group σφu with the function f̃x,y := fu∗xu,u∗yu, for
every x, y ∈ nφu ∩ nφu

∗.

Among all possible weights we shall distinguish those possessing the trivial
modular group. Namely, the weight τ is called a tracial weight (or, simply, a
trace) if the corresponding modular group is trivial, i.e. στt = 1, for every t ∈ R.
We then have

Lemma 1.3.11. A weight τ is tracial if and only if τ(xy) = τ(yx), for every
x, y ∈ nφ.

Proof. Let τ be a tracial weight, i.e. στ ≡ 1. Let

S := {z ∈ C : 0 < =z < 1}.

Since τ satisfies the modular condition with respect to the group στ , we have
that, for every x, y ∈ nτ , there is a function fx,y : S̄ 7→ C holomorphic in S and
bounded in S̄ such that

fx,y(t) = τ(στt (x) y) and fx,y(t+ i) = τ(y στt (x)), t ∈ R.
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Thus, since τ is tracial, we readily see that

fx,y(t) = τ(x y) = c0 and fx,y(t+ i) = τ(y x) = c1,

i.e. the function fx,y is constant on the lines

{z ∈ C : =z = 0} and {z ∈ C : =z = 1}.

Let us show that the function fx,y is a constant throughout the strip S̄. Indeed,
let

S1 := {z ∈ C : −1 ≤ =z < 0}
and let χ and χ1 be the characteristic functions of the strips S̄ and S1. We shall
consider the function

f1(z) := fx,y(z)χ(z) + fx,y(−z)χ1(z), z ∈ S̄ ∪ S1.

The function f1 is holomorphic in the strip S and in the interior of the strip S1.
Moreover, the function f1 is continuous and bounded throughout S̄ ∪ S1. Con-
sequently, see e.g. [37, Lemma 9.2.11], the function f1 is holomorphic in the
interior of the strip S̄ ∪ S1. Furthermore, the function f1 is a constant on the
boundary of the domain S̄ ∪ S1. Thus, according to the maximum modulus
principle, the function f1 is a constant throughout the domain S̄ ∪ S1. The
latter, in particular, implies that the function fx,y is a constant throughout the
domain S̄, and therefore

τ(xy) = τ(yx).

The direct statement is proved.

The converse statement is simple. If the weight τ satisfies the identity

τ(x y) = τ(y x), x, y ∈ nτ ,

then it is clear that the weight τ satisfies the modular condition with respect
to the group σ ≡ 1 with fx,y = τ(x y), x, y ∈ nτ . Due to the uniqueness (see
Theorem 1.3.9) it readily follows that στ ≡ 1.

A von Neumann algebra M equipped with a normal semi-finite faithful
(n.s.f.) trace τ is called semi-finite von Neumann algebra. If there is no semi-
finite trace on M, then the algebra M is called purely infinite.

Let x : D(x) 7→ H be a linear operator. If x is densely defined, then we may
construct the adjoint operator x∗ : D(x∗) 7→ H as follows. The subspace D(x∗)
is the collection of all vectors ξ ∈ H such that the linear functional η 7→ 〈ξ, x(η)〉
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defined on the subspace D(x) is bounded. Since the subspace D(x) is dense
in H, we obtain that, for every ξ ∈ D(x∗) there is a unique vector, which we
call x∗(ξ), such that

〈x∗(ξ), η〉 = 〈ξ, x(η)〉, for every η ∈ D(x).

Theorem 1.3.12 ( [57, Theorem VIII.1]). Let x : D(x) 7→ H be a densely
defined linear operator. The adjoint operator x∗ : D(x∗) 7→ H is closed. The
adjoint operator x∗ is densely defined if and only if the operator x is closable in
which case x̄ = x∗∗. If x is closable, then (x̄)∗ = x∗.

An operator x : D(x) 7→ H is called self-adjoint if and only if x = x∗.

Theorem 1.3.13 ([61, Proposition 9.28]). If x : D(x) 7→ H is a closed linear
operator, then the operator x∗x is positive and self-adjoint.

Let us recall next the spectral theorem for self-adjoint operators. Let B(R)
be the σ-algebra of all Borel subsets of R. The mapping e : B(R) 7→ B(H) is
called a spectral measure if and only if

(i) e(B) is an orthogonal projection for every B ∈ B(R) and e(B) e(B′) = 0
provided B ∩B′ = ∅;

(ii) e(∪∞k=1Bk) =
∑∞
k=1 e(Bk), provided Bj ∈ B(R), Bk ∩Bj = ∅, k 6= j. The

latter series converges in the so-topology.

Theorem 1.3.14 ([57, Theorem VIII.6]). Let x : D(x) 7→ H be a self-adjoint
linear operator. There is a unique spectral measure ex(·) : B(R) 7→ B(H) such
that

ξ ∈ D(x) if and only if
∫

R
λ d‖exλ(ξ)‖2H < +∞ (1.3.3)

and
x(ξ) =

∫

R
λ dexλ(ξ), ξ ∈ D(x), (1.3.4)

where exλ = ex(−∞, λ]. The latter integral converges in the norm of H. If x is
bounded, then

x =
∫

R
λ dexλ

and the integral converges in the so-topology.

The relations (1.3.3) and (1.3.4) suggests that the latter result may be con-
versed.
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Theorem 1.3.15 ([57, Theorem VIII.6]). Let e(·) : B(R) 7→ B(H) be a spectral
measure, as explained above. There is a unique self-adjoint linear operator x :
D(x) 7→ H such that its spectral measure ex(·) guaranteed by Theorem 1.3.14
coincides with e(·).

Recall that the space B(R) stands for the class of all bounded Borel functions
on R equipped with the uniform norm

‖f‖∞ = sup
t∈R

|f(t)|, f ∈ B(R).

The theorem below defines the B(R)-calculus of self-adjoint operators.

Theorem 1.3.16 ([57, Theorem VIII.5]). Let x : D(x) 7→ H be a self-adjoint
linear operator and f ∈ B(R). The integral

f(x) :=
∫

R
f(λ) dexλ

converges in the so-topology. Thus, f(x) ∈ B(H). Moreover,

(i) The mapping f 7→ f(x) is a ∗-homomorphism from the algebra B(R) to
the algebra B(H). The latter homomorphism is bounded, i.e.

‖f(x)‖ ≤ ‖f‖∞.

(ii) If {fn}∞n=1 ⊆ (B(R))1 , fn → 0 pointwise, then fn(x) → 0 in the so-
topology.

Besides the spectral theorem, there is another distinguished property of self-
adjoint operators — Stone’s Theorem — which connects a self-adjoint operator
with a unitary group.

Theorem 1.3.17 (Stone, cf. [57, Theorems VIII.7 and VIII.8]). Let x : D(x) 7→
H be a self-adjoint linear operator. If {eitx}t∈R is the corresponding unitary
group, then the strong (equivalently, the weak) generator of this group coincides
with x. Conversely, if {γt}t∈R is a weakly continuous group on a Hilbert space H,
then there is a self-adjoint linear operator x : D(x) 7→ H such that eitx = γt,
t ∈ R.

A linear subspace D ⊆ H is called affiliated with the algebra M if and only
if

ξ ∈ D ⇐⇒ uξ ∈ D ,
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for every unitary operator u ∈ M′. In the latter case, we shall write DηM. A
linear (possibly unbounded) operator x : D(x) 7→ H is called affiliated with M

if and only if u∗xu = x for every unitary operator u ∈ M′. The latter means
that (i) the subspace D(x) ⊆ H is affiliated with M and (ii) u∗xu(ξ) = x(ξ), for
every ξ ∈ D(x). Clearly, it follows from Theorem 1.3.1 that if x ∈ B(H) and x
is affiliated with M, then x ∈ M. If the operator x : D(x) 7→ H is affiliated
with M, then we write shall xηM. Let us note that

Lemma 1.3.18. If x : D(x) 7→ H is a linear self-adjoint operator and M is
a von Neumann algebra acting on H, then xηM if and only if ex(B) ∈ M for
every B ∈ B(R).

Proof. Let x : D(x) 7→ H be a linear self-adjoint operator affiliated with M.
Let ex(·) be the corresponding spectral measure. Let us show that ex(B) ∈ M

for every B ∈ B(R).

Let us fix u ∈ M′. We consider the spectral measure e′(·) := u∗e(·)u.
According to Theorem 1.3.15, there is a linear self-adjoint operator x′ : D(x′) 7→
H such that

ξ ∈ D(x′) if and only if
∫

R
λ d‖e′λ(ξ)‖2H < +∞

and
x′(ξ) =

∫

R
λ de′λ(ξ), ξ ∈ D(x′).

We shall show that x = x′. Indeed,

ξ ∈ D(x′) ⇐⇒
∫

R
λ d‖e′λ(ξ)‖2H < +∞

⇐⇒
∫

R
λ d‖u∗exλu(ξ)‖2H < +∞

⇐⇒
∫

R
λ d‖exλu(ξ)‖2H < +∞

⇐⇒u(ξ) ∈ D(x) ⇐⇒ ξ ∈ D(x).

Furthermore,

x′(ξ) =
∫

R
λ de′λ(ξ) =

∫

R
λu∗dexλu(ξ)

=u∗xu(ξ) = x(ξ), ξ ∈ D(x) = D(x′).

Thus, it follows from uniqueness in Theorem 1.3.14 that e′(·) = ex(·). The
direct statement is proved. The proof of the converse assertion is similar.



20 CHAPTER 1. INTRODUCTION

Now, let us show how to extend a ∗-automorphism π to self-adjoint op-
erators xηM. Let xηM and let x be self-adjoint. To extend the mapping π

to x, we use the spectral theorem. Indeed, let ex(·) be the spectral measure of
the operator x. Since π is a ∗-isomorphism, the family π(ex(·)) is a spectral
measure. Thus, according to Theorem 1.3.15, there is a self-adjoint linear oper-
ator, which we call π̄(x) such that eπ̄(x)(·) = π(ex(·)). Moreover, according to
Lemma 1.3.18, the operator π̄(x) is also affiliated with the algebra M.

The following lemma immediately follows from the definition set out above
and the functional calculus, see Theorem 1.3.16.

Lemma 1.3.19. If xηM, then f(π̄(x)) = π(f(x)), for every f ∈ B(R).

Alternatively, the operator π̄(x) may be defined via Stone’s theorem and the
group {eitx}t∈R, provided x = x∗ηM.

Lemma 1.3.20. Let xηM and let x be self-adjoint. The group γ = {γt}t∈R
given by γt := π(eitx) is strongly continuous. The generator of the group γ

is iπ̄(x).

Proof. It follows from Theorem 1.3.16.(ii) that the group {eitx}t∈R is strongly
continuous. The latter implies that the function

t 7→ eitx, t ∈ R

is wo-continuous. Since the latter function is uniformly bounded, it is also
uw -continuous, see Corollary 1.3.3.

It follows from Theorem 1.3.8, that the mapping π : M 7→ M is uw -
continuous. Consequently, the function

t 7→ π(eitx), t ∈ R

is uw -continuous and therefore the mapping

t 7→ π(eitx)(ξ), t ∈ R

is weakly continuous (in H), for every ξ ∈ H. On the other hand, it is clear
that the mapping

ξ 7→ π(eitx)(ξ), ξ ∈ H

is weakly continuous (in H), for every t ∈ R. Thus, we obtain that the group γ
is weakly continuous. It now follows from Theorem 1.1.5, that the group γ is
also strongly continuous. The first part of the lemma is proved.
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Let us note that it is immediately follows from Lemma 1.3.19 that

γt = eitπ̄(x), t ∈ R. (1.3.5)

Let x′ be the generator of the group γ. Let us consider the resolvent Rλ(x′) =
(λ− x′)−1. By Theorem 1.1.6 we have

Rλ(x′)(ξ) =
∫ ∞

0

e−λt γt(ξ) dt

[(1.3.5)] =
∫ ∞

0

e−λt eitπ̄(x)(ξ) dt

= (λ− iπ̄(x))−1.

The last identity is due to the fact that

1
λ− iµ

=
∫ ∞

0

e−λteitµ dt, λ > 0, µ ∈ R

and Theorem 1.3.16. Thus, the operators iπ̄(x) and x′ have the same resolvents
which implies that iπ̄(x) = x′.

Remark 1.3.21. It is a straightforward observation, that the construction of the
operator π̄(x), x = x∗ηM and the results set out in Lemmas 1.3.19 and 1.3.20
are also applicable to any ∗-isomorphism, i.e. a one-to-one mapping π : M 7→ M1

such that (1.3.2) holds, where M and M1 are two (∗-isomorphic) von Neumann
algebras.

1.4 Noncommutative symmetric spaces of mea-
surable operators

Here we recall the construction of noncommutative symmetric spaces with re-
spect to semi-finite von Neumann algebra. We shall start with the classical
rearrangement invariant and symmetric function spaces.

Let L(R) = L(R, λ) be the class of all λ-measurable functions f : R 7→ C,
where λ is Lebesgue measure. For every f ∈ L(R), the distribution function is
defined by

λτ (f) := λ{t ∈ R : |f(t)| > τ}, τ ≥ 0.

The decreasing rearrangement f∗ of the function f ∈ L(R), such that λ(f) 6≡
+∞, is defined by

f∗(t) := inf{τ ≥ 0 : λτ (f) ≤ t}, t ≥ 0.
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A (quasi-)Banach space E ⊆ L(R) is called a rearrangement invariant (r.i.)
function space if and only if y ∈ E and ‖y‖E ≤ ‖x‖E provided x ∈ E, y ∈ L(R)
and y∗(t) ≤ x∗(t), t ≥ 0. At this point our terminology is slightly different from
that of [44].

Let x, y ∈ (L1 +L∞)(R). It is said that x is submajorized by y in the sense
of Hardy, Littlewood and Polya, when

∫ t

0

x∗ dλ ≤
∫ t

0

y∗ dλ.

In this case, we shall write y ≺≺ x. Is known that, see [42, Formula (2.17),
p. 91]

(x+ y)∗ ≺≺ x∗ + y∗. (1.4.1)

A Banach r.i. function space E is called a symmetric function space if and
only if ‖y‖E ≤ ‖x‖E provided x, y ∈ E and y ≺≺ x, see [13, 26–28]. A Banach
r.i. function space E is called a fully symmetric function space if and only
if y ∈ E and ‖y‖E ≤ ‖x‖E provided x ∈ E, y ∈ L1 + L∞ and y ≺≺ x, see [28].

The primary examples of Banach r.i. function spaces are the function Lp

spaces, 1 ≤ p ≤ ∞, i.e.

Lp(R) := {f ∈ L(R) : ‖f‖Lp(R) < +∞},

where the norm ‖ · ‖Lp(R) is defined by

‖x‖Lp(R) :=
[∫

R
|x(t)|p dλ(t)

] 1
p

, 1 ≤ p <∞

and
‖x‖L∞(R) := ess sup

t∈R
|x(t)|.

The next theorem describes interpolation properties of Banach r.i. and sym-
metric function spaces.

Theorem 1.4.1 ([42, Theorems 4.1, and 4.3]). (i) Every Banach r.i. func-
tion space E is an intermediate space in the couple (L1(R), L∞(R)), i.e.
we have the continuous embeddings

L1(R) ∩ L∞(R) ⊆ E ⊆ L1(R) + L∞(R).

(ii) If E is an intermediate Banach space in the couple (L1(R), L∞(R)),
then E is an interpolation space with interpolation constant 1 in this couple
if and only if E is fully symmetric.
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Another classical example of r.i. function spaces are Lorentz spaces Lp,r(R),
1 ≤ p, r ≤ ∞, which are given by the following norms

‖x‖Lp,r(R) :=
[∫

R
(t1/px∗(t))r

dλ(t)
t

] 1
r

, 1 ≤ r <∞ (1.4.2)

and
‖x‖Lp,∞(R) := sup

t≥0
t1/p x∗(t), r = ∞. (1.4.3)

For every 1 ≤ p ≤ ∞, we have Lp,p(R) = Lp(R). In general Lorentz spaces are
quasi-Banach spaces. Nonetheless, for p > 1 the Lorentz norm may be replaced
with an equivalent Banach norm (see Corollary 1.4.4 below).

Let us next recall interpolation properties of the classical Lp-spaces and
those of the Lorentz spaces.

Theorem 1.4.2 ( [5, Theorem 5.1.1]). For every 1 ≤ pj ≤ ∞, j = 0, 1 and
every 0 ≤ θ ≤ 1,

(Lp0 , Lp1)θ = Lp (norms are identical),

where
1
p

=
1− θ

p0
+

θ

p1
. (1.4.4)

Theorem 1.4.3 ([5, Theorem 5.3.1]). For every 1 ≤ pj , qj ≤ ∞, j = 0, 1 and
every 0 ≤ θ ≤ 1,

(Lp0,q0 , Lp1,q1)θ,q = Lp,q (norms are equivalent),

where
1
p

=
1− θ

p0
+

θ

p1
and 1 ≤ q ≤ ∞, if p0 6= p1

or
p = p0 = p1 and

1
q

=
1− θ

q0
+

θ

q1
.

Let us mention two implications of Theorem 1.4.3.

Corollary 1.4.4. For every 1 ≤ pj ≤ ∞, j = 0, 1 and every 0 ≤ θ ≤ 1

(i) (Lp0 , Lp1)θ,p = Lp (norms are equivalent), where p is given in (1.4.4);

(ii) (Lp0 , Lp1)θ,q = Lp,q (norms are equivalent), provided p0 6= p1, where p is
given in (1.4.4) and 1 ≤ q ≤ ∞;
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(iii) The quasi-norm in the Lorentz space Lp,q for 1 < p < ∞ is equivalent
to a norm and equipped with this norm the space Lp,q is a Banach space,
provided 1 < p <∞.

The norm in the r.i. function space E is called order-continuous if and only
if ‖xn‖E ↓ 0 for every xn ↓ 0 ⊆ E.

Lemma 1.4.5. The r.i. function space E is separable if and only if the norm ‖·
‖E is order-continuous.

Let E be a r.i. function space. The Köthe dual E× is defined by

E× := {x ∈ L(R) : ‖x‖E× < +∞} (1.4.5)

and
‖x‖E× := sup

y∈(E)1

∫

R
x(t) y(t) dλ(t).

Theorem 1.4.6 ([42, Theorem 4.9]). The Köthe dual of a r.i. function space
is a fully symmetric function space.

For the Köthe dual space E×, we can construct the second dual E××.
Clearly, we have the continuous embedding E ⊆ E××. If the space E is separa-
ble, then the latter embedding is isometric, i.e. ‖x‖E = ‖x‖E×× , x ∈ E.

It is said that a r.i. function space E has a Fatou norm if and only if, for
every 0 ≤ xn ↑n x ⊆ E, ‖x‖E = supn ‖xn‖E . A r.i. function space E has Fatou
norm if and only if the embedding E ⊆ E×× is isometric. If E has Fatou norm
then E is symmetric.

It is said that a r.i. function space E has the Fatou property if and only if,
for every {xn} ⊆ E, such that xn ↑n x ∈ L1 + L∞ and supn ‖xn‖E < ∞, it
follows that x = supn xn ∈ E exists and ‖xn‖E ↑n ‖x‖E . A r.i. function space E
has the Fatou property if and only if E = E××. If E has the Fatou property,
then E is fully symmetric.

1.4.1 Noncommutative symmetric spaces

Let us now consider the noncommutative counterparts of the spaces E. We fix
a semi-finite von Neumann algebra M with n.s.f. trace τ .

Let x : D(x) 7→ H be a closed densely defined linear operator affiliated
with M. An operator x is called τ -measurable if and only if for every ε > 0
there is a projection p = pε ∈ M such that p(H) ⊆ D(x) and τ(1− p) < ε.
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The distribution function of the operator xηM with respect to the pair (M, τ)
is defined by (see [30])

λs(x) := τ(e|x|(s,+∞)).

Lemma 1.4.7 ([30]). Let xηM. The following are equivalent

(i) x is τ -measurable;

(ii) λs(x) < +∞ for some s > 0;

(iii) λs(x) → 0 when s→ +∞.

Let M̃ be the collection of all τ -measurable operators. Let us recall that, for
every x ∈ M̃, the generalized singular value function is given by

µt(x) := inf{s ≥ 0 : λs(x) ≤ t}. (1.4.6)

The measure topology is the topology generated by the collection of neighbor-
hoods of the origin {N(ε, δ)}ε,δ>0, where N(ε, δ) is the set of all closed densely
defined linear operators x : D(x) 7→ H affiliated with with M such that there is
a projection p ∈ M satisfying p(H) ⊆ D(x), τ(1− p) < ε and ‖xp‖ < δ.

Alternatively, limα xα = x, xα, x ∈ M̃ with respect to the measure topology
if and only if

lim
α
µt(xα − x) = 0, for every t > 0.

Theorem 1.4.8 ( [46]). The collection M̃ is a complete topological ∗-algebra
with respect to the measure topology.

Let E = E(R) be a r.i. function space and M be a fixed semi-finite von
Neumann algebra. The corresponding noncommutative space E(M, τ) is defined
by

E(M, τ) := {x ∈ M̃ : µ(x) ∈ E(R)}. (1.4.7)

If E is fully symmetric, then the norm in the space E(M, τ) is given by

‖x‖E(M,τ) := ‖µ(x)‖E .

Theorem 1.4.9 ( [25, 29], see also [13]). If E = E(R) is a fully symmetric
function space, then the space E(M, τ) equipped with the norm ‖ · ‖E(M,τ) is a
Banach space.
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As for the classical spaces, the Hölder inequality is valid in the noncommu-
tative Lp-spaces, cf. [30, Theorem 4.2.(i)], i.e.

‖xy‖Ls ≤ ‖x‖Lp ‖y‖Lq ,
1
s

=
1
p

+
1
q
, 1 ≤ s, p, q ≤ ∞. (1.4.8)

Let E = E(R) be a fully symmetric function space. We shall frequently
denote the corresponding (noncommutative) space E(M, τ) as E. In particular,
we shall write Lp, 1 ≤ p ≤ ∞ for the (noncommutative) Lp-spaces.

Let E = E(R) be a fully symmetric function space and let E× be the corre-
sponding Köthe dual space defined in (1.4.5). It is proved in [26, Proposition 5.3]
that, if E× := E×(M, τ), then

E× = {a ∈ M̃ : ab ∈ L1, whenever b ∈ E}

and
‖a‖E× = sup

b∈(E)1∩L1∩L∞
|τ(ab)|. (1.4.9)

According to (1.4.9), every element a ∈ E× generates the continuous linear form

fa : x 7→ τ(ax), x ∈ E

and
‖fa‖E∗ = ‖a‖E× .

Thus, the Köthe dual space E× naturally embeds into the dual E∗. In the present
manuscript, we frequently identify the element a ∈ E× with the corresponding
form fa ∈ E∗.

Let us note, that, if Lp := Lp(M, τ), 1 ≤ p ≤ ∞, then

(Lp)× = Lp
′
,

1
p

+
1
p′

= 1

and also

(L1 + L∞)× = L1 ∩ L∞, (L1 ∩ L∞)× = L1 + L∞. (1.4.10)

Lemma 1.4.10. Elements in L1 ∩ L∞ separates points in L1 + L∞, i.e.,
if x1, x2 ∈ L1 + L∞ and 〈x1, y〉 = 〈x2, y〉, for every y ∈ L1 ∩L∞, then x1 = x2.

Proof. The proof is immediately seen from the observation (1.4.10) and (1.4.9).
However, it is instructive to present a direct elementary proof also.
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Let x ∈ L1 + L∞. It is sufficient to prove that

τ(xy) = 0, ∀y ∈ L1 ∩ L∞ =⇒ x = 0. (1.4.11)

Since the algebra M is semi-finite, there is a net of projections pα ↑α 1 ⊆
L1 ∩ L∞. Consider the polar decomposition of the operator x

x = u |x|, u ∈ M.

It is clear that pαu∗ ∈ L1 ∩ L∞, for every α. Consequently, it follows from the
hypothesis in (1.4.11) that

τ(x pαu∗) = 0, ∀α.

On the other hand

0 = τ(x pαu∗) = τ(|x|pα) = τ(|x|1/2 pα |x|1/2).

Since the operator |x|1/2pα |x|1/2 is positive, we obtain that |x|1/2pα |x|1/2 = 0
for every α. Now, we observe that |x|1/2 pα|x|1/2 ↑α |x| and that the space L1 +
L∞ has the Fatou norm which imply that |x| = x = 0. The lemma is completely
proved.

Let us next recall some properties of the noncommutative symmetric space E

with respect to a fully symmetric function space with an order-continuous norm.

Theorem 1.4.11 ( [13, Proposition 2.1]). If the symmetric function space E
has order-continuous norm, then λs(x) < +∞ for every s > 0, provided x ∈ E.
Equivalently, µ∞(x) := limt→∞ µt(x) = 0, provided x ∈ E.

Theorem 1.4.12 ([13, Proposition 2.5]). Let E be a noncommutative symmetric
operator space with respect to a fully symmetric function space with an order-
continuous norm. If {pα} ⊆ M is a net of projections such that pα ↓ 0, then
limα ‖xpα‖E = 0, for every x ∈ E.

Let us note, that, if the space E does not have order-continuous norm, then
we have the following weaker result.

Lemma 1.4.13. Let {xα} ⊆ (M)1 be a net. If wo − limα xα = 0, then

σ(E,E×)− lim
α
yxα = σ(E,E×)− lim

α
xαy = 0, y ∈ E. (1.4.12)

In particular, the space L1 ∩ L∞ is σ(E,E×)-dense in E.
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Proof. The proof is straightforward. Since the net {xα} is uniformly bounded,
it readily follows from Corollary 1.3.3 that

uw − lim
α
xα = 0.

On the other hand, for every y ∈ E and z ∈ E×, it is clear that zy, yz ∈ L1,
see (1.4.9). Thus, the limit above implies that

lim
α
τ(xαzy) = lim

α
τ(xαyz) = 0, y ∈ E, z ∈ E×.

The latter is equivalent to (1.4.12).

For the second claim, observe the following. For every x ∈ E, there is a
sequence of projections {pn}n≥1 such that

pn → 1 and xpn ∈ L1 ∩ L∞.

On the other hand, it follows from (1.4.12) that

σ(E,E×)− lim
n→∞

x(1− pn) = 0 ⇐⇒ σ(E,E×)− lim
n→∞

xpn = x.

The lemma is proved.

Lemma 1.4.14. (i) If the space E has order-continuous norm, then the
space L1 ∩ L∞ is norm dense in E. In particular, the space L1 ∩ L∞

is norm dense in Lp, 1 ≤ p <∞.

(ii) Since L1 ∩ L∞ is dense in L1, it follows from Lemma 1.1.2 and Corol-
lary 1.3.3 that the wo-topology, the uw-topology, the σ(L∞,L1)-topology
and the σ(L∞,L1 ∩ L∞)-topology coincide on (L∞)1 = (M)1.

Proof. (i) Let x ∈ E. We set pn := e|x|
(

1
n , n

)
, n ≥ 1. According to Theo-

rem 1.4.11, {pn}∞n=1 ⊆ L1 ∩ L∞. Moreover, according to Theorem 1.3.16, the
operators xpn ∈ L∞, for every n ≥ 1. Consequently, xpn = (xpn)·pn ∈ L1∩L∞,
for every n ≥ 1. On the other hand, it is clear that pn ↑ e|x|(0,+∞) as n→∞.
Thus, it follows from Theorem 1.4.12 that

lim
n→∞

xpn = xe|x|(0,+∞) = x(1− e|x|(0)) = x(1− ex(0)) = x,

where the limit is taken with respect to the norm topology of E. The claim (i)
is proved.

(ii) This claim readily follows from Corollary 1.3.3, the fact that M∗ = L1

and the claim (i) together with Lemma 1.1.2.
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Lemma 1.4.15. If z ∈ L1 + L∞ and if D ⊆ H is a dense subspace affiliated
with M and z′ = z|D, then z′ = z.

Proof. Since DηM, it follows that z′ηM. Since D is dense and z′ ⊆ z, we
have z∗ ⊆ z′∗. The operator z∗ is τ -measurable, therefore, z′∗ is τ -measurable
also and z′∗ = z∗, cf. [32, Lemma 2.1]. Passing to the second adjoints, we
obtain z′ = z′∗∗ = z∗∗ = z.

1.4.2 Trace scaling ∗-automorphisms of a von Neumann
algebra

Let us consider a ∗-automorphism of the algebra M. The mapping π is uw -
continuous, see Theorem 1.3.8. Let us assume that

π(L1 ∩ L∞) ⊆ L1 ∩ L∞ and τ(π(x)) = α τ(x), x ∈ L1 ∩ L∞, (1.4.13)

for some α > 0. Such an automorphism is call trace scaling with the factor α. For
the special case α = 1, a trace scaling ∗-automorphism is called trace preserving.

Lemma 1.4.16. A trace scaling ∗-automorphism π of a semi-finite von Neu-
mann algebra with a factor α > 0 is continuous with respect to the measure
topology.

Proof. Let us fix x ∈ M and consider the action of the automorphism π on the
distribution function λs(x). We clearly, have that

λs(π(x)) = τ(e|π(x)|(s,+∞))

= τ(π(e|x|(s,+∞)))

=α τ(e|x|(s,+∞))

=αλs(x).

This permits us to consider the action of the automorphism π on the func-
tion µ(x), namely

µt(π(x)) = inf {s > 0 : λs(π(x)) ≤ t}
= inf {s > 0 : αλs(x) ≤ t}

= inf
{
s > 0 : λs(x) ≤ t

α

}

=µ t
α
(x).

The latter implies that the mapping π is continuous with respect to the measure
topology. Thus, the lemma is proved.



30 CHAPTER 1. INTRODUCTION

Let π̃ be the unique extension of π to the algebra M̃ and let πE be the
restriction of the operator π̃ onto the space E. In particular, let πp := πLp

.

Lemma 1.4.17. Let π be a trace scaling ∗-automorphism of a semi-finite von
Neumann algebra with a factor α > 0.

(i) The space L∞ (resp. L1) is invariant with respect to the operator π∞

(resp. π1), i.e.

π∞(L∞) ⊆ L∞ (resp. π1(L1) ⊆ L1)

and
‖π∞‖B(L∞) = 1, (resp. ‖π1‖B(L1) = α).

(ii) If E is a fully symmetric noncommutative space, then πE(E) ⊆ E and πE ∈
B(E).

Proof. The proof follows from (1.4.13), the fact that π is an ∗-automorphism
and interpolation.

In the case of trace preserving ∗-automorphism the results presented above
are proved in [21].

Remark 1.4.18. If the operator x is τ -measurable, then its spectral resolu-
tion (1.3.4) converges with respect to the measure topology. The latter implies
that the extension π̃ coincides with the one discussed in the end of Section 1.3,
i.e., for every self-adjoint x ∈ M̃, we have that π̃(x) = π̄(x).

Remark 1.4.19. The construction of the extension π̃ given in the present sec-
tion without any changes carries to the setting of an arbitrary trace scaling
∗-isomorphism π : M 7→ M1, where M1 is another semi-finite von Neumann
algebra.

1.4.3 Interpolation of spaces of measurable operators

Let us recall the following result, which will allow to carry the classical inter-
polation results stated in Theorems 1.4.2 and 1.4.3 and Corollary 1.4.4 to the
setting of noncommutative spaces of measurable operators.

Theorem 1.4.20 ( [28, Corollary 2.7], see also [52, Corollary 2.2]). If Ē :=
(E0, E1) be a compatible couple of symmetric function spaces, then
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(i) the couple Ē = (E0,E1) = (E0(M, τ), E1(M, τ)) is compatible;

(ii) Ēθ(M, τ) = Ēθ, for every 0 ≤ θ ≤ 1;

(iii) Ēθ,q(M, τ) = Ēθ,q, for every 0 ≤ θ ≤ 1 and every 1 ≤ q ≤ ∞.

Corollary 1.4.21. The classical spaces Lp and Lp,q, 1 ≤ p, q ≤ ∞ may be
replaced with their noncommutative counterparts Lp and Lp,q in the statements
of Theorems 1.4.2 and 1.4.3 and Corollary 1.4.4.

Combining the interpolation Theorem 1.4.3 in the noncommutative setting
with the duality theorem (see Theorem 1.2.5), we obtain that

Theorem 1.4.22. The dual space (Lp,q)∗ coincides with Lp
′,q′ (norms are

equivalent), provided 1 < p <∞ and 1 ≤ q <∞ (or p = q = 1). In particular,
for every 1 < p < ∞, 1 ≤ q < ∞ (or p = q = 1), there is a constant cp,q > 0
such that

|τ(x y)| ≤ cp,q ‖x‖Lp,q ‖y‖Lp′,q′ , x ∈ Lp,q, y ∈ Lp
′,q′ . (1.4.14)

The classical version of the latter result is proved in [3, Corollary 4.8].

Let us note that, it follows from [30, Lemma 2.5] that, for every x ∈ M̃,

µt(x) = (µt(|x|2))1/2, t ∈ R.
Consequently, for every 2 ≤ p, q ≤ ∞,

‖x‖Lp,q =
[∫ ∞

0

(
t1/pµt(x)

)q dt
t

] 1
q

=
[∫ ∞

0

(
t2/pµt(|x|2)

) q
2 dt

t

] 2
q · 12

= ‖ |x|2‖1/2
Lp/2,q/2 , x ∈ Lp,q. (1.4.15)

Thus, the identity (1.4.15) implies that

‖xy‖L2 =
[
τ(|xy|2)]

1
2

=
[
τ(|x|2|y∗|2)]

1
2

[see (1.4.14)] ≤‖ |x|2‖1/2
Lp/2,r/2 ‖ |y∗|2‖1/2Lp/2,s/2

= ‖x‖Lp,r ‖y‖Lq,s , x ∈ Lp,r, y ∈ Lq,s, (1.4.16)

where 2 ≤ p, q, r, s ≤ ∞ and

1
2

=
1
p

+
1
q

=
1
r

+
1
s
.

The identity (1.4.16) generalizes (1.4.8) for the Lorentz spaces.
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1.5 The regular representations of a semi-finite
von Neumann algebra

Let M be a semi-finite von Neumann algebra equipped with n.s.f. trace τ acting
on H. If E := E(R) is the fully symmetric function space, then E := E(M, τ)
stands for the corresponding operator space, in particular, Lp := Lp(M, τ),
1 ≤ p ≤ ∞ are the noncommutative Lp-spaces.

Remark 1.5.1. Let us note that the space L2 is Hilbert. The corresponding
sesquilinear form is given by

〈ξ, η〉 := τ(ξ η∗).

In the present section, we shall discuss the representations of the algebra M

as a left (or right) multiplication operators on the Hilbert space L2.

Let xηM. We consider the operators Lx, Rx ∈ B(L2) defined by

Lx(ξ) = x · ξ and Rx(ξ) = ξ · x, ξ ∈ L2.

Let us also consider the mappings L,R : M 7→ B(L2) given by

L(x) := Lx and R(x) = Rx, x ∈ M.

We set ML := L(M) and MR := R(M).

In the first part of the present section, we shall prove

Theorem 1.5.2. The image ML (resp. MR) is a von Neumann algebra acting
on L2 and the mapping L : M 7→ ML (resp. R : M 7→ MR) is a uw-continuous
∗-isomorphism between the algebras M and ML (resp. MR).

The latter theorem follows from Theorem 1.3.1 and Lemma 1.5.5 and The-
orem 1.5.3 below.

Theorem 1.5.3 ( [62, Ch. V, Theorem 2.22]). The commutant ML
′ of ML

is MR (and similarly MR
′ = ML).

To prove Lemma 1.5.5 we need the following simple result.

Lemma 1.5.4. If x ∈ M̃ and there is a constant c > 0 such that

‖xy‖L2 ≤ c ‖y‖L2 , for every y ∈ L2

then x ∈ M and ‖x‖ ≤ c.
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Proof. The claim of the lemma readily follows from

‖x‖ = ‖x∗x‖1/2

= sup
z∈(L1

+)
1

[τ(x∗x z)]1/2

= sup
z∈(L1

+)
1

[τ(z1/2x∗xz1/2)]1/2

= sup
z∈(L1

+)
1

‖xz1/2‖L2

≤ c sup
z∈(L1

+)
1

‖z1/2‖L2 = c

Lemma 1.5.5. The mapping L : M 7→ ML (resp. R : M 7→ MR) is a ∗-
isomorphism of the algebra M onto the von Neumann algebra ML (resp. MR).

Proof. We shall prove the lemma only for the mapping L; for the mapping R,
argument is similar. We readily see that

L(x+ αy)(ξ) = (x+ αy) ξ = xξ + αyξ = Lx(ξ) + αLy(ξ)

and
Lxy(ξ) = (xy) ξ = Lx(Ly(ξ)), x, y ∈ M, ξ ∈ L2, α ∈ C.

Furthermore,

〈Lx(ξ), η〉 = τ(xξη∗) = τ(ξ(x∗η)∗) = 〈ξ, L∗x(η)〉, ξ, η ∈ L2, x ∈ M.

Thus, we obtain that the mapping L : M 7→ B(L2) is a ∗-homomorphism and

L(x+ αy) = Lx + αLy, Lxy = LxLy, L∗x = L(x∗).

The latter, in particular, means, that the image ML is a ∗-subalgebra of B(L2).
The fact that the mapping L is injective follows from Lemma 1.5.4.

The algebra ML (resp. MR) is called the left (resp. right) regular represen-
tation of the algebra M. From now on we shall discuss only the left regular
representation, the reader can easily reconstruct the corresponding notions and
results for the right regular representation.

The algebra ML is equipped with n.s.f trace τL given by

τL(x) = τ(L−1(x)), x ∈ ML.
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Having defined τL, the mapping L : M 7→ ML becomes a trace preserving ∗-
isomorphism. Let L̃ : M̃ 7→ M̃L be the extension of the latter isomorphism
to the algebra of τ -measurable operators (see Section 1.4.2). The next lemma
describes the mapping L̃.

Lemma 1.5.6. The mapping L̃ : M̃ 7→ M̃L is given by L̃(x) = Lx, x ∈ M̃,
where Lx : D(Lx) 7→ L2 is the operator defined by

D(Lx) := {ξ ∈ L2 : x · ξ ∈ L2} (1.5.1)

and

Lx(ξ) := x · ξ, ξ ∈ D(Lx). (1.5.2)

Proof. Let us fix x ∈ M̃. We shall show first that the operator Lx, defined
in (1.5.1) and (1.5.2) is closed. Let

{ξn}∞n=1 ⊆ D(Lx), lim
n→∞

ξn = ξ ∈ L2 and lim
n→∞

Lx(ξn) = η ∈ L2,

where the limits converge with respect to the norm topology of L2. We shall
show that ξ ∈ D(Lx) and Lx(ξ) = x · ξ = η which will imply that Lx is closed.
To this end, let us consider the collection of projections {pm}∞m=1 ⊆ M such
that

pm ↑ 1, as m→∞ and ‖pmx‖ ≤ m, m ≥ 1.

We have the following chain of relations

‖xξ‖L2 = sup
m≥1

‖pmxξ‖L2

= sup
m≥1

sup
ζ∈(L2)1

τ(pmx ξ ζ)

= sup
m≥1

sup
ζ∈(L2)1

lim
n→∞

τ(pmxξnζ)

= sup
m≥1

sup
ζ∈(L2)1

lim
n→∞

τ(pmLx(ξn) ζ)

= sup
m≥1

sup
ζ∈(L2)1

τ(pm η ζ)

≤‖η‖L2 .

Consequently, xξ ∈ L2, and hence, ξ ∈ D(Lx). Furthermore, since xξ ∈ L2, it
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follows from Theorem 1.4.12 that

τ(Lx(ξ) ζ) = τ(xξ ζ)

= lim
m→∞

τ(pmxξ ζ)

= lim
m→∞

lim
n→∞

τ(pmxξn ζ)

= lim
m→∞

lim
n→∞

τ(pmLx(ξn) ζ)

= lim
m→∞

τ(pmη ζ)

= τ(η ζ), ζ ∈ L2.

Consequently, it follows from Lemma 1.4.10 that Lx(ξ) = η. Thus, it is proved
that the operator Lx is closed.

Let us next show that the operator Lx is τL-measurable. Let ε > 0. Since the
operator x is τ -measurable, there is a projection p ∈ M such that τ(1− p) < ε

and p(H) ⊆ D(x). Since the operator x is closed, the latter implies that the
operator xp is bounded. Consequently, we have that the operator p := L(p) is
a projection in ML such that τL(1 − p) < ε and, for every ξ ∈ L2, we clearly
have that

‖xp(ξ)‖L2 = ‖xpξ‖L2 ≤ ‖xp‖ ‖ξ‖L2 < +∞. (1.5.3)

Hence, p(L2) ⊆ D(Lx), and therefore the operator Lx is τL-measurable.

Let us recall that L̃ : M̃ 7→ M̃L is the unique continuous extension of the
operator L : M 7→ ML. Let us remind that x ∈ M̃. Observe that the iden-
tity (1.5.3) shows that, for every projection p ∈ M such that p(H) ⊆ D(x), we
have the estimate

‖Lxp‖ ≤ ‖xp‖.
Consequently, for every x ∈ M̃ and every ε, δ > 0, we obtain the implication

x ∈ N(ε, δ) =⇒ Lx ∈ NL(ε, δ),

where {NL(ε, δ)}ε,δ>0 is the collection of neighborhoods of the origin in M̃L with
respect to the measure topology defined by τL. Since, the mapping x 7→ Lx is
linear, we readily see this mapping is continuous with respect to the measure
topology. Thus, we have established that the mapping x 7→ Lx is continuous
and coincides with the isomorphism L on the dense subspace M ⊆ M̃. The
latter immediately implies that L̃(x) = Lx, for every x ∈ M̃.

It follows from Lemma 1.4.17 that the mapping LE is an isometry between
the the spaces E = E(M, τ) and EL := E(ML, τL) for every fully symmetric
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function space E = E(R). From now on, we shall denote the mappings L̃
and LE simply by L. The latter lemma ensures that this will not lead to any
ambiguity.

Let us also recall that L̄ stands for the extension of the isomorphism L :
M 7→ ML to the class of self-adjoint operators affiliated with M, see discussion
at the end of Section 1.3. We set Lx := L̄(x), for every x = x∗ηM. Lemma 1.5.6
yields that L̄(x) = L̃(x) for every x = x∗ ∈ M̃.

1.6 Basic examples of von Neumann algebras
and noncommutative symmetric spaces

In this section, we consider several basic examples of von Neumann algebras
and their properties we need in the sequel.

1.6.1 M = L∞(M,m)

We first consider the commutative example. Let (M,m) be a σ-finite measure
space with σ-additive measure m. The space Lp(M,m), 1 ≤ p ≤ ∞ stands for
the collection of all m-measurable functions f : M 7→ C such that

‖f‖Lp(M,m) :=
∫

M

|f(t)|p dm(t) <∞, 1 ≤ p <∞

and
‖f‖L∞(M,m) := ess sup

t∈M
|f(t)| <∞.

The space L∞(M,m) is a ∗-algebra with respect to the pointwise operations
and complex conjugation.

To every function f ∈ L∞(M,m), we assign the multiplication opera-
tor mf ∈ B(L2(M,m)), given by

mf (ξ) = f · ξ, ξ ∈ L2(M,m).

Thus, the ∗-algebra L∞(M,m) becomes a subalgebra of B(L2(M,m)). We shall
identify function f ∈ L∞(M,m) and the corresponding operator mf .

It is known that (L∞(M,m))′ = L∞(M,m), e.g. [36, Example 5.1.6]. Thus,
we readily see that M = L∞(M,m) is a von Neumann algebra acting on H =
L2(M,m).
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It follows from [36, Example 5.1.6] that, if an operator x : D(x) 7→ L2(M,m)
is affiliated with the algebra L∞(M,m), then there is an m-measurable func-
tion f such that

ξ ∈ D(x) =⇒ f · ξ ∈ L2(M,m) and x(ξ) = f · ξ, ξ ∈ D(x).

The algebra M is equipped with the distinguished trace

τ(f) =
∫

M

f(t) dm(t), f ∈ pτ = L1(M,m).

The algebra M̃ = L̃∞(M,m) consists of all m-measurable functions f such
that λ(f) 6≡ +∞. We shall denote the symmetric space E(M, τ) as E(M,m).
Clearly, if E = Lp, 1 ≤ p ≤ ∞, the latter spaces turn into Lp(M,m) as defined
above.

Let us note that if (M,m) = (R, λ), then the spaces E(M,m) are the classical
symmetric function spaces. If (M,m) = (N, ν), where ν is the counting measure,
then we shall denote the space E(M,m) as `E . In particular, for E = Lp,
1 ≤ p ≤ ∞, the space `E coincides with the classical sequence space `p.

1.6.2 M = B(`2
n), n ≥ 1.

Having fixed the standard basis (εj)nj=1 in the Hilbert space `2n, the algebraB(`2n)
may be identified with the algebra of all n× n-matrices. That is, for every x ∈
B(`2n), we assign the matrix (xjk)nj,k=1 such that xjk = 〈x(εk), εj〉. If ξ =
(ξk)nk=1, η = (ηj)nj=1 ∈ `2n and η = x(ξ), it then follows that

ηj =
n∑

k=1

xjkξj , 1 ≤ j ≤ n.

It is easily seen that M′ = C1.

There is a tracial weight Tr on the algebra M, called the standard trace,
defined by

Tr((xjk)nj,k=1) :=
n∑

j=1

xjj .

Any linear functional φ on M has the form

φ(x) = Tr(xΦ), (1.6.1)
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where Φ is a matrix. By the Hölder inequality and polar decomposition, the
norm of such a functional φ is given by

‖φ‖M∗ = Tr(|Φ|).

The predual M∗ identifies with the space B(`2n) equipped with the norm ‖·‖M∗ =
Tr(| · |). The functional φ is positive if and only if the corresponding matrix Φ
is positive.

Consequently, any weight φ on M has the form (1.6.1), where Φ is a positive
matrix. Let us show that the modular automorphism group for such a weight φ
is given by

σφt (x) = ΦitxΦ−it, x ∈ M. (1.6.2)

Note that, without loss of generality, we may assume that the positive matrix Φ
is diagonal, see Lemma 1.3.10. Let (φj)∞j=1 be the diagonal entries of Φ. Accord-
ing to Theorem 1.3.9, the modular group is unique, thus, it is sufficient to show
that the group above satisfies the modular condition, see (i)–(ii) on page 14. It
follows from (1.6.1) and (1.6.2) that

φ(σφt (x)) = Tr(ΦitxΦ−itΦ) = Tr(xΦ) = φ(x), x ∈ M.

Furthermore, for every x, y ∈ M, let us consider the function fx,y given by

fx,y(z) = Tr(Φ1+izxΦ−izy), z ∈ C.

Since

fx,y(z) =
n∑

j,k=1

φ1+iz
j xjkφ

−iz
k ykj ,

it is clear that the function fx,y is holomorphic in the strip

S := {z ∈ C : 0 < =z < 1}

and bounded in the closed strip S̄. Moreover,

fx,y(t) = φ(σφt (x) y) and fx,y(t+ i) = φ(y σφt (x)), t ∈ R.

Consequently, the weight φ satisfies the modular condition with respect to the
group (1.6.2).

Let x = (xjk)nj,k=1 ∈ M. The generalized singular value function µt(x) with
respect to the standard trace Tr is a step function given by

µt(x) =

{
sk(x), if k − 1 ≤ t < k, 1 ≤ k ≤ n,
0, otherwise,



1.6. EXAMPLES 39

where (sk(x))nk=1 is the sequence of singular values of the operator x taken in
decreasing order and counted according to multiplicities.

Let CEn := E(M, T r). In particular, let Cpn := Lp(M, T r). The space CEn is
the space of all n×n-matrices equipped with the norm of the symmetric ideal CE
of compact operators, see the example below. In particular, the space Cpn, 1 ≤
p ≤ ∞ is the space of all n × n-matrices with the p-th Schatten-von Neumann
norm

‖x‖Cp
n

= (Tr(|x|p) 1
p , x ∈ M, 1 ≤ p <∞

and ‖ · ‖C∞n = ‖ · ‖.

1.6.3 M = B(`2).

This example is the natural extension of the example above. Having fixed the
standard basis (εj)∞j=1 in `2 the element x ∈ M identifies with the infinite
matrix (xjk)∞j,k=1, where xjk = 〈xεk, εk〉.

On the cone M+of all positive matrices we have the tracial weight Tr, given
by

Tr((xjk)∞j,k=1) =
∞∑

j=1

xjj ,

which we call the standard trace.

The space `2n, n ≥ 1 is a subspace of `2. Thus, we may consider the alge-
bra B(`2n) as a Banach subspace of the algebra M. The union ∪∞n=1B(`2n) is
wo-dense in M. The latter implies that M′ = C1. It also implies that every
bounded normal (equivalently, uw -continuous) functional φ ∈ M∗ have the form

φ(x) = Tr(xΦ), x ∈ M,

where Φ is the matrix such that Tr(|Φ|) < ∞. Therefore, the predual M∗
identifies with the class of all infinite matrices Φ such that Tr(|Φ|) < ∞. The
denote this class as C1 and call the trace class.

Let us note that Tr(p), where p ∈ B(`2) is a projection, is a positive integer.
Thus, if x ∈ M̃, then, according to Lemma 1.4.7, λs(x) = 0 for some s > 0
or, equivalently, x ∈ B(`2). Hence, we see that for the algebra M = B(`2)
the algebra of measurable operators M̃ coincides with M. In particular, every
symmetric space E(M, τ) ⊆ M.

Let us recall that the closure of all finite-dimensional operators in M is called
the class of compact operators and denoted by C∞. Let E = E(R) be a fully
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symmetric function space, and E = E(M, τ) be the corresponding operator
space. If the space E = E(R) is separable, then the norm ‖ · ‖E is order-
continuous. Therefore, every operator x ∈ E is compact, i.e. E ⊆ C∞. In this
case, we shall call the space E the symmetric ideal of compact operators and
denote by CE .

If x ∈ C∞, then the generalized singular value function µt(x) is given by

µt(x) = sk(x), if k − 1 ≤ t < k, k ≥ 1,

where (sj(x))∞j=1 is the decreasing sequence of singular values of the matrix x

counted with multiplicities. Thus, CE identifies with the class of all compact
operators x such that

‖x‖CE = ‖s(x)‖`E <∞.

In particular, when E = Lp, 1 ≤ p < ∞, the classes Cp := CE equipped with
the norm

‖x‖Cp :=

[ ∞∑
n=1

(sn(x))p
] 1

p

.

The class Cp is called the p-th Schatten-von Neumann ideal. We refer the reader
to [31] for more on the symmetric ideals of compact operators.

Before we continue considering examples of von Neumann algebras, let us
first recall the notion of the crossed product.

1.6.4 Continuous crossed product

Let M be a von Neumann algebra acting on a Hilbert space H and let α =
{αt}t∈R be a weak* continuous group of ∗-automorphisms on M. In the present
section we shall consider construction of the continuous crossed product MoαR
and its basic properties.

Let us recall that Lp = Lp(R) stands for the classical Lp spaces.

We shall consider the tensor product Hilbert space H := L2 ⊗H. Alterna-
tively, the space H consists of all functions ξ : R 7→ H such that

‖ξ‖H :=

√∫

R
‖ξ(t)‖2H dt <∞.

We shall also consider the tensor product von Neumann algebra B(L2)⊗M ⊆
B(H ).
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For every x ∈ M, we define the “diagonal” operator π(x) ∈ B(L2)⊗M by

(π(x)ξ)(t) := α−t(x)(ξ(t)), t ∈ R, ξ ∈ H .

The mapping π : x 7→ π(x) is a ∗-isomorphism of the algebra M onto a von
Neumann subalgebra π(M) ⊆ B(L2)⊗M.

The translation operators λt, t ∈ R on L2 are defined by

(λtξ)(s) := ξ(s− t), s ∈ R, ξ ∈ L2.

We set Λt := λt ⊗ 1 ∈ B(L2)⊗M.

The continuous crossed product R := Moα R is the minimal von Neumann
subalgebra of B(L2)⊗M containing the operators Λt, t ∈ R and π(x), x ∈ M.
We immediately have the following straightforward lemma.

Lemma 1.6.1. The group α̂ := π απ−1 on the algebra π(M) is implemented by
the unitary group λ := {Λt}t∈R, i.e.

α̂t(π(x)) = παtπ
−1π(x) = π(αt(x)) = Λ∗tπ(x)Λt, x ∈ M, t ∈ R. (1.6.3)

Recall that the Fourier transform and its inverse are defined by ([58, Sec-
tion 7.1])

(Ff)(t) :=
1√
2π

∫

R
f(s) e−its ds and (F−1f̂)(s) :=

1√
2π

∫

R
f̂(t) eits dt,

where t, s ∈ R and f, f̂ ∈ L1(R). It follows from the Plancherel theorem ([58,
Theorem 7.9]) that the mapping F may be extended to a unitary operator
on L2(R). Moreover, we shall also denote by F the extension of the Fourier
transform to the class of tempered distributions ([58, Definition 7.14]).

Let T = T (L2) be the minimal von Neumann subalgebra of B(L2) gen-
erated by the operators λt, t ∈ R. The algebra T is ∗-isomorphic to the
algebra L∞ via the Fourier transform F. Equivalently, if

m̂f := F−1mfF = wo −
∫

R
f̂(t)λt dt, f = Ff, f ∈ L∞,

then
T = {m̂f ∈ B(L2) : f ∈ L∞}.

Indeed, it is sufficient to observe that the algebras T and L∞ are the minimal
von Neumann algebras generated by the unitary group {λt}t∈R and {et}t∈R,
respectively, where et is a multiplication operator by eit(·) on L2(R) and that the
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latter unitary groups are isomorphic via Fourier transform, i.e. λt = F−1etF,
t ∈ R. On the other hand, it is clear, that the algebra T may be viewed as a von
Neumann subalgebra of R via the mapping x 7→ x⊗1, x ∈ T . Consequently, the
algebra L∞ may be viewed as a von Neumann subalgebra of R via the mapping

f 7→ m̂f ⊗ 1 ∈ R, f ∈ L∞.

The crossed product algebra R is built in a purely abstract way as the
minimal algebra containing the operators Λt, t ∈ R and π(x), x ∈ M. Before
we proceed further, let us mention another, more constructive, approach to the
algebra R which expressed by the following lemma.

Let us consider the class K(M) which is a collection of all wo-continuous
functions x : t ∈ R 7→ xt ∈ M with compact support. For every x ∈ K(M), we
define the integral

π̃(x) :=
∫

R
Λt π(xt) dt. (1.6.4)

Lemma 1.6.2 ([63, Ch. X, Lemma 1.8]). The integral (1.6.4) converges with
respect to the wo-topology. The image π̃(K(M)) is wo-dense in R.

Let φ be a weight on the algebra M. The dual weight on the algebra R is
defined by

φ̂(π̃(x)∗π̃(x)) :=
∫

R
φ(x∗txt) dt, x ∈ K(M). (1.6.5)

Lemma 1.6.3 ([64, §2, Lemma 1]). If φ is normal (resp. semi-finite, tracial)
then the dual weight φ̂ is normal (resp. semi-finite, tracial).

1.6.5 Lp spaces for arbitrary algebras

Let us fix a von Neumann algebra M acting on a Hilbert space H. In the present
section we exhibit the construction of noncommutative Lp spaces associated with
an arbitrary M. The construction is due to U. Haagerup, cf. [64].

Let us also fix a n.s.f. weight φ on the algebra M. Let σφ := {σφt }t∈R be
the corresponding modular automorphism group. We shall consider the crossed
product R := M oσφ R. The latter algebra acts on the Hilbert space H :=
L2 ⊗H. Recall that for every x ∈ M the operator π(x) ∈ R is given by

(π(x)ξ)(t) = σφ−t(x)(ξ(t)), ξ ∈ H , t ∈ R.



1.6. EXAMPLES 43

Let us define the unitary group of operators w := {wt}t∈R ⊆ B(H ) as
follows

(wtξ)(s) := eitsξ(s), s ∈ R.

The latter group defines the group of ∗-automorphisms θ := {θt}t∈R on R given
by

θt(x) := w∗t xwt, x ∈ R. (1.6.6)

The group θ = {θt}t∈R is called the dual action. Clearly,

[θt(π(x))(ξ)](s) = [w∗t π(x)wt(ξ)](s)

= e−its[π(x)wt(ξ)](s)

= e−itsσφ−s(x)(wt(ξ)(s))

= e−itsσφ−s(x)(e
itsξ(s))

=σφ−s(x)(ξ(s))

= [π(x)(ξ)](s), ξ ∈ H , t, s ∈ R.

Thus,

θt(π(x)) = π(x), x ∈ M, t ∈ R.

We also have

[θtΛs(ξ)](l) = [w∗tΛswt(ξ)](l)

= e−itl[Λswt(ξ)](l)

= e−itl[wt(ξ)](l − s)

= e−itleit(l−s)ξ(l − s)

= e−itsΛs(ξ)(l), ξ ∈ H , t, s, l ∈ R,

Hence,

θt(Λs) = e−itsΛs, t, s ∈ R.

Consequently,

θt(π̃(x)) =
∫

R
e−its Λs π(xs) ds, x ∈ K(M). (1.6.7)

Let ψ be a n.s.f. weight on M and let ψ̂ be the dual weight. It now follows
from the identity (1.6.7) and the definition of the dual weight ψ̂, see (1.6.5) that

ψ̂ = ψ̂ ◦ θt, t ∈ R. (1.6.8)
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Indeed,

ψ̂(θt(π̃(x)∗π̃(x))) = ψ̂(θt(π̃(x))∗θt(π̃(x)))

=
∫

R
φ((e−itsxs)∗e−itsxs) ds.

=
∫

R
φ(x∗sxs) ds

= ψ̂(π̃(x)∗π̃(x)), x ∈ K(M).

The next fundamental result displays a distinguished feature of the crossed
product with modular group.

Theorem 1.6.4 ([37, Section 13.3]). There is a n.s.f. trace τ on the algebra R

such that

(i) τ ◦ θt = e−tτ , t ∈ R;

(ii) φ̂(x) = τ(Dx), where D = m̂f ⊗ 1 and f(t) = et, t ∈ R, x ∈ R;

(iii) θt(D) = e−tD.

Let us recall that M∗ is the predual to the algebra M. The space M∗ consists
of all normal bounded linear functionals on M. M+

∗ stands for the collection of
all positive elements of M∗.

Let ψ be a n.s.f. weight on M and let ψ̂ be the corresponding dual weight.
Let Dψ be the operator affiliated with the algebra R such that

ψ̂(x) = τ(Dψx), x ∈ R. (1.6.9)

We immediately have, that

τ(θt(Dψ)x) = τ(θt(Dψ θ−t(x)))

[Theorem 1.6.4.(i)] = e−tτ(Dψ θ−t(x))

[(1.6.9)] = e−tψ̂(θ−t(x))

[(1.6.8)] = e−tψ̂(x)

[(1.6.9)] = e−tτ(Dψ x), t ∈ R, x ∈ M.

In particular,

θt(Dψ) = e−tDψ, t ∈ R.
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Theorem 1.6.5 (U. Haagerup). (i) If ψ ∈ M+
∗ , then the operator Dψ is τ -

measurable and

‖ψ‖M∗ = ‖Dψ‖L1,∞(R,τ).

(ii) The mapping ψ 7→ Dψ extends linearly to an isometric embedding of M∗
into L1,∞(R, τ).

(iii) For every element x ∈ L1,∞(R, τ) such that θt(x) = e−tx, t ∈ R, there is
a functional ψ ∈ M∗ such that x = Dψ.

The latter result suggests how an approach to the definition of a noncom-
mutative Lp-spaces might be defined. Indeed, we set

Lp(M) :=
{
x ∈ R̃ : θt(x) = e−t/px, t ∈ R, |x|p ∈ L1,∞(R, τ)

}
. (1.6.10)

The norm ‖ · ‖Lp(M) is given by

‖x‖Lp(M) :=
(‖ |x|p ‖L1,∞(R,τ)

) 1
p , x ∈ Lp(M).

According to the definition of the spaces Lp,∞, see (1.4.3), the latter definition
is equivalent to

Lp(M) :=
{
x ∈ Lp,∞(R, τ) : θt(x) = e−t/px, t ∈ R

}

and

‖x‖Lp(M) := ‖x‖Lp,∞(R,τ), x ∈ Lp(M).

To support the claim that the introduced spaces Lp(M) indeed deserve to carry
the name noncommutative Lp-spaces, we have

Lemma 1.6.6. L1(M) = M∗ and L∞(M) = M.

Proof. Clearly, the former follows from Theorem 1.6.5. The latter follows
from [64, Proposition 10].

The reader may have observed that in the notation Lp(M) we did not men-
tioned the weight φ and this is not accidental. The following result clarifies the
matter

Theorem 1.6.7. Let M be a von Neumann algebra acting on H and let φj,
j = 1, 2 be two different n.s.f. weights on M
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(i) If Rj, j = 1, 2 are the corresponding crossed products with respect to the
groups σφj , j = 1, 2, then there is a so-continuous function t ∈ R 7→ ut ∈
B(H), where ut is unitary, t ∈ R and the unitary operator U ∈ B(H )
given by

(Uξ)(t) = ut(ξ(t)), t ∈ R, ξ ∈ H ,

such that the mapping x 7→ U∗xU is ∗-isomorphism between the alge-
bras Rj, j = 1, 2.

(ii) If τj, j = 1, 2 are the traces on the algebras Rj, j = 1, 2 guaranteed by
Theorem 1.6.4, then

τ1(x) = τ2(U∗xU), x ∈ R1.

(iii) The mapping x 7→ U∗xU , x ∈ R1 extends into an isometry between the
spaces Lp,∞(Rj , τj), j = 1, 2, for every 1 ≤ p ≤ ∞.

(iv) The mapping x 7→ U∗xU , x ∈ R1 commutes with θt, t ∈ R, i.e.

U∗θt(x)U = θt(U∗xU), x ∈ R1, t ∈ R.

(v) The mapping x 7→ U∗xU , x ∈ R1 implements an isomorphism between the
spaces Lpj (M), j = 1, 2, where Lpj (M) is the noncommutative Lp-spaces
defined in (1.6.10) with respect to the weights φj, j = 1, 2, respectively.

1.7 Double Operator Integrals

Let us fix a semi-finite von Neumann algebra M acting on H equipped with a
n.s.f. trace τ and fix two self-adjoint operators a, bηM. Let ea(·) and eb(·) be the
corresponding spectral measures. We also fix the noncommutative symmetric
space E = E(M, τ).

For every Borel set B ∈ B(R), we consider the projections P aE(B), QbE(B) ∈
B(E) defined by

P aE(B)x = ea(B)x, QbE(B)x = x eb(B), x ∈ E. (1.7.1)

We let P ap := P aLp and Qbp := QaLp , 1 ≤ p ≤ ∞.

Lemma 1.7.1. The mappings P aE , Q
b
E : B(R) 7→ B(E) are projection-valued

measures, that is

P aE

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

P aE(Bn), QbE

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

QbE(Bn),
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Bn ∈ B(R), Bn ∩Bm = ∅, n 6= m.

The above series converge in the sense that the series

∞∑
n=1

τ (y P aE(Bn)(x)) ,
∞∑
n=1

τ
(
y QbE(Bn)(x)

)

converge for every x ∈ E and y ∈ E×. If the space E is separable, then the series
converge with respect to the strong topology, i.e.

∞∑
n=1

P aE(Bn)(x),
∞∑
n=1

QbE(Bn)(x)

converge in E, for every x ∈ E.

Proof. It is apparent that the values of the mappings P aE : QbE : B(R) 7→
B(E) are projections in B(E). Thus, we have to prove σ-additivity only. The
latter follows from the fact that ea(·) and eb(·) are spectral measures, see p. 17,
together with Lemma 1.4.13 (Theorem 1.4.12, if E is separable).

Let x ∈ E, y ∈ E× and B ∈ B(R). We have the following simple identities

τ(P aE(B)(x) y) = τ(ea(B)x y) = τ(x y ea(B)) = τ(xQaE×(B)(y))

and
τ(QbE(B)(x) y) = τ(x eb(B) y) = τ(xP bE×(B)(y)).

Consequently, we readily see that (recall that the space E× is regarded as a
subspace of the dual E∗, see Section 1.4.1)

(P aE(B))∗|E× = QaE×(B) and (QbE(B))∗|E× = P bE×(B), B ∈ B(R). (1.7.2)

Let A (R2) be the algebra generated by the collection of all Borel rectan-
gles A×B, A,B ∈ B(R). We define the product measure P aE ⊗QbE : A (R2) 7→
B(E) by

P aE ⊗QbE(A×B) = P aE(A) ·QbE(B), A,B ∈ B(R). (1.7.3)

The identities (1.7.2) imply that

(P aE ⊗QbE(A×B))∗|E× = P bE× ⊗QaE×(B ×A), A,B ∈ B(R). (1.7.4)

Theorem 1.7.2 ( [24, Remark 3.1] and the references therein). The product
measure P a2 ⊗Qb2 extends to a unique spectral measure over B(R2). That is
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(i) P a2 ⊗Qb2(B) is an orthogonal projection in B(L2), for every B ∈ B(R2);

(ii) P a2 ⊗Qb2(B) ·P a2 ⊗Qb2(B′) = 0, for every B,B′ ∈ B(R2) and B ∩B′ = ∅;

(iii) if Bn ∈ B(R2), n ≥ 1 such that Bn ∩Bm = ∅, n 6= m, then

P a2 ⊗Qb2

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

P a2 ⊗Qb2(Bn),

where the series converges in the so-topology of the space B(L2).

Let us note that the latter result is not valid when p 6= 2, see Example 1.9.1
below.

Let B(R2) be the class of all complex-valued bounded Borel functions on the
plane R2. Recall that the space B(R2) is equipped with the uniform norm

‖φ‖∞ := sup
λ,µ∈R2

|φ(λ, µ)|.

Theorem 1.7.2 together with the spectral theorem (Theorem 1.3.14) implies that
for every φ ∈ B(R2), the integral

∫

R2
φd(P a2 ⊗Qb2)

converges in the so-topology. Thus, if we define the linear operator T a,bφ,2 : L2 7→
L2 as

T a,bφ,2(x) :=
∫

R2
φd(P a2 ⊗Qb2x), x ∈ L2,

then, it follows from Theorem 1.7.2 and the spectral theorem (Theorem 1.3.14)
that T a,bφ,2 ∈ B(L2) and

‖T a,bφ,2‖B(L2) ≤ ‖φ‖∞. (1.7.5)

Extending the observation above, we arrive at

Definition 1.7.3. A function φ ∈ B(R2) is integrable with respect to the
measure P aE ⊗ QbE if and only if there is a bounded linear operator T ∈ B(E)
satisfying the following conditions:

(i) T (L2 ∩ E) ⊆ L2 ∩ E and T ∗(L2 ∩ E×) ⊆ L2 ∩ E×;

(ii) for every x ∈ L2 ∩ E and y ∈ L2 ∩ E×

〈Tx, y〉 =
∫

R2
φ(λ, µ) d〈P aE ⊗QbEx, y〉. (1.7.6)
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The notion introduced in Definition 1.7.3 was thoroughly studied in [24].
In particular, the present definition is a special case of [24, Definition 2.9] (see
also [24, Proposition 2.12] and the discussion there on pages 81–82).

Lemma 1.7.4. For every φ ∈ B(R2) there is at most one operator T satisfying
Definition 1.7.3.

Proof. Let us assume that there are two operators Tj ∈ B(E), j = 1, 2, satisfying
Definition 1.7.3. Obviously, we then have

〈T1x; y〉 = 〈T2x; y〉, x ∈ L2 ∩ E, y ∈ L2 ∩ E×. (1.7.7)

Observe that the functional

x 7→ 〈Tjx; y〉 = 〈x;T ∗j y〉

is σ(E,E×)-continuous, for every j = 1, 2 and y ∈ L2 ∩ E×. Observe also that
the space L2 ∩ E is σ(E,E×)-dense in E, see Lemma 1.4.13. Consequently, the
identity (1.7.7) may be extended to the case that x ∈ E. To finish the proof,
we need to note that L2 ∩ E× separates points in E (cf. Lemma 1.4.10). Thus,
T1 = T2.

From now on, we shall denote the operator T from Definition 1.7.3 as T a,bφ,E.
For the special case E = Lp, 1 ≤ p ≤ ∞, we set T a,bφ,p := T a,bφ,Lp .

Lemma 1.7.5. Let Ej, j = 1, 2 be two noncommutative symmetric spaces. If
the function φ ∈ B(R2) is integrable with respect to P aEj

⊗QbEj
, j = 1, 2, then

T a,bφ,E1
(x) = T a,bφ,E2

(x), x ∈ E1 ∩ E2.

Proof. For the sake of brevity, we let Tj := T a,bφ,Ej
, j = 1, 2. Fix x ∈ E1 ∩

E2. There is a spectral approximation xn = xe|x|( 1
n , n) ∈ L1 ∩ L∞ such that

limn→∞ xn = x, where the limit converges with respect to the σ(E1 ∩ E2,E
×
1 +

E×2 )-topology (see Lemma 1.4.13). Consequently, for every y ∈ L1 ∩ L∞, we
obtain

〈Tj(xn), y〉 = 〈xn, T ∗j (y)〉 → 〈x, T ∗j (y)〉 = 〈Tj(x), y〉, j = 1, 2.

Let us note that we used the fact that T ∗j (y) ∈ E×1 ∩E×2 , see Definition 1.7.3. It
is also apparent from Definition 1.7.3 that

〈T1(xn), y〉 = 〈T2(xn), y〉, y ∈ L1 ∩ L∞.
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Letting n→∞, we arrive at

〈T1(x), y〉 = 〈T2(x), y〉, y ∈ L1 ∩ L∞.

To finish the proof we have to note that L1∩L∞ separates the points of E1∩E2

(see Lemma 1.4.10).

Let us introduce Φ(E) as the class of all functions φ ∈ B(R2) integrable with
respect to P aE ⊗ QbE for every a, bηM, a = a∗, b = b∗; Φs(E) is the subclass of
all φ ∈ Φ(E) such that φ(λ, µ) = φ(µ, λ).

By the following result, the class Φ(E) is an algebra.

Theorem 1.7.6 ([24, Proposition 2.8]). Let E be a noncommutative symmetric
space and a, bηM be self-adjoint linear operators. The mapping φ 7→ T a,bφ,E is an
algebra homomorphism from Φ(E) to B(E), where the class Φ(E) equipped with
pointwise operations.

The following duality result for Double Operator Integrals was proved in [53].

Theorem 1.7.7. If E is a noncommutative symmetric space with order-contin-
uous norm and the Fatou property, then Φs(E) = Φs(E∗). Moreover, T a,bφ,E∗ =
(T b,aφ,E)∗ and T a,bφ,E = (T b,aφ,E∗)

∗|E1, provided φ ∈ Φs(E) = Φs(E∗).

Proof. By the assumption, we have E× = E∗ and E×× = E. Fix φ ∈ Φs(E) and
set T := T b,aφ,E, for brevity. Let us first show that Φs(E) ⊆ Φs(E∗), to this end it
is sufficient to show that

T a,bφ,E∗ = T ∗. (1.7.8)

Fix

x ∈ L2 ∩ E = L2 ∩ E××, y ∈ L2 ∩ E∗ = L2 ∩ E×. (1.7.9)

By Definition 1.7.3,

T (L2 ∩ E) ⊆ L2 ∩ E, T ∗(L2 ∩ E×) ⊆ L2 ∩ E×

and

〈T (x), y〉 =
∫

R2
φ(λ, µ) d〈P bE ⊗QaE(x), y〉.

1Hereafter, we identify the elements of E with their canonical images in E∗∗.
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Recall that x, y are fixed in (1.7.9). Passing to the adjoint operator T ∗ in the
latter identity, we obtain

〈x, T ∗(y)〉 =
∫

R2
φ(λ, µ) d〈P bλ,E ⊗Qaµ,E(x), y〉

[see (1.7.4)] =
∫

R2
φ(λ, µ) d〈x, P aµ,E× ⊗Qbλ,E×(y)〉

[since φ(λ, µ) = φ(µ, λ)] =
∫

R2
φ(λ, µ) d〈x, P aλ,E× ⊗Qbµ,E×(y)〉. (1.7.10)

Thus, to finish the proof of (1.7.8), according to Definition 1.7.3, we only need
to show that

T ∗∗(L2 ∩ E) ⊆ L2 ∩ E.

The latter is apparent, since T ∈ B(E) and therefore

T ∗∗(z) = T (z), z ∈ E.

Thus, we have established that Φs(E) ⊆ Φs(E∗).

We now fix φ ∈ Φs(E∗) and set T := T b,aφ,E∗ = T b,aφ,E× ∈ B(E∗). To prove

that Φs(E∗) ⊆ Φs(E) it is sufficient to show that T ∗|E coincides with T a,bφ,E, i.e.

T a,bφ,E = T ∗|E.

Let us again fix

x ∈ L2 ∩ E∗ = L2 ∩ E×, y ∈ L2 ∩ E = L2 ∩ E××.

According to Definition 1.7.3,

T (L2 ∩ E×) ⊆ L2 ∩ E×, T ∗(L2 ∩ E) ⊆ L2 ∩ E (1.7.11)

and
〈T (x), y〉 =

∫

R2
φ(λ, µ) d〈P bE× ⊗QaE×(x), y〉.

Taking the adjoint T ∗, similarly to (1.7.10), we obtain

〈x, T ∗(y)〉 =
∫

R2
φ(λ, µ) d〈x, P aE ⊗QbE(y)〉.

Thus, according to Definition 1.7.3, we need only to show that T ∗ ∈ B(E) and

T ∗∗(L2 ∩ E×) ⊆ L2 ∩ E×.

For the latter embedding, it is sufficient to note that T ∈ B(E∗) and therefore

T ∗∗(x) = T (x), x ∈ E∗ = E×.
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For the former, we first show that T ∗(E) ⊆ E. Indeed, suppose that z ∈
E. Since E is separable, there exists a sequence {zk}∞k=1 ⊆ L2 ∩ E, such
that limk→∞ zk = z, where the limit converges with respect to the norm topol-
ogy in E, see Lemma 1.4.14.(i). Since T ∗ ∈ B(E∗∗) and E ⊆ E∗∗ isometrically,
we obtain that

lim
k→0

T ∗(zk) = T ∗(z), (1.7.12)

where the limit converges with respect to the norm topology in E∗∗. In partic-
ular, {T ∗(zk)}k≥1 is a Cauchy sequence in E∗∗. On the other hand, it follows
from (1.7.11),

{T ∗(zk)}∞k=1 ⊆ E.

Since, E ⊆ E∗∗ isometrically, the latter sequence is also Cauchy in E. Con-
sequently, from (1.7.12), T ∗(z) ∈ E. Thus, we have showed that T ∗(E) ⊆ E.
Let us recall that T ∗ ∈ B(E∗∗). Consequently, referring to the isometric em-
bedding E ⊆ E∗∗ again, we obtain that T ∗ ∈ B(E). The lemma is completely
proved.

Lemma 1.7.8. Let E be a noncommutative symmetric space and a, bηM be self-
adjoint linear operators. If φ(λ, µ) = α(λ) (resp. φ(λ, µ) = β(µ)), where f ∈
B(R) (resp. g ∈ B(R)), then φ ∈ Φ(E) and

T a,bφ,E(x) = α(a)x (resp. T a,bφ,E(x) = xβ(b)), x ∈ E.

Proof. Let us prove only the first part of the claim. Note that

α(a) =
∫

R
α(λ) deaλ,

where the integral converge in the so∗-topology and hence in the uw -topology.
Hence, if φ(λ, µ) = α(λ), for every x ∈ L2 ∩ E and y ∈ L2 ∩ E×, we have

〈α(a)x, y〉 =
∫

R2
α(λ) 〈deaλ xdebµ, y〉

=
∫

R2
φd〈P a ⊗Qb(x), y〉.

The latter integral converges according to Lemma 1.4.13. The claim of the
lemma follows.
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1.8 Some boundedness criteria for Double Op-
erator Integrals

Let us fix a semi-finite von Neumann algebra M with a n.s.f. trace τ and the self-
adjoint operators a, bηM. E = E(M, τ) stands for a noncommutative symmetric
space. For the sake of brevity, in this section we adopt the notation Tφ,E := T a,bφ,E

and Tφ,p := T a,bφ,p, 1 ≤ p ≤ ∞.

Let us first note that the estimate (1.7.5) provides the complete description
of the class Φ(L2) (see also [22]).

Theorem 1.8.1. Every function φ ∈ B(R2) is integrable with respect to P a⊗Qb,
i.e.

Φ(L2) = B(R2).

Moreover, for every φ ∈ B(R2),

sup
a,bηM

‖T a,bφ,2‖B(L2) = ‖φ‖∞.

Proof. The estimate (1.7.5) readily implies that

sup
a,bηM

‖T a,bφ,2‖B(L2) ≤ ‖φ‖∞.

Let us show the converse inequality. Observe that for fixed λ, µ ∈ R, we have

Tλ1,µ1φ,2 (x) = φ(λ, µ)x. (1.8.1)

Indeed, the spectral measure of th operator λ1 is condensed in the point λ, i.e.

eλ1(B) = 1 ⇐⇒ λ ∈ B.

Consequently, the spectral measure Pλ12 ⊗Qµ12 is condensed in the point (λ, µ),
i.e.

Pλ12 ⊗Qµ12 (B) = 1 ⇐⇒ (λ, µ) ∈ B.

Thus, we obtain (1.8.1) from the fact that

Tλ1,µ1φ,2 :=
∫

R2
φ(λ′, µ′) dPλ12 ⊗Qµ12 .
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The converse inequality now follows from

sup
a,bηM

‖T a,bφ,2‖B(L2) = sup
a,bηM

sup
x∈(L2)1

‖T a,bφ,2(x)‖L2

≥ sup
λ,µ∈R

sup
x∈(L2)1

‖Tλ1,µ1φ,2 (x)‖L2

= sup
λ,µ∈R

sup
x∈(L2)1

‖φ(λ, µ)x‖L2

= ‖φ‖∞.
The theorem is proved.

Note, that the argument of the proof above is applicable to an arbitrary
noncommutative symmetric space E. Consequently, we readily have that

Lemma 1.8.2. If E is a noncommutative symmetric space, then Φ(E) ⊆ B(R2)
and the latter embedding is continuous, i.e.

‖φ‖∞ ≤ ‖φ‖Φ(E) := sup
a,bηM

‖T a,bφ,E‖B(E).

Let us consider two functions α, β ∈ B(R). Let φ(λ, µ) = α(λ)β(µ) ∈ B(R2),
it follows from Theorem 1.7.6 and Lemma 1.7.8 that

Tφ,E(x) = α(a)xβ(b), x ∈ E. (1.8.2)

Therefore, we obtain that the function φ(λ, µ) = α(λ)β(µ) ∈ Φ(E) for every α,
β ∈ B(R) and every noncommutative symmetric space E, and

‖Tφ,E‖B(E) ≤ ‖α‖∞‖β‖∞. (1.8.3)

Let us recall that the projective tensor product B(R)⊗̂B(R) (see [51]) is the
class of functions φ ∈ B(R2) such that φ admits the representation

φ(λ, µ) =
∞∑
n=1

αn(λ)βn(µ), (1.8.4)

where ∞∑
n=1

‖αn‖∞‖βn‖∞ <∞, αn, βn ∈ B(R), n ≥ 1.

The space B(R)⊗̂B(R) is equipped with the norm

‖φ‖B(R)⊗̂B(R) := inf
∞∑
n=1

‖αn‖∞‖βn‖∞,

where the inf runs over all possible representations (1.8.4). Thus, from (1.8.2)
and (1.8.3), we obtain
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Theorem 1.8.3. Let E be an arbitrary noncommutative symmetric space. Every
function φ ∈ B(R)⊗̂B(R) is integrable with respect to P a ⊗Qb, i.e.

B(R)⊗̂B(R) ⊆ Φ(E).

Moreover, for every φ ∈ B(R)⊗̂B(R)

‖Tφ,E‖B(E) ≤ ‖φ‖B(R)⊗̂B(R).

The converse result in the special case M = B(`2n), n ≥ 1 is proved in [4,
Theorem 6.4].

Theorem 1.8.4 ( [4, Theorem 6.4]). Let a, b be two unbounded self-adjoint
linear operators on `2. If the function φ ∈ B(R2) is integrable with respect
to P a⊗Qb in the space B(`2), i.e. if φ ∈ Φ(B(`2)) for every operators a, b, then
φ ∈ B(R)⊗̂B(R) and

‖φ‖B(R)⊗̂B(R) ≤ sup
a,b

‖T a,bφ ‖B(`2)7→B(`2).

The following observation immediately follows from Theorems 1.7.7, 1.4.1
and 1.4.20.

Lemma 1.8.5. If E is a fully symmetric noncommutative space, then

Φs(L∞) = Φs(L1) ⊆ Φs(E).

Proof. Fix φ ∈ Φs(L1) = Φs(L∞). Let T1 and T∞ be the corresponding dou-
ble operator integrals, i.e. the linear operators satisfying Definition 1.7.3 with
respect to the spaces L1 and L∞, respectively. According to Lemma 1.7.5

T1(x) = T∞(x), x ∈ L1 ∩ L∞.

The latter means that the operators T1 and T∞ are the restrictions of an ad-
missible operator T : L1 + L∞ 7→ L1 + L∞, i.e.

T |L1 = T1 and T |L∞ = T∞.

Interpolating the operator T we obtain that the operator TE := T |E is a bounded
linear operator E 7→ E. We need to show that the operator TE satisfies Defi-
nition 1.7.3 with respect to the function φ. To see (i–ii), we observe that the
operators T and T ∗ restricted on L2 are bounded and that T ∗E = T ∗|E. For (iii),
recall that the operator T coincides with T1 and T∞ on L1 and L∞, respectively.
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Consequently, we readily have that the identity (1.7.6) holds for the operator T
when either

x ∈ L1 ∩ L2, y ∈ L∞ ∩ L2 or x ∈ L∞ ∩ L2, y ∈ L1 ∩ L2.

Combining the latter two together, we obtain that

〈Tx, y〉 =
∫

R2
φ(λ, µ) 〈P aE ⊗QbEx, y〉 (1.8.5)

for every
x ∈ E ∩ L2 and y ∈ L1 ∩ L∞.

Since the the left and the right hand sides in (1.8.5) are continuous linear func-
tionals on L2 for every fixed x ∈ E ∩ L2, we can uniquely extend the equal-
ity (1.8.5) to y ∈ E× ∩ L2 by continuity. The lemma is proved.

Let us now consider the case E = Lp, 1 < p < ∞, p 6= 2. In contrast with
Theorems 1.8.1 and 1.8.3 which completely characterize the class Φ(L2), for the
other classes Φ(Lp), with p 6= 2, we have only sufficient criteria.

We firstly recall that a function f ∈ B(R) is called of bounded β-variation,
1 ≤ β <∞ if and only if

‖f‖Vβ
:= sup

+∞∑

j=−∞
|α(λj)− α(λj+1)|β <∞, (1.8.6)

where the sup runs over all possible increasing two-sided sequences {λj}+∞j=−∞ ⊆
R. Vβ will stand for the class of all functions of bounded β-variation, 1 ≤ β <∞.
The class Vβ is equipped with the norm ‖ · ‖Vβ

defined in (1.8.6). We also
define V∞ := B(R) equipped with the uniform norm.

Let us also consider the class L∞(Vβ) of all functions φ ∈ B(R2) such that

‖φ‖L∞(Vβ) := sup
λ∈R

‖φ(λ, ·)‖Vβ
<∞. (1.8.7)

The following result is the best known sufficient criterion for the boundedness
of Double Operator Integrals in noncommutative Lp-spaces.

Theorem 1.8.6 ([24, Proposition 4.6]). For every function φ ∈ L∞(Vβ), 1 ≤
β <∞, the operator Tφ,p admits the estimate

‖Tφ,p‖B(Lp) ≤ cp ‖φ‖L∞(Vβ)

provided |2−1−p−1| < (2β)−1. Thus, L∞(Vβ) ⊆ Φ(Lp), whenever |2−1−p−1| <
(2β)−1.
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Remark 1.8.7. Let us recall the Marcinkiewicz multiplier theorem. Let f :
[−π, π) 7→ C. Let {f̂(k)}∞k=−∞ be the corresponding Fourier transform, i.e.

f̂(k) :=
1
2π

∫ π

−π
f(t) e−ikt dt, k ∈ Z.

The Marcinkiewicz theorem asserts that, for every 1 < p < ∞, there is a
constant cp > 0 such that

∥∥∥∥∥
∞∑

k=−∞
λkf̂(k) eikt

∥∥∥∥∥
Lp

≤ cp ‖f‖Lp ,

for every f ∈ Lp and for every sequence {λk}∞k=−∞ such that

sup
k∈Z

|λk|+ sup
m≥1

2m+1−1∑

k=2m

|λk − λk+1|+ |λ−k − λ−k−1| ≤ 1. (1.8.8)

Comparing condition (1.8.8) with the definition of L∞(V1) norm (see (1.8.7)), it
is seen that Theorem 1.8.6 is a noncommutative analogue of the Marcinkiewicz
multiplier theorem. Note that the Marcinkiewicz multiplier theorem may be ex-
tended to general vector-valued function spaces Lp(X), if the Banach space X
possesses the UMD property, see [10]. It is the vector-valued Marcinkiewicz
multiplier theorem which is the cornerstone in the proof of Theorem 1.8.6,
see [15, 23, 24]. It is interesting to comment that the condition (1.8.8) in the
classical (scalar) Marcinkiewicz multiplier theorem is weakened to a wider con-
dition

sup
k∈Z

|λk|+ sup
m≥1

‖{λk}2m≤|k|<2m+1‖V2 , (1.8.9)

where

‖{µk}nk=1‖V2 := sup

[
m∑
s=1

|µ′s − µ′s+1|2
] 1

2

and the maximum is taken over all subsequences {µ′s}ms=1 ⊆ {µk}nk=1, see [16]
(see also [34] for some further development). It is also interesting to note that
M. Birman and M. Solomyak in [7, Theorem 6.4] claimed that there is a similar
weakened version of Theorem 1.8.6 (where the V1 condition is replaced with
the V2 condition), but they never exhibited a proof.

Let f : R 7→ C be a Borel measurable function. We shall consider the
function

ψf (λ, µ) :=
f(λ)− f(µ)

λ− µ
and ψf (λ, λ) = 0, λ, µ ∈ R. (1.8.10)
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Let E be a noncommutative symmetric space. We shall introduce the
class F(E) as the class of all Borel measurable functions f : R 7→ C such
that ψf ∈ Φ(E). The next results reformulate the above results in terms of
the class F(E). We start with an observation which follows from Theorem 1.8.1.

Lemma 1.8.8. (i) ψf ∈ B(R2) if and only if f is Lipschitz, that is, there is
a constant cf , such that

|f(λ)− f(µ)| ≤ cf |λ− µ|, λ, µ ∈ R;

(ii) f ∈ F(L2) if and only if f is Lipschitz.

Theorem 1.8.9 ([22, 50]). Let Ḃspq, 1 ≤ p, q ≤ ∞, s > 0 be the homogeneous
Besov classes, [49].

(i) If f ∈ Ḃ1
∞1 and f is Lipschitz, then ψf ∈ B(R)⊗̂B(R);

(ii) If f ∈ Ḃ1
∞1 and f is Lipschitz, then f ∈ F(E), for every fully symmetric

noncommutative space E.

Corollary 1.8.10 ([22, Corollary 7.6]). (i) If f is a continuously differen-
tiable function, ‖f ′‖∞ <∞ and f ′ is Hölder condition with exponent ε >
0, i.e. there is a constant cf,ε such that

|f ′(λ)− f ′(µ)| ≤ cf,ε|λ− µ|ε, λ, µ ∈ R,
or

(ii) if f is a function such that Ff ′ ∈ L1(R), where f ′ is the derivative in the
sense of tempered distributions and F is the Fourier transform,

then f ∈ F(E), for every noncommutative symmetric space E.

Lemma 1.8.11 ([24]). (i) If f ′ ∈ Vβ, 1 ≤ β ≤ ∞, then ψf ∈ L∞(Vβ);

(ii) If f ′ ∈ Vβ, 1 ≤ β ≤ ∞, then f ∈ F(Lp), whenever |2−1 − p−1| < (2β)−1.

Proof. It is apparent that (ii) follows from (i) and Theorem 1.8.6. Let us
prove (i). To this end, we consider the identity

ψf (λ, µ) =
f(λ)− f(µ)

λ− µ

=
1

λ− µ

∫ λ

µ

f ′(t) dt

=
∫ 1

0

f ′(s λ+ (1− s)µ) ds.
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Consequently, for every increasing sequence {µk}∞k=−∞, it follows from the tri-
angle inequality that

[ ∞∑

k=−∞
|ψf (λ, µk)− ψf (λ, µk+1)|β

] 1
β

≤

∫ 1

0

[ +∞∑

k=−∞
|f ′(s λ+ (1− s)µk)− f ′(s λ+ (1− s)µk+1)|β

] 1
β

ds

≤
∫ 1

0

‖f ′‖Vβ
ds = ‖f ′‖Vβ

.

Hence, it follows that

ψf ∈ L∞(Vβ) and ‖ψf‖L∞(Vβ) ≤ ‖f ′‖Vβ
.

The lemma is proved.

1.9 Double Operator Integrals for matrices

Let M = B(`2n), n ≥ 1. Let us recall that the algebra M may be identified with
the space of all n× n-matrices. The corresponding noncommutative symmetric
space CEn := E(M, τ) is a space of all n × n-matrices equipped with an appro-
priate symmetric norm (see Section 1.6.2). Let {ejk}nj,k=1 be the collection of
matrix units. Let us consider the self-adjoint linear operators a and b given by

a =
n∑

j=1

αjejj and
n∑

k=1

βkekk.

Clearly, the spectral measures ea(B) and eb(B), B ∈ B(R) are given by

ea(B) =
∑

{j: αj∈B}
ejj , eb(B) =

∑

{k: βk∈B}
ekk.

Let P a(·) and Qb(·) be the projections on CEn of left and right multiplication
by ea(·) and eb(·), respectively. We readily see that

P a(B) =
∑

{j:αj∈B}
Pj(B) and Q(B) =

∑

{k:βk∈B}
Qk(B), B ∈ B(R),

where Pj and Qk, 1 ≤ j, k ≤ n are the projections of left and right multiplication
by ejj and ekk, respectively. The projection Pj vanishes all matrix rows except
the j-th one and the projection Qk vanishes all matrix columns except the k-th
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one. Thus, the projection PjQk vanishes all matrix entries except the (j, k)-th
one. The product measure P a ⊗Qb(B), B ∈ B(R2) is given by

P a ⊗Qb(B) =
∑

j,k:(αj ,βk)∈B
Pj Qk. (1.9.1)

Let ϕ ∈ B(R2). Let us consider the double operator integral

T :=
∫

R2
ϕd(P a ⊗Qb).

It immediately follows from (1.9.1) that the operator T is given by

T =
n∑

j,k=1

ϕ(αj , βk)Pj Qk.

Since PjQk is the projection on the (j, k)-th matrix entry, the latter identity is
equivalent to

T (x) = Φ ◦ x, x ∈ B(`2n),

where Φ = {ϕ(λj , βk)}nj,k=1 and ◦ stands for the entrywise product of matrices
(the latter product is typically referred to as Schur or Schur-Hadamard product).
Therefore, we see that the theory of Double Operator Integrals extends the
theory of Schur multipliers on CEn .

Example 1.9.1. In [33], matrices Φn,p, 1 ≤ p ≤ ∞, n ≥ 1 are constructed
such that, if

cn,p := sup
x∈(Cp)1

‖Φn,p ◦ x‖Cp , n ≥ 1, 1 ≤ p ≤ ∞,

then
lim
n→∞

cn,p = ∞, provided p 6= 2.

The latter example shows that Theorem 1.8.1 cannot be extended to the
spaces Lp, unless p = 2. In other words, this example shows that not every
bounded Borel function φ ∈ B(R2) is double operator integrable in the space Lp,
unless p = 2.

1.10 Double Operator Integrals and trace scal-
ing ∗-automorphisms

Let M be a semi-finite von Neumann algebra acting on H. Let τ be a n.s.f. trace
on M. Recall that E = E(R) stands for a symmetric function space and E :=
E(M, τ) is the corresponding noncommutative symmetric space.
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We consider a trace scaling ∗-automorphism π : M 7→ M with the fac-
tor α > 0, see Section 1.4.2. Let us recall that π̄ stands for the extension of the
mapping π to the class of all self-adjoint operators affiliated with M constructed
at the end of Section 1.3. Recall also that πE is an extension of π to the space E

and π̃ — to the algebra M̃, see Section 1.4.2 for all relevant results.

Let us note that the mapping π−1 is also a trace scaling ∗-automorphism
with factor α−1. We shall denote the corresponding extensions by (π−1), (π−1)E

and (̃π−1), respectively. Since the latter extensions are unique, we clearly have
that (π−1) = π̄−1, (π−1)E = (πE)−1 and (̃π−1) = π̃−1.

Let a, bηM be self-adjoint linear operators. We consider the operator T a,bφ,E,
where φ ∈ Φ(E). The relation between the operator T a,bφ,E and the mapping π is
expressed by the following lemma.

Lemma 1.10.1. Let a, bηM and let a′ := π̄−1(a), b′ := π̄−1(b). If φ ∈ Φ(E),
then

T a,bφ,E ◦ πE = πE ◦ T a′,b′φ,E .

Proof. Let us fix x ∈ E ∩ L2 and y ∈ E× ∩ L2. Let us first show that, for
every B ∈ B(R2),

〈P aE ⊗QbE(B)(πE(x)), y〉 = α−1 〈P a′E ⊗Qb
′

E (B)(x), (πE
×
)−1(y)〉. (1.10.1)

According to Theorem 1.7.2, it is sufficient to verify the latter identity for B =
A1 ×A2, Aj ∈ B(R), j = 1, 2.

Due to the definition of the measure P aE , see (1.7.1), we immediately obtain
that

P aE(A1)(πE(x)) = ea(A1)πE(x)

=πE(π−1(ea(A1))x)

=πE(P a
′

E (A1)(x)), A1 ∈ B(R). (1.10.2)

Similarly,

QbE(A2)(πE(x)) = πE(Qb
′

E (A2)(x)), A2 ∈ B(R). (1.10.3)

Let us also observe that the fact that π is trace scaling implies

〈πE(u), v〉 = τ(πE(u) v) = α−1 τ(u (πE
×
)−1(v))

=α−1 〈u, (πE×)−1(v)〉, u ∈ L2 ∩ E, v ∈ L2 ∩ E×. (1.10.4)
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Thus, the definition of the product measure P aE ⊗QbE, see (1.7.3), together with
relations (1.10.2), (1.10.3) and (1.10.4) proves the identity (1.10.1), for B =
A1 ×A2, Aj ∈ B(R), j = 1, 2 and therefore for every B ∈ B(R2).

Let φ ∈ Φ(E). It follows from Definition 1.7.3 that

〈T a,bφ,E(πE(x)), y〉 =
∫

R2
φd〈P aE ⊗QbE(πE(x)), y〉

and
〈T at,bt

φ,E (x), (πE
×
)−1(y)〉 =

∫

R2
φd〈P at

E ⊗Qbt

E (x), (πE
×
)−1(y)〉.

Consequently, (1.10.1) and (1.10.4) implies that

〈T a,bφ,E(πE(x)), y〉 = α−1 〈T at,bt

φ,E (x), (πE
×
)−1(y)〉 = 〈πE(T at,bt

φ,E (x)), y〉.

The fact that the space E× ∩ L2 separates points in E (see Lemma 1.4.10),
finishes the proof of the lemma.

1.11 Double Operator Integrals for arbitrary al-
gebras

In this section, we shall consider the extension of Double Operator Integrals
over the Lp spaces associated with arbitrary algebras.

Let M be a von Neumann algebra and let ρ be a n.s.f. weight on M. We again
consider the crossed product R := M oσρ R equipped with the distinguished
trace τ (see Theorem 1.6.4). Let E = E(R) be a function space and E := E(R, τ)
be the corresponding noncommutative symmetric space with respect to the semi-
finite couple (R, τ), in particular Lp and Lp,q stands for the operator Lp- and
Lorentz spaces, 1 ≤ p, q ≤ ∞. Let θ := {θt}t∈R be the group of ∗-automorphisms
given in (1.6.6).

Let us fix t ∈ R. The mapping θt : R 7→ R is a trace scaling ∗-automorphism
with the factor e−t (see Theorem 1.6.4.(i)). Lemma 1.10.1 immediately implies

Lemma 1.11.1. Let a, bηR be self-adjoint linear operators. Let at := θ̄−t(a)
and bt := θ̄−t(b). If φ ∈ Φ(E), then

T a,bφ,E ◦ θt = θt ◦ T at,bt

φ,E , t ∈ R.

Recall that π : M 7→ R is a ∗-representation of the algebra M as a “diagonal”
subalgebra of R, see Section 1.6.4. Let π̄ be the extension of the mapping π
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to the class of all self-adjoint linear operators affiliated with M introduced at
the end of Section 1.3. Let aηM. The spectral measure of the operator π̄(a)
belongs to π(M). Consequently, the latter spectral measure is invariant with
respect to the group θ. On the other hand, if the spectral measure of an operator
is invariant with respect to θ, so is the operator itself. Thus, we readily obtain
that

θ̄t(π̄(a)) = π̄(a), a = a∗ηM, t ∈ R.
The latter observation together with Lemma 1.11.1 proves the following theo-
rem.

Theorem 1.11.2. Let a, bηπ(M) be linear self-adjoint operators. If φ ∈
Φ(Lp,∞), for some 1 ≤ p ≤ ∞, then

T a,bφ,Lp,∞ ◦ θt = θt ◦ T a,bφ,Lp,∞ .

Recalling the definition of the noncommutative spaces Lp(M) (Section 1.6.5)
now yields

Theorem 1.11.3. If a, bηπ(M) linear self-adjoint operators and φ ∈ Φ(Lp,∞),
for some 1 ≤ p ≤ ∞, then

T a,bφ,Lp,∞(Lp(M)) ⊆ Lp(M) and T a,bφ,Lp,∞ |Lp(M) ∈ B(Lp(M)). (1.11.1)

It is the latter restriction (1.11.1), which we shall call the Double Operator
Integral on the space Lp(M).
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Chapter 2

Lipschitz and commutator
estimates

We fix a semi-finite von Neumann algebra M acting on a Hilbert space H

with n.s.f. trace τ . Let E = E(R) be a fully symmetric function space
and E := E(M, τ) be the corresponding noncommutative symmetric space, in
particular Lp := Lp(M, τ), 1 ≤ p <∞, L∞ = M.

Let D : D(D) 7→ H be a linear self-adjoint operator such that

(D1) eitD x e−itD ∈ L∞, whenever x ∈ L∞, t ∈ R;

(D2) τ(eitD x e−itD) = τ(x), whenever x ∈ L1 ∩ L∞.

During this chapter we shall work with the following definition (and its
variants). Definitions 2.0.4 and 2.0.6 are derived from [11, Proposition 3.2.55]
where the authors consider bounded commutators.

Definition 2.0.4. Let a, bηM be self-adjoint linear operators and let x ∈ M.
We shall say that the operator ax − xb is well defined and belongs to E if and
only if

(i) there is a core D ⊆ D(b) of the operator b such that

x(D) ⊆ D(a);

(ii) the operator ax− xb, initially defined on D , is closable;

(iii) the closure ax− xb belongs to E. In this case.

65
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The symbol ax− xb also stands for the closure ax− xb.

Let f : R 7→ C, x = x∗ ∈ M. The first problem we shall study in the present
chapter is

Problem 2.0.5. When is it correct that f(a)x−xf(b) ∈ E whenever ax−xb ∈
E?

We also shall work with the commutators [D,x] defined by the following
definition.

Definition 2.0.6. Let x ∈ M. We shall say that the commutator [D,x] is well
defined and belongs to E if and only if

(i) there is a core D ⊆ D(D) of the operator D such that

x(D) ⊆ D(D);

(ii) the operator Dx− xD, initially defined on D , is closable;

(iii) the closure Dx− xD belongs to E.

In this case, the symbol [D,x] stands for the closure Dx− xD.

The second problem we shall study concurrently in the present chapter is

Problem 2.0.7. When is it correct that [D, f(x)] ∈ E whenever [D,x] ∈ E?

The following observation shows that the appearance of a core in the defi-
nition of the symbol [D,x] (respectively, ax − xb) in the special case E = L∞

is excessive, that is, without loss of generality, we may assume that D = D(D)
(respectively D = D(b)). Thus, in the special case E = L∞ Definitions 2.0.4
and 2.0.6 are reduced to those studied in [11].

Lemma 2.0.8 ([11, Proposition 3.2.55]). (i) Let a, bηM be self-adjoint lin-
ear operators and x ∈ M. If the operator ax− xb is bounded, then

x(D(b)) ⊆ D(a).

(ii) Let D : D(D) 7→ H be a self-adjoint linear operator and x ∈ M. If [D,x]
is bounded, then x(D(D)) ⊆ D(D).
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Proof. Clearly, (ii) follows from (i). Let us prove (i). Let y := ax − xb. From
the definition of the symbol ax−xb we have that there is a core D ⊆ D(b) such
that x(D) ⊆ D(a) and

〈y(ξ), η〉 = 〈ax(ξ), η〉 − 〈xb(ξ), η〉, ξ, η ∈ D .

For every fixed ξ ∈ D , both sides are bounded linear functionals with respect
to η ∈ H, which coincide for η ∈ D . Consequently, they coincide for every η ∈
H, i.e.

〈y(ξ), η〉 = 〈x(ξ), a(η)〉 − 〈b(ξ), x∗(η)〉, ξ ∈ D , η ∈ D(a).

Now, for every fixed η ∈ D(a), it follows that the linear form

ξ 7→ 〈b(ξ), x∗(η)〉

is bounded, that is x∗(η) ∈ D(b′∗), where b′ = b|D is the restriction of b onto D .
Since D is a core, b′∗ = b (see Theorem 1.3.12) Thus, x∗(η) ∈ D(b), for every η ∈
D(a), i.e.

x∗(D(a)) ⊆ D(b).

Furthermore, the sesquilinear form

〈ξ, (x∗a− bx∗)(η)〉 = 〈y(ξ), η〉, ξ ∈ H, η ∈ D(a)

is bounded. Consequently the operator y′ := bx∗ − x∗a, defined on D(a), is
bounded and

y′ = −y∗.
Repeating the argument again for the operator bx∗− x∗a gives the claim of the
lemma.

The relation x(D(D)) ⊆ D(D) in the case E = Lp, 1 ≤ p < ∞ may fail
as it is shown in the example with the differentiation operator below. On the
other hand, the weaker relation x(D) ⊆ D(D) for some core D ⊆ D(D) is much
easier to attack and, more importantly, is sufficient for the applications we shall
study.

2.1 Commutators with the differentiation oper-
ator 1

i
d
dt

In the present section we fix M = L∞(R) and τ(·) =
∫

(·) dt, see Section 1.6.1.
For the sake of brevity, we let E = E = E(R), Lp = Lp = Lp(R).
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Let us consider the operator D := 1
i
d
dt : D(D) 7→ L2, with the domain given

by

D(D) :=
{
ξ ∈ L2 :

1
i

dξ

dt
∈ L2

}
,

where 1
i
dξ
dt is the derivative in the sense of tempered distributions. The do-

main D(D) has an alternative description as the collection of all absolutely con-
tinuous functions ξ ∈ L2 such that the classical derivative 1

i
dξ
dt ∈ L2 (see [70]).

Lemma 2.1.1. (i) The operator D is self-adjoint.

(ii) The unitary group of the operator D is given by translations, i.e.

eitD(ξ)(s) = ξ(s+ t), ξ ∈ L2, t, s ∈ R.

(iii) The operator D satisfies (D1)–(D2) on page 65.

Proof. (i) The argument is rather standard, we refer the reader to [58] for all
relevant notions. Let F and F−1 be the Fourier transform and its inverse,
see [58, Section 7.1], i.e.

(Fξ)(t) =
1√
2π

∫

R
ξ(s) e−its ds and (F−1ξ̂)(s) =

1√
2π

∫

R
ξ̂(t) eits dt,

where t, s ∈ R and ξ, ξ̂ ∈ L1(R). It follows from the Plancherel theorem, see [58,
Theorem 7.9], that the mapping F may be extended to a unitary operator on L2.

Let d(t) = t, t ∈ R. Consider the multiplication operator md defined by

D(md) = {ξ ∈ L2 : d · ξ ∈ L2} and md(ξ) = d · ξ, ξ ∈ D(md).

We have the following identities, see [58, Theorem 7.15]

FmdF
−1 = −D and FDF−1 = md. (2.1.1)

That is, the operator D is induced by the identity function (via the Fourier
transform) to the multiplication operator. Consequently, the operator D is
self-adjoint.

(ii) Let et(s) := eits, s, t ∈ R and let λt be the translation operator, i.e.

λt(x)(s) = x(s− t), s, t ∈ R, x ∈ L1 + L∞.

Clearly, it follows from (2.1.1) (see also [58, Theorem 7.2]), that

eitD = Fe−itmdF−1 = Fme−tF
−1 = λ−t, t ∈ R.
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The claim (ii) follows.

(iii) Let x ∈ L∞. We readily obtain that

eitDmxe
−itD(ξ)(s) = (mxe

−itD(ξ))(s+ t)

=x(s+ t) (e−itD(ξ))(s+ t)

=x(s+ t) ξ(s), s, t ∈ R, ξ ∈ L2.

Thus, we obtain that

eitDmxe
−itD = mλ−t(x) ∈ L∞, for every x ∈ L∞.

The latter implies that the operator D satisfies (D1). Moreover,

τ(eitDmxe
−itD) = τ(mλ−t(x))

=
∫

R
λ−t(x)(s) ds

=
∫

R
x(s) ds

= τ(mx), x ∈ L1 ∩ L∞.

Consequently, the operator D satisfies (D2). The lemma is proved.

Recall that every linear operator affiliated with L∞ is a multiplication oper-
ator. It follows from spectral theorem (see Theorem 1.3.14) that, if a self-adjoint
operator x is affiliated with an algebra M, then {eitx}t∈R ⊆ M. Clearly, the
translations {λt}t∈R cannot be represented as multiplication operators. Thus,
it follows from Lemma 2.1.1 that the operator D is not affiliated with the alge-
bra L∞.

Let x ∈ L∞. From now on we shall identify the symbol x ∈ L∞ with the
corresponding multiplication operator mx. Assume that [D,x] ∈ Lp, 1 ≤ p ≤
∞, i.e. assume that the operator [D,x] is a multiplication operator generated
by a function in Lp. The latter, according to the preceding section, means, in
particular, that there is a core D ⊆ D(D) such that

x(D) ⊆ D(D).

Let us now consider the operator Dx−xD on D . Let us assume for the moment
that we have the product rule. We then obtain that

(Dx− xD)(ξ) =
1
i

d

dt
(x · ξ)− x · 1

i

dξ

dt
=

1
i

dx

dt
· ξ, ξ ∈ D . (2.1.2)
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Thus, if [D,x] ∈ Lp in the sense of Definition 2.0.6, then [D,x] is a multiplication
operator by the the function 1

i
dx
dt and therefore 1

i
dx
dt ∈ Lp.

Hence, we obtain that [D,x] ∈ Lp, 1 ≤ p ≤ ∞, x ∈ L∞ if and only if there
is a core D ⊆ D(D) such that

x(D) ⊆ D(D) and
1
i

dx

dt
∈ Lp.

Furthermore, let us note that x(D) ⊆ D(D) means: for every function ξ ∈ D ,
the function x · ξ is differentiable in the sense of tempered distributions and

1
i

d

dt
(x · ξ) ∈ L2. (2.1.3)

Since x · 1
i
dξ
dt ∈ L2, for every ξ ∈ D(D), x ∈ L∞, it follows from the last identity

in (2.1.2) that (2.1.3) is equivalent to the condition

1
i

dx

dt
· ξ ∈ L2, ξ ∈ D(D)

provided we have the product rule for 1
i
d
dt (xξ). The latter means that, if D ⊆

D(D) is a core, then

x(D) ⊆ D(D) ⇐⇒ 1
i

dx

dt
(D) ⊆ L2. (2.1.4)

Moreover, [D,x] ∈ Lp, 1 ≤ p ≤ ∞ if and only if there exists a core D ⊆ D(D)
such that

1
i

dx

dt
∈ Lp and

1
i

dx

dt
(D) ⊆ L2. (2.1.5)

Thus, in general, a verification of the statement [D,x] ∈ Lp, 1 ≤ p < ∞
consists of two steps whose nature is quite different. A verification of the (gen-
eralized) condition 1

i
dx
dt ∈ Lp is carried out in the literature almost exclusively

via methods related to Banach space geometry (Schur multipliers, double op-
erator integrals, vector-valued Fourier multipliers [15, 23, 24, 27]). However, the
second condition in (2.1.5) has an operator-theoretical nature and does not cor-
respond to the methods listed above. We outline an approach to this problem
when D = 1

i
d
dt .

Let us first consider when [D,x] ∈ Lp if 2 ≤ p < ∞. We shall show that
in the present setting, the required core D appears very naturally due to the
fact that the underlying Hilbert space L2 possesses the additional Banach space
structure induced by the Lp-scale. Indeed, let us set

D := D(D) ∩ Lq, where
1
2

=
1
p

+
1
q
. (2.1.6)
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Clearly, when 2 ≤ p ≤ ∞, the Hölder inequality (1.4.8) implies that
∥∥∥∥

1
i

dx

dt
· ξ
∥∥∥∥
L2

≤
∥∥∥∥

1
i

dx

dt

∥∥∥∥
Lp

‖ξ‖Lq < +∞, for every ξ ∈ D

and therefore, (2.1.5) holds for the subset D and any x ∈ L∞ such that 1
i
dx
dt ∈

Lp. We shall verify that D is a core of D in Lemma 2.3.19 below. What we
would like to emphasize is that the core D is found purely by a Banach space
construction. Thus, we see that in the case 2 ≤ p <∞, we have

[D,x] ∈ Lp ⇐⇒ 1
i

dx

dt
∈ Lp.

Finally, we comment on the case 1 ≤ p < 2. Here, the problem of finding the
core D satisfying the first condition in (2.1.5) cannot be resolved by a purely
Banach space approach as in (2.1.6) above. Indeed, let C(R) be the class of
all continuous functions on R. We note that D(D) ⊆ C(R), [59, Theorem 2,
p. 124]. We now consider any function x ∈ L∞ such that

1
i

dx

dt
∈ Lp, but

1
i

dx

dt
6∈ L2

loc. (2.1.7)

Such a function exists due to 1 ≤ p < 2. Indeed, let f0(t) = t−1/2 if 0 < t ≤ 1
and f0(t) = 0 otherwise. Set

f1(t) :=
∑

n∈Z
2−|n|f0(t− n).

The function f1 ∈ Lp, 1 ≤ p < 2. On the other hand, the function f1 is not
square integrable in the neighborhood of every integral point t = n ∈ Z ⊆ R.
Setting

f(t) :=
∞∑
n=1

2−2nf1(2nt)

gives an example of the function such that

f ∈ Lp, but f 6∈ L2
loc.

Let

x(t) :=
∫ t

−∞
f(s) ds.

Since f ∈ L1, we immediately obtain that x ∈ L∞. Moreover the function x

satisfies (2.1.7). For the function x constructed above it follows that

1
i

dx

dt
· ξ 6∈ L2, for every ξ ∈ D(D), ξ 6≡ 0.
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Indeed, since D(D) ⊆ C(R), it follows that for every ξ ∈ D(D), ξ 6≡ 0, there is
an indicator function χ of an interval such that

∣∣∣∣
1
i

dx

dt
· ξ
∣∣∣∣ ≥ ε

∣∣∣∣
1
i

dx

dt
· χ
∣∣∣∣ , for some ε > 0.

The latter function is not in L2 due to the fact that 1
i
dx
dt /∈ L2

loc. That means,
see (2.1.4), that despite the fact that the derivative 1

i
dx
dt exists in the sense

of tempered distributions and belongs to Lp, there is no core such that the
commutator [D,x] may be defined according to Definition 2.0.6.

2.2 Preliminaries

As we note in the beginning of the chapter, we shall consider the Problems 2.0.7
and 2.0.5 concurrently. Following the example above, we shall single out three
different cases p = ∞, 2 ≤ p < ∞ and 1 ≤ p < 2. Before we start considering
Problems 2.0.7 and 2.0.5, we give some preliminary results.

The following lemma was established in the type I setting in [8].

Lemma 2.2.1 ( [24, Lemma 7.1]). Let a, bηM be self-adjoint linear operators
and let ean = ea([−n, n]), ebn = eb([−n, n]), n ≥ 1, be the corresponding spectral
projections. If f ∈ F(E), then, for every x ∈ E,

T a,bψf,E
(aeanxe

b
n − eanxbe

b
n) = f(a)eanxe

b
n − eanxf(b)ebn, n ≥ 1. (2.2.1)

The following proposition complements the result of Lemma 2.2.1. It re-
places the assumption x ∈ E with the assumption ax − xb ∈ E. Recall that
the fundamental function of a rearrangement invariant space E is given by
φE(t) := ‖χ[0,t)‖E , t > 0.

Proposition 2.2.2. Let E = (E∗)×, where E∗ is a noncommutative symmetric
space with an order-continuous norm and the Fatou property. If the fundamental
function φE satisfies

lim
t→∞

φE(t)
t

= 0, (2.2.2)

then, for every complex-valued function f on R such that f ∈ F(E), we have

T a,bψf,E
(ax− xb) = f(a)x− xf(b), (2.2.3)

for all self-adjoint operators a, b ∈ M and all operators x ∈ M such that ax−xb ∈
E.



2.2. PRELIMINARIES 73

Proof. Let us first recall that it follows from [24, Proposition 6.6] that there is
a net of projections {pβ} ⊆ M such that

pβ ↑ 1, τ(pβ) <∞ and ‖bpβ − pβb‖E ≤ 1.

Let us first show that
lim
β

(bpβ − pβb) = 0, (2.2.4)

where the limit is taken in the σ(E,E∗)-topology (=σ(E,E×)-topology). Indeed,
since the net

{bpβ − pβb} (2.2.5)

is uniformly bounded with respect to the norm of E, without loss of generality,
we may assume that the limit (2.2.4) exists, see Theorem 1.1.1. Hence, we need
only to show that the latter limit vanishes. Since pβ ↑ 1, we readily have that

wo − lim
β

(bpβ − pβb) = 0. (2.2.6)

Furthermore, since the collection (2.2.5) is uniformly bounded with respect
to the operator norm, we see that the limit (2.2.6) vanishes with respect to
the σ(E,L1 ∩ L∞)-topology (see Lemma 1.4.14.(ii)). Thus, to finish the proof
of (2.2.4), we need only to note that the σ(E,L1 ∩L∞)-topology is weaker than
the σ(E,E∗)-topology.

Let us next show that

lim
β

(axpβ − xpβb) = ax− xb, (2.2.7)

where the limit is taken respect to the σ(E,E∗)-topology. It is clear that we
have the following identity

axpβ − xpβb = (ax− xb) pβ + x(bpβ − pβb).

Consequently, (2.2.7) follows from (2.2.4), Lemma 1.4.13 and the fact that ax−
xb ∈ E.

Let us note that, since τ(pβ) < +∞ and x ∈ M, it is readily follows
that xpβ ∈ L1 ∩L∞ ⊆ E. Therefore, we are in a position to apply Lemma 2.2.1
(note, that a, b ∈ M by the assumption). The latter implies that

T a,bψf,E
(axpβ − xpβb) = f(a)xpβ − xpβ f(b). (2.2.8)

Let us note that it follows from Theorem 1.7.7 that the operator T a,bψf,E
is σ(E,E∗)-

continuous. Consequently, from (2.2.7), we immediately obtain that

lim
β
T a,bψf,E

(axpβ − xpβb) = T a,bψf,E
(ax− xb), (2.2.9)
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where the limit is taken with respect to the σ(E,E∗)-topology. On the other
hand, since pβ ↑ 1 and (2.2.8), we see that

lim
β
T a,bψf,E

(axpβ − xpβb) = lim
β
f(a)xpβ − xpβ f(b)

= f(a)x− x f(b),

where the limit is regarded with respect to the wo-topology. Recall that the
net {f(a)xpβ − xpβ f(b)} is uniformly bounded with respect to the operator
norm. Thus, it follows from Lemma 1.4.14.(ii) that the latter limit converges
with respect to the σ(E,L1 ∩L∞)-topology also. The latter topology is weaker
than the σ(E,E∗)-topology. Together with (2.2.9) this proves that

T a,bψf,E
(ax− xb) = f(a)x− x f(b).

The lemma is completely proved.

Corollary 2.2.3. Let a, bηM be self-adjoint, ean and ebn, n ≥ 1 be spectral projec-
tions as in Lemma 2.2.1 and let E satisfy the assumptions of Proposition 2.2.2.
If x ∈ M, aeanxebn − eanxbe

b
n ∈ E, n ≥ 1 and f ∈ F(E), then

T a,bψf,E
(aeanxe

b
n − eanxbe

b
n) = f(a)eanxe

b
n − eanxf(b)ebn, n ≥ 1.

Proof. Setting an = aean, bn = bebn and xn = eanxe
b
n, n ≥ 1, we have (by

assumption)
anxn − xnbn = aeanxe

b
n − eanxbe

b
n ∈ E.

Applying Proposition 2.2.2 to the operators an, bn and xn we obtain

T an,bn

ψf,E
(anxn − xnbn) = f(an)xn − xnf(bn). (2.2.10)

To finish the proof, we note that, if χn is the characteristic function of the
interval [−n, n] and ψ′n(λ, µ) = χn(λ)χn(µ), λ, µ ∈ R, then

T an,bn

ψf,E
(y) =

∫

R2
ψf(λ, µ) dP an

E ⊗Qbn

E (y)

[Theorem 1.3.14] =
∫

R2
χn(λ)ψf(λ, µ)χn(µ) dP aE ⊗QbE(y)

[Definition 1.7.3] =T a,bψ′nψf,E
(y)

[Theorem 1.7.6] =T a,bψf,E
(T a,bψ′n,E

(y))

[Lemma 1.7.8] =T a,bψf,E
(eanye

b
n), y ∈ E, n ≥ 1.

Combining the latter identity with (2.2.10) we obtain the claim of the corollary.
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The next lemma will be used several times in the sequel.

Lemma 2.2.4. Let E and F be noncommutative symmetric spaces and γ :=
{γt}t∈R be a group of contractions in both E and F. If γ is a strongly (resp.,
weakly*) continuous group in E, D(δ) is the domain of the strong (resp., weak*)
generator of γ in E, and the function t 7→ ‖γt(ξ)‖F is Lebesgue measurable,
for every ξ ∈ (F)1, then the set D(δ) ∩ (F)1 is invariant with respect to γ and
norm (resp., weak*) dense in E∩ (F)1. In particular, if F is a noncommutative
symmetric space with the Fatou norm such that E ∩ F is norm (resp., weak*)
dense in E and γ is σ(F,F×)-continuous in F, then the subspace D(δ) ∩ F is
norm (resp., weak*) dense in E.

Proof. We prove the assertion when γ is strongly continuous and outline the
changes needed for a weak* continuous group at the end of the proof.

Since the space D(δ) is invariant under γ, see Lemma 1.1.4, and due to the
hypothesis γt((F)1) ⊆ (F)1, we have

γt(D(δ) ∩ (F)1) ⊆ D(δ) ∩ (F)1, t ∈ R.

Let Rλ := Rλ(δ) be the resolvent of the operator δ, then, according to
Theorem 1.1.6,

Rλ(ξ) ∈ D(δ), Rλξ =
∫ ∞

0

e−λtγt(ξ) dt, λ > 0 (2.2.11)

and
lim
λ→∞

λRλ(ξ) = ξ, ξ ∈ E, λ > 0, (2.2.12)

where the limit is taken in the norm topology of E.

Let ξ ∈ (F)1. Since the function t 7→ ‖γt(ξ)‖F is Lebesgue measurable, we
have the elementary inequality

‖λRλ(ξ)‖F ≤ λ

∫ ∞

0

e−tλ‖γt(ξ)‖F dt ≤ ‖ξ‖F, λ > 0.

Consequently,
λRλ(ξ) ∈ (F)1, λ > 0.

Combining the latter statement with (2.2.11), we obtain that

λRλ(ξ) ∈ D(δ) ∩ (F)1 provided ξ ∈ E ∩ (F)1.

Thus, it follows from (2.2.12) that D(δ) ∩ (F)1 is norm dense in E ∩ (F)1.
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For the second part, we note that, since γ is σ(F,F×)-continuous,

τ(ηξ) = lim
t→0

τ(ηγt(ξ)), ξ ∈ F, η ∈ F×.

On the other hand, since F has the Fatou norm,

‖ξ‖F = sup
‖η‖F×≤1

|τ(ηξ)| ≤ lim inf
t→0

‖γt(ξ)‖F, ξ ∈ F.

The latter means that the function t→ ‖γt(ξ)‖F, ξ ∈ F is semi-continuous and,
hence, measurable. The claim is proved.

For the weak* assertion, the argument is the same, except we have to apply
the weak* version of Theorem 1.1.6.

2.3 Main results

As we have seen in the example with the operator D = 1
i
d
dt , see Section 2.1, a

meaningful resolution of Problem 2.0.7 requires locating a core D of the opera-
tor D satisfying the first condition in (2.1.4). As we indicated in that example,
a possible candidate on the role of such D is the space

D(D) ∩ L1 ∩ L∞.

Unfortunately, in general, the expression above is senseless, since the do-
main D(D) ⊆ H may have an empty intersection with the space L1 ∩ L∞.
We shall show below that this is not the case when M is taken in the left
regular representation (see Lemma 2.3.19).

Let ML stand for the left regular representation of the algebra M. The
algebra ML equipped with n.s.f. trace τL. Let E = E(R) and EL := E(ML, τL),
in particular L

p
L := Lp(ML, τL), see Section 1.5.

2.3.1 Lipschitz estimates

For an operator aηML, we introduce the subspace

D0(a) := D(a) ∩ L1 ∩ L∞ ⊆ L2. (2.3.1)

Lemma 2.3.1. If aηML, then the subspace D0(a) is affiliated with ML and it
is a core of the operator a.
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Proof. Since aηML it is readily clear that D(a)ηML. The latter means that,
for every unitary operator Ru ∈ (ML)′ = MR (see Theorem 1.5.3),

Ru(D(a)) ⊆ D(a).

On the other hand, since u ∈ M, we clearly have that

Ru(L1 ∩ L∞) = (L1 ∩ L∞)u ⊆ L1 ∩ L∞.

Consequently,
Ru(D0(a)) ⊆ D0(a), Ru ∈ (ML)′.

The latter means that the subspace D0(a) is affiliated with ML.

Furthermore, since aηML, it follows from Lemma 1.3.18 that eita ∈ ML.
The latter means that there is a unitary group {ut}t∈R ⊆ M such that

eita(ξ) = utξ, ξ ∈ L2, t ∈ R.

Consequently, eita(L1 ∩ L∞) ⊆ L1 ∩ L∞ and the restriction

{eita|L1∩L∞}t∈R

is a σ(L1∩L∞,L1+L∞)-continuous group of contractions on the space L1∩L∞.
Applying Lemma 2.2.4 to the group {eita}t∈R, E = L2 and F = L1 ∩ L∞, we
obtain that D0(a) is dense in L2. On the other hand, D0(a) is invariant with
respect to eita, t ∈ R. Thus, it follows from Theorem 1.1.7 that D0(a) is a core
of a.

Let a, bηML be self-adjoint linear operators and let x ∈ ML. For the pur-
poses of the present section, we adapt Definition 2.0.4 of the symbol ax−xb for
the setting of the left regular representation.

Definition 2.3.2. We shall say that the operator ax − xb is well-defined and
belongs to EL if and only if

(i) there is a core D ⊆ L1 ∩ L∞ of the operator a such that x(D) ⊆ D(a);

(ii) the operator ax− xb, defined on D , is closable;

(iii) the closure ax− xb belongs to EL.

The symbol ax− xb stands for the closure ax− xb.
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Lemma 2.3.1 shows that the restriction D ⊆ L1 ∩ L∞ is rather mild.

Recall that F(EL) is the class of all Borel measurable functions f : R 7→ C
such that ψf ∈ Φ(EL), where Φ(EL) is the class of all double operator integrable
functions, see Section 1.7. The answer to the Problem 2.0.5 for the space L

p
L is

given by

Theorem 2.3.3. Let a, bηML be self-adjoint linear operators. Let 2 ≤ p ≤ ∞
(resp. 1 ≤ p < 2), let f ∈ F(LpL) and let x ∈ ML. If

ax− xb ∈ L
p
L (resp. ax− xb ∈ Lp ∩ L2),

then
f(a)x− xf(b) ∈ L

p
L (resp. f(a)x− xf(b) ∈ L

p
L ∩ L2

L)

and
‖f(a)x− xf(b)‖Lp

L
≤ cf,p ‖ax− xb‖Lp

L
.

The latter result immediately follows from the more general result given in
Theorem 2.3.4 applied to the spaces EL = L

p
L, 1 ≤ p ≤ ∞.

The answer to the Problem 2.0.5 for the space EL with Fatou norm is given
by

Theorem 2.3.4. Let EL be a noncommutative symmetric space with Fatou
norm and let 2 ≤ p ≤ ∞. Let a, bηML be self-adjoint linear operators and x ∈
ML. If

ax− xb ∈ EL ∩ L
p
L and f ∈ F(EL) ∩ F(LpL),

then f(a)x− xf(b) ∈ EL ∩ L
p
L and

‖f(a)x− xf(b)‖EL
≤ cf,E ‖ax− xb‖EL

,

where
cf,E = sup

a,bηML

‖T a,bψf,E
‖B(EL).

Proof. Let y := ax − xb. According to Definition 2.3.2, there is a core D ⊆
L1 ∩ L∞ such that

y(ξ) = ax(ξ)− xb(ξ), ξ ∈ D . (2.3.2)

Let raε := (1 + iεa)−1 and rbε := (1 + iεb)−1, ε > 0 be the resolvents of
the operators a and b. Let us also set aε := araε and bε := brbε . According to
Theorem 1.3.16 and Lemma 1.3.18, we clearly obtain that aε, bε ∈ ML and

‖aε‖ ≤ 1
ε
, ‖bε‖ ≤ 1

ε
, ε > 0.
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Let us also note that, according to functional calculus, Theorem 1.3.16,

raε = 1− iεaε and rbε = 1− iεbε, ε > 0. (2.3.3)

Letting yε := raε yr
b
ε , ε > 0, we obtain from (2.3.2) and (2.3.3), that

yε(ξ) = raε axr
b
ε(ξ)− raε xbr

b
ε(ξ)

= aεx(1− iεbε)(ξ)− (1− iεaε)xbε(ξ)

= aεx(ξ)− xbε(ξ), ξ ∈ (rbε)
−1(D), ε > 0.

(2.3.4)

Let us note that according to the definition of the resolvent operator, see page 5,
we clearly have that

rbε(L
2) = D(b), ε > 0.

Consequently, the preimage (rbε)
−1(D) is norm dense in L2 for every ε > 0.

Noting that the operator aεx−xbε is bounded, we obtain that the identity (2.3.4)
may extended uniquely over L2. Thus, we proved

yε = aεx− xbε, ε > 0. (2.3.5)

Recall that yε = raε yr
b
ε . Since raε , r

b
ε ∈ (M)1, ε > 0 and y ∈ L

p
L ∩ EL, we

readily obtain that the operators yε, ε > 0 are uniformly bounded in both EL

and L
p
L, i.e.

‖yε‖Lp
L
≤ ‖y‖Lp

L
, ‖yε‖E ≤ ‖y‖EL

.

Applying Proposition 2.2.2 to the operator yε = aεx − xbε, we obtain that
the operators

zε := f(aε)x− xf(bε) = T aε,bε

ψf
(aεx− xbε)

are also uniformly bounded in both L
p
L and EL, i.e.

‖zε‖Lp
L
≤ cf,p ‖y‖Lp

L
and ‖zε‖EL

≤ cf,E ‖y‖EL
. (2.3.6)

Let us note that the unit ball (LpL)1 is σ(LpL,L
p′

L )-compact, see Theo-
rem 1.1.1. Consequently, we may assume that the operators {zε}ε>0 converging
with respect to the σ(LpL,L

p′

L )-topology, in other words, let z ∈ L
p
L such that

‖z‖Lp
L
≤ cf,p ‖y‖Lp

L
and σ(LpL,L

p′

L )− lim
ε→0

zε = z. (2.3.7)

Let us show that z ∈ EL. Since the space EL possesses a Fatou norm, we
obtain that

‖z‖EL
= ‖z‖EL

×× = sup
w∈(E×L )1∩L1

L∩L∞L

τL(zw).
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Recall that zε is uniformly bounded in EL, see (2.3.6). Consequently,

τL(zw) = lim
ε→0

τL(zεw) ≤ max
ε>0

‖zε‖EL , w ∈ (E×L )1 ∩ L1
L ∩ L∞L .

Thus,
z ∈ EL and ‖z‖EL

≤ cf,E‖y‖EL
.

Next, we show that for D0(f(b)), defined in (2.3.1), we have

x(D0(f(b))) ⊆ D(f(a)). (2.3.8)

Fix ξ ∈ D0(f(b)). To prove (2.3.8) it is sufficient to show that the linear form

η 7→ 〈x(ξ), f̄(a)(η)〉, η ∈ D0(f̄(a)) (2.3.9)

is continuous. Indeed, if this is so, then x(ξ) ∈ D((f̄(a)|D0(f̄(a)))
∗) and hence,

since D0(f̄(a)) is a core of the operator f̄(a), x(ξ) ∈ D(f(a)). According to the
functional calculus, Theorem 1.3.16, we have

so − lim
ε→0

raε = 1 and so − lim
ε→0

rbε = 1.

Consequently, we obtain

〈x(ξ), f̄(a)(η)〉 = lim
ε→0

〈raε x(ξ), f̄(a)(η)〉
= 〈f(aε)x(ξ), η〉
= lim

ε→0
〈(f(aε)x− xf(bε))(ξ), η〉

+ lim
ε→0

〈xf(bε)(ξ), η〉
= lim

ε→0
〈zε(ξ), η〉

+ 〈f(b)(ξ), x∗(η)〉, η ∈ D0(f̄(a)). (2.3.10)

By (2.3.1) we have

LξL
∗
η ∈ L1

L ∩ L∞L ⊆ L
p′

L for every ξ ∈ D0(f(b)), η ∈ D0(f̄(a)).

Consequently, if η ∈ D0(f̄(a)), it follows from (2.3.7) that

lim
ε→0

〈zε(ξ), η〉 = lim
ε→0

τL(zεLξL∗η) = τL(zLξL∗η) = 〈z(ξ), η〉.

Continuing (2.3.10), we then obtain that

〈x(ξ), f̄(a)(η)〉 = 〈z(ξ), η〉+ (f(b)(ξ), x∗(η)〉, η ∈ D0(f̄(a)). (2.3.11)
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Since the operator x is bounded, we clearly have that the linear form

η 7→ 〈f(b)(ξ), x∗(η)〉, η ∈ L2

is continuous. To finish the proof that the form (2.3.9) is continuous, we now
need only to show that the form

η 7→ 〈z(ξ), η〉, η ∈ D0(f̄(a)) (2.3.12)

is continuous. For the latter, let us recall that z ∈ L
p
L, 2 ≤ p ≤ ∞ and ξ ∈

L1 ∩ L∞, therefore it follows from the Hölder inequality (see (1.4.8)) that

|〈z(ξ), η〉| = |τL(zLξL∗η)| ≤ ‖zLξ‖L2
L
‖Lη‖L2

L

≤‖z‖Lp
L
‖Lξ‖Lq

L
‖η‖L2

≤‖z‖Lp
L
‖ξ‖L1∩L∞‖η‖L2 , (2.3.13)

where

‖z‖Lp
L
‖ξ‖L1∩L∞ <∞ and

1
2

=
1
p

+
1
q
.

Consequently, the linear form (2.3.12) is continuous and therefore (2.3.9) is also
continuous. Thus, we proved (2.3.8).

Since the space D0(f̄(a)) is norm dense in L2, the identity (2.3.11) now turns
into

z(ξ) = f(a)x(ξ)− xf(b)(ξ), ξ ∈ D0(f)(b).

Since D0(f)(b)ηM, see Lemma 2.3.1, the closure of the operator on the right
is z, see Lemma 1.4.15. The proof is finished.

Let us look at the proof of Theorem 2.3.4 again. Inspecting the proof shows
that there are two places where the geometry of the space L

p
L make the proof

possible. These are

(i) the place, where we claim the existence of the limit (2.3.7), at this stage it
is important that the space L

p
L, 2 ≤ p ≤ ∞ is dual to a noncommutative

symmetric space and therefore the unit ball (LpL)1 is σ(LpL,L
p′

L )-compact,
see Theorem 1.1.1;

(ii) the place, where we proved that the linear form (2.3.12) is continuous,
here, the important tool is the Hölder inequality (1.4.8), see the chain of
inequalities (2.3.13).



82 CHAPTER 2. LIPSCHITZ AND COMMUTATOR ESTIMATES

Further inspection shows that these two points in the proof are the only places
where the special geometric properties of the space L

p
L are needed. Conse-

quently, the following generalization holds

Theorem 2.3.5. The claim of Theorem 2.3.4 remains correct, if the space L
p
L

is replaced with any noncommutative symmetric space F such that

(i) FL is dual, i.e. there is a noncommutative symmetric space GL such
that FL = (GL)∗;

(ii) xy ∈ L2
L, for every x ∈ FL and every y ∈ L1

L ∩ L∞L .

Recalling Theorem 1.4.22 and the inequality (1.4.16), Theorem 2.3.5 is read-
ily applicable to the Lorentz spaces L

p,q
L with 2 ≤ p, q ≤ ∞. Thus, we obtain

the following result.

Theorem 2.3.6. Let EL be a noncommutative symmetric operator space with
the Fatou property and let 2 ≤ p, q ≤ ∞. Let a, bηML be self-adjoint linear
operators and x ∈ ML. If

ax− xb ∈ EL ∩ L
p,q
L and f ∈ F(EL) ∩ F(Lp,qL ),

then f(a)x− xf(b) ∈ EL ∩ L
p,q
L and

‖f(a)x− xf(b)‖EL ≤ cf,E‖ax− xb‖EL ,

where
cf,E := sup

a,bηML

‖T a,bψf,EL
‖B(EL).

Applying the latter result to EL = L
p,q
L we obtain the following corollary.

Corollary 2.3.7. Let a, bηML be self-adjoint linear operators. Let 1 ≤ p, q ≤
∞. If either

ax− xb ∈ L
p,q
L and 2 ≤ p, q ≤ ∞,

or ax− xb ∈ L
p,q
L ∩ L2

L, then f(a)x− xf(b) ∈ L
p,q
L and

‖f(a)x− xf(b)‖Lp,q
L
≤ cf,p,q ‖ax− xb‖Lp,q

L
.

The latter result will become of a particular interest when it comes to con-
siderations of Lipschitz type estimates in Lp-spaces associated with an arbitrary
von Neumann algebra.



2.3. MAIN RESULTS 83

2.3.2 Approximation of the commutator [D, x]

Let M be semi-finite von Neumann algebra acting on H with n.s.f. trace τ .
Let E = E(R) be a fully symmetric function space and E := E(M, τ) stands
for the corresponding noncommutative symmetric space, in particular Lp :=
Lp(M, τ) are the noncommutative Lp-spaces.

Let D : D(D) 7→ H be a self-adjoint linear operator satisfying (D1)–(D2)
(see page 65). In the present section we shall consider the construction of an
approximation of the commutator [D,x] by means of the corresponding unitary
group {eitD}t∈R.

For illustration of the aforementioned approximation let us again consider
the example of the differentiation operator. If x ∈ L∞(R) and D = 1

i
d
dt , then

we have the well known relations

x(t+ s)− x(s) = i

∫ t

0

1
i

dx

dt
(s+ τ) dτ, t, s ∈ R, (2.3.14)

1
i

dx

dt
(s) = lim

t→0

x(s+ t)− x(s)
it

. (2.3.15)

The aim of the present section is the extension of the latter relations over an
arbitrary operator D satisfying (D1)–(D2) (see page 65) and an arbitrary semi-
finite pair (M, τ).

Before we prove the relations above in general setting, let us study behavior
of the group x 7→ eitDxe−itD, x ∈ L∞, t ∈ R.

2.3.3 The group (t, x) 7→ eitDxe−itD

Let us consider the group of trace preserving ∗-automorphisms γ = {γt}t∈R of
the algebra M defined by

γt(x) := eitDxe−itD, x ∈ M. (2.3.16)

According to (D1)–(D2) (see page 65), the operator γt : M 7→ M is a trace
preserving ∗-automorphism, for every t ∈ R. Let us consider the group γ̃ =
{γ̃t}t∈R and the group γE = {γEt }t∈R which are the unique extensions of the
group γ to the algebra M̃ and the space E, respectively, see Section 1.4.2. We
also set γp := γL

p

, 1 ≤ p ≤ ∞ for brevity. It is follows from Lemma 1.4.17 that
the group γE is a group of isometries of the Banach space E.

In the present section, we state two results in regard to continuity properties
of the group γE .
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Theorem 2.3.8 ([21, Proposition 4.2]). Let E be a fully symmetric function
space and let E be the corresponding non-commutative space of τ -measurable
operators. The group γE is σ(E,E×)-continuous.

Clearly, the result above together with Theorem 1.1.5 implies that

Corollary 2.3.9. (i) If a symmetric function space E is separable, then the
group γE is strongly continuous.

(ii) If a symmetric function space E is dual to a separable symmetric function
space, then the group γE is weakly* continuous.

(iii) The group γ∞ is weakly* continuous.

(iv) The group γp, 1 ≤ p <∞ is strongly continuous.

Let us note that, for p < ∞, the group γp is defined in abstract way. It
cannot be regarded as

γpt (x) = eitDxe−itD, x ∈ L2, (2.3.17)

due to the fact that the operator D is now affiliated with the algebra M. In the
second part of the present section, we shall show that the identity (2.3.17) is
valid when the algebra M is taken in its left regular representation.

Let ML be the left regular representation of the semi-finite von Neumann
algebra M. The algebra ML is equipped with the n.s.f. trace τL. The
space L

p
L = Lp(ML, τL), 1 ≤ p ≤ ∞ is a noncommutative Lp-space associ-

ated with the couple (ML, τL). Let D : D(D) 7→ L2 be a self-adjoint linear
operator satisfying (D1)–(D2) (see page 65).

Lemma 2.3.10. Let y ∈ L
p
L. Let ξ ∈ L1 ∩ L∞ be such that e−itD(ξ) ∈ D(y).

If γp = {γpt }t∈R is a unique continuous extension of the group γ defined
in (2.3.16) to the space L

p
L, then

eitDye−itD(ξ) = γpt (y)(ξ). (2.3.18)

Proof. Since y ∈ L
p
L, there is a collection {eyn}∞n=1 of spectral projections such

that yn := yeyn ∈ L1
L ∩ L∞L and

lim
n→∞

yn = y and lim
n→∞

yn(ξ) = y(ξ), ξ ∈ D(y), (2.3.19)

where the first limit converges with respect to the norm topology of L
p
L (see

Theorem 1.4.12) and the second one — with respect to the norm topology in L2

(see Theorem 1.3.14).



2.3. MAIN RESULTS 85

Since yn ∈ L1
L ∩ L∞L and γp coincides with (2.3.16) on L1

L ∩ L∞L , it is clear
that identity (2.3.18) is valid for yn, i.e. we have

L(eitDyne−itD(ξ)) = γpt (yn)Lξ. (2.3.20)

On the other hand, since e−itD(ξ) ∈ D(y) and using the second limit of (2.3.19),
for the left hand side of the latter identity, we obtain that

lim
n→∞

L(eitDyne−itD(ξ)) = L(eitDye−itD(ξ)),

where the limit is taken with respect to the norm topology in L2
L. Furthermore,

since Lξ ∈ L∞L and the first limit of (2.3.19), for the right hand side of (2.3.20),
it follows that

lim
n→∞

γpt (yn)Lξ = γp(y)Lξ,

where the limit is taken with respect to the norm topology in L
p
L. Moreover,

the latter two limits certainly converge with respect to the σ(L1
L + L∞L ,L

1
L ∩

L∞L )-topology. Let us recall that L1
L ∩ L∞L separates points in L1

L + L∞L , see
Lemma 1.4.10. Consequently, combining the limits above with (2.3.20), we
readily see that

L(eitDye−itD(ξ)) = γpt (y)Lξ.

The latter implies (2.3.18) (see Lemma 1.5.6).

From now on, the symbol δE stands for the weak* (resp. strong) generator
of the group γE , provided the space E is dual to a noncommutative symmetric
space (resp. the space E has order-continuous norm). In particular, δp, 1 ≤ p ≤
∞, is the generator of the group γp.

2.3.4 Approximation of the commutator [D, x] in L∞

Let us now study the identities (2.3.14) and (2.3.15) in the general setting. Let
us first show that the integral identity (2.3.14) implies the relation (2.3.15).

Let us recall that M is a semi-finite von Neumann algebra acting on H and
equipped with n.s.f. trace τ . Recall that D : D(D) 7→ H is a self-adjoint linear
operator satisfying (D1)–(D2) (see page 65) and x ∈ M.

Lemma 2.3.11. Let E be a fully symmetric function space and E be the corre-
sponding operator space. Let x ∈ M and [D,x] ∈ E. If the identity

eitDxe−itD − x = i

∫ t

0

γEs ([D,x]) ds (2.3.21)

holds, where the integral converges with respect to the σ(E,E×)-topology, then



86 CHAPTER 2. LIPSCHITZ AND COMMUTATOR ESTIMATES

(i)
∥∥∥∥
eitDxe−itD − x

t

∥∥∥∥
E

≤ ‖[D,x]‖E;

(ii) lim
t→0

eitDxe−itD − x

t
= i[D,x], where the limit converges with respect to the

σ(E,E×)-topology.

If the space E is separable and the integral in (2.3.21) converges with respect to
the norm topology in E, then so does the limit.

Proof. Let us show the proof for the norm topology; for the σ(E,E×)-topology
the proof is similar. The function

t 7→ γEt (x), t ∈ R (2.3.22)

is uniformly bounded for every x ∈ E. Consequently, the identity (2.3.21) implies
that

‖eitDxe−itD − x‖E ≤ t max
s∈[0,t]

‖γEs ([D,x])‖E ≤ t ‖[D,x]‖E.

The latter implies (i). For (ii) let us consider the function

G(t) := i

∫ t

0

γEs ([D,x]) ds.

It then follows from (2.3.21) that

lim
t→0

eitDxe−itD − x

t
=
dG

dt
(0).

Since the function (2.3.22) is norm continuous, the claim (ii) follows from the
Newton-Leibniz theorem.

Let us first consider the case E = L∞.

Theorem 2.3.12. Let D : D(D) 7→ H be a self-adjoint linear operator, satis-
fying (D1)–(D2) (see page 65) and let x ∈ M. If [D,x] ∈ L∞, then

(i) γ∞t (x)− x = i

∫ t

0

γ∞s ([D,x]) ds, t ∈ R;

(ii)
∥∥∥∥
γ∞t (x)− x

t

∥∥∥∥
L∞

≤ ‖[D,x]‖L∞ ;

(iii) wo − lim
t→0

γ∞t (x)− x

t
= i[D,x];
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where the integral converges with respect to the wo-topology.

Proof. It immediately follows from Lemma 2.3.11 that (i) implies (ii)–(iii).

Let us prove (i). Clearly, the group γ∞ coincides with the initial group γ

defined in (2.3.16). We fix t ∈ R and introduce the operators

T := eitDxe−itD − x, S := i

∫ t

0

eitD[D,x]e−itD ds.

To prove (i), it is sufficient to establish that

〈T (ξ), η〉 = 〈S(ξ), η〉, ξ ∈ D(D), η ∈ H. (2.3.23)

Indeed, since the operators T and S are bounded and D(D) is dense in H, the
identity (2.3.23) will imply (i).

Let us fix ξ ∈ D(D) and η ∈ H. For the right hand side of (2.3.23), let us
note that, since the function

t→ eitD[D,x]e−itD, t ∈ R (2.3.24)

is wo-continuous, see Corollary 2.3.9, the scalar product and the integration
may be interchanged and hence

〈S(ξ), η〉 = i

∫ t

0

〈eisD[D,x]e−isD(ξ), η〉 ds. (2.3.25)

Let us consider the left hand side. The function

u(t) := eitDxe−itD(ξ), t ∈ R

satisfies the elementary identity

u(t+ s)− u(t)
s

= ei(t+s)Dx
e−isD(e−itD(ξ))− e−itD(ξ)

s

+ eitD
eisDxe−itD(ξ)− xe−itD(ξ)

s
, t ∈ R, s 6= 0.

Since [D,x] ∈ L∞, we have x(D(D)) ⊆ D(D) (see Lemma 2.0.8). Let us
also note that the group {eitD}t∈R acts invariantly on the space D(D), i.e.
eitD(D(D)) ⊆ D(D), for every t ∈ R, see Lemma 1.1.4. Consequently,

u′(t) = lim
s→0

u(t+ s)− u(t)
s

= eitDx(−iDe−itD(ξ)) + eitD(iD)(xe−itD(ξ))

= ieitD[D,x]e−itD(ξ), t ∈ R.
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According to the Newton-Leibniz theorem, since the function (2.3.24) is wo-
continuous, we obtain

〈eitDxe−itD(ξ), η〉 − 〈x(ξ), η〉 = 〈u(t), η〉 − 〈u(0), η〉

=
∫ t

0

u′(s) ds

= i

∫ t

0

〈eisD[D,x]e−isD(ξ), η〉 ds.

Together with (2.3.25), the latter gives (2.3.23). The theorem is proved.

Let us note the following converse statement.

Theorem 2.3.13. Let D : D(D) 7→ H be a self-adjoint linear operator, satis-
fying (D1)–(D2) (see page 65) and let x ∈ M. If the limit

wo − lim
t→0

eitDxe−itD − x

t
(2.3.26)

exists, then [D,x] ∈ L∞ and

wo − lim
t→0

eitDxe−itD − x

t
= i[D,x].

Proof. Let us assume that the limit (2.3.26) is equal to y ∈ L∞. We shall first
prove that

x(D(D)) ⊆ D(D). (2.3.27)

To this end, let us fix ξ ∈ D(D) and consider the linear form

η 7→ 〈x(ξ), D(η)〉, η ∈ D(D). (2.3.28)

Clearly, we have

〈x(ξ), D(η)〉 = lim
t→0

〈
x(ξ),

eitD(η)− η

it

〉

= lim
t→0

〈
eitDx(ξ)− x(ξ)

it
, η

〉

= lim
t→0

〈
eitDxe−itD(ξ)− x(ξ)

it
, η

〉

− lim
t→0

〈
eitDx

e−itD(ξ)− ξ

it
, η

〉

= − i 〈y(ξ), η〉+ 〈xD(ξ), η〉.
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Thus, since the operator y is bounded and ξ ∈ D(D), we obtain that the
linear form (2.3.28) is continuous. This implies that x(ξ) ∈ D(D) and there-
fore (2.3.27) is established. Furthermore, the latter identity says that

−i 〈y(ξ), η〉 = 〈Dx(ξ)− xD(ξ), η〉, ξ, η ∈ D(D).

Consequently, the operator Dx−xD defined on D(D) is closable and the closure
is −iy. The theorem is proved.

Theorem 2.3.12 and Theorem 2.3.13 give the complete description of the
generator δ∞ : D(δ∞) 7→ L∞ of the weak* continuous group γ∞ in terms of
commutators with the operator D. Namely,

D(δ∞) = {x ∈ L∞ : [D,x] ∈ L∞} (2.3.29)

and

δ∞(x) = i[D,x], x ∈ D(δ∞). (2.3.30)

See also the comments at the end of this chapter.

2.3.5 Approximation of the commutator [D, x] in Lp, pro-
vided 1 ≤ p < ∞

Let M be a semi-finite von Neumann algebra and τ be n.s.f. trace τ . As we
discussed in Section 2.1, the natural framework to deal with the commuta-
tor [D,x] ∈ Lp, when 1 ≤ p <∞, is the setting of the left regular representation.
Let (ML, τL) be the corresponding left regular representation. EL := E(ML, τL)
stands for the noncommutative symmetric space corresponding to the fully sym-
metric function space E = E(R), in particular, L

p
L := Lp(ML, τL). In the

present section, we shall extend Theorem 2.3.12 to the spaces L
p
L, 1 ≤ p <∞.

Before we proceed, let us make the following two remarks which explain the
our next step.

(i) The important point in the proof of Theorem 2.3.12 is the fact that the
domain D(D), where the operator [D,x] ∈ L∞L is defined initially, is
invariant with respect to the group {eitD}t∈R. On the other hand, if we
have the commutator [D,x] ∈ L

p
L and p < ∞, then the core D , where,

according to Definition 2.0.6, the operator [D,x] is initially defined, lacks
this invariance.
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(ii) The core D where the operator [D,x] is defined initially (see again Defini-
tion 2.0.6) is merely related to the Banach space structure of the spaces L

p
L.

Keeping these two remarks in mind, we modify Definition 2.0.6 of the sym-
bol [D,x] in the setting of the left regular representation as follows.

Definition 2.3.14. We shall say that the commutator [D,x] is defined and
belongs to EL if and only if

(i) there is a core D ⊆ L1 ∩ L∞ of D which is invariant under eitD for
every t ∈ R, i.e. eitD(D) ⊆ D , such that x(D) ⊆ D(D);

(ii) the operator Dx− xD, defined on D , is closable;

(iii) the closure Dx− xD belongs to EL.

The symbol [D,x] stands for the closure Dx− xD.

It follows from Section 2.1 that, for the special case M = L∞ and D = 1
i
d
dt ,

the commutator [D,x] is defined and belongs to Lp, for some 1 ≤ p ≤ ∞, for
some x ∈ L∞, if and only if 1

i
dx
dt ∈ Lp and either 2 ≤ p ≤ ∞ or there is a

core D ⊆ L1 ∩ L∞ of the operator 1
i
d
dt such that

1
i

dx

dt
(D) ⊆ L2.

Recall that δp, 1 ≤ p ≤ ∞ stands for the generator of the group γp, see
Section 2.3.3.

Theorem 2.3.15. Let D : D(D) 7→ L2 be a self-adjoint linear operator satis-
fying (D1)–(D2) (see page 65) and let x ∈ ML. Let

Rλ,q := Rλ(δq), 1 ≤ q ≤ ∞, λ > 0

be the resolvent of the operator δq. If [D,x] ∈ L
p
L, for some 1 ≤ p <∞, then

[D,Rλ,∞(x)] = Rλ,p([D,x]), λ > 0. (2.3.31)

Proof. According to Definition 2.3.14, since [D,x] ∈ L
p
L, we have a core D ⊆

D(D) of D such that

D ⊆ L1 ∩ L∞, eitD(D) ⊆ D , t ∈ R and x(D) ⊆ D(D).
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We fix t ∈ R. Let us first show that

[D, γ∞t (x)](ξ) = γpt ([D,x])(ξ), ξ ∈ D . (2.3.32)

Since the group γ∞ coincides with (2.3.16) and x(D) ⊆ D(D), we clearly have
that

[D, γ∞t (x)](ξ) = eitD[D,x]e−itD(ξ), ξ ∈ D . (2.3.33)

Thus, the identity (2.3.32) immediately follows from Lemma 2.3.10.

Now let us prove (2.3.31). According to Theorem 1.1.6, the resolvent Rλ,q
admits the representation

Rλ,q(y) =
∫ ∞

0

e−λtγqt (y) dt, y ∈ L
q
L, 1 ≤ q ≤ ∞. (2.3.34)

If q = ∞ the latter integral converges with respect to the wo-topology; other-
wise, it converges with respect to the norm topology. Let us emphasize that the
integral (2.3.34) converges uniformly with respect to y ∈ L

q
L and 1 ≤ q ≤ ∞.

The latter means, that, for every n ≥ 1, there is a finite partition {t(n)
k }nk=1 and

Riemannian sum

R
(n)
λ (y) :=

n∑

k=2

e−λt
(n)
k γq

t
(n)
k

(y) (t(n)
k − t

(n)
k−1)

such that

lim
n→∞

R
(n)
λ (y) = Rλ,q(y) (2.3.35)

uniformly with respect to y ∈ L
q
L and 1 ≤ q ≤ ∞. Clearly, the latter limit

converges with respect to the wo-topology if q = ∞; otherwise, it converges
with respect to the norm topology L

q
L.

For the sake of brevity, let us set xλ := λRλ,∞(x) and x
(n)
λ := λR

(n)
λ (x). It

follows from (2.3.35) that

wo − lim
n→∞

x
(n)
λ = xλ. (2.3.36)

Let us consider the linear form

φ
(n)
λ (ξ, η) := 〈x(n)

λ (ξ), D(η)〉 − 〈x(n)
λ D(ξ), η〉, ξ, η ∈ D(D).

Relation (2.3.36) implies,

lim
n→∞

φ
(n)
λ (ξ, η) = 〈[D,xλ](ξ), η〉, ξ ∈ D , η ∈ D(D).
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On the other hand, it is an easy computation to see that

φ
(n)
λ (ξ, η) = 〈λR(n)

λ ([D,x])(ξ), η〉, ξ ∈ D , η ∈ D(D).

Indeed, for the latter identity, it is sufficient to replace t with t
(n)
k in (2.3.32),

multiply the identity with e−λt
(n)
k (t(n)

k − t
(n)
k−1) and take the sum over all 2 ≤

k ≤ n. Thus, we obtain that

lim
n→∞

〈λR(n)
λ ([D,x])(ξ), η〉 = 〈[D,xλ](ξ), η〉, ξ ∈ D , η ∈ D(D). (2.3.37)

On the other hand, it follows from (2.3.35), that

lim
n→∞

τL(wλR(n)
λ ([D,x])) = τL(wλRλ,p([D,x])), w ∈ L

p′

L .

If ξ, η ∈ D ⊆ L1 ∩ L∞, then LξL∗η ∈ L
p′

L . Consequently,

lim
n→∞

〈λR(n)
λ ([D,x])(ξ), η〉 = lim

n→∞
τL(L∗ηLξ λR

(n)
λ ([D,x]))

= τL(L∗ηLξ λRλ,p([D,x]))

= 〈λRλ,p([D,x])(ξ), η〉.

Combining the latter limit with (2.3.37), we obtain that

〈λRλ,p([D,x])(ξ), η〉 = 〈[D,xλ](ξ), η〉, ξ, η ∈ D .

Since the operator on the right hand side is bounded and the core D is dense
in L2, we obtain that the operator λRλ,p([D,x]) is also bounded and

λRλ,p([D,x]) = [D,xλ], λ > 0.

The theorem is completely proved.

Theorem 2.3.16. Let D : D(D) 7→ L2 be a self-adjoint linear operator, sat-
isfying (D1)–(D2) (see page 65) and let x ∈ ML. If [D,x] ∈ L

p
L, 1 ≤ p < ∞,

then

(i) eitDxe−itD − x = i

∫ t

0

γps ([D,x]) ds, t ∈ R;

(ii)
∥∥∥∥
eitDxe−itD − x

t

∥∥∥∥
Lp

L

≤ ‖[D,x]‖Lp
L
;

(iii) lim
t→0

eitDxe−itD − x

t
= i[D,x];

where the integral and the limit converge with respect to the norm topology in L
p
L.
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Proof. According to Lemma 2.3.11, it is sufficient to prove only the claim (i).
Let

Rλ,q := Rλ(δq), 1 ≤ q ≤ ∞, λ > 0

be the resolvent of the generator δq of the group γq. Let us fix λ > 0. The oper-
ator Rλ,∞(x) belongs to the domain D(δ∞), see Theorem 1.1.6. Consequently,
it follows from (2.3.29) that [D,Rλ,∞(x)] ∈ L∞L . Thus, we are in a position to
apply Theorem 2.3.12, which readily gives that

λRλ,∞(eitDxe−itD − x) = γ∞t (λRλ,∞(x))− λRλ,∞(x)

= i

∫ t

0

γ∞s ([D,Rλ,∞(x)]) ds. (2.3.38)

Furthermore, it follows from Theorem 2.3.15 that

γ∞s ([D,Rλ,∞(x)]) = γ∞s (Rλ,p([D,x])) = Rλ,p(γps ([D,x])), s ∈ R. (2.3.39)

Let us note that the operator Rλ,p is continuous on the space L
p
L and the integral

∫ t

0

γps ([D,x]) ds

converges with respect to the norm topology of the space L
p
L. Consequently,

combining (2.3.38) and (2.3.39), we obtain that

λRλ,∞(eitDxe−itD − x) = iλRλ,p

(∫ t

0

γps ([D,x]) ds
)
.

The only step we need to finish the proof is to let λ→∞. The claim (i) readily
follows from Theorem 1.1.6.

2.3.6 Commutator estimates

Let us recall that we have fixed the pair (M, τ) and we are in the setting of the
left regular representation (ML, τL). Let D : D(D) 7→ L2 be a linear self-adjoint
operator satisfying (D1)–(D2) (see page 65).

Let us again consider the subspace

D0(D) := D(D) ∩ L1 ∩ L∞ ⊆ L2. (2.3.40)

Unfortunately, in the general case when the operator D is not affiliated with the
algebra ML, there is no hope to expect that the latter subspace is a core of the
operator D. On the other hand, as soon as the operator D is affiliated with the
algebra ML, according to Lemma 2.3.1, the subspace D0(D) turns into a core.
The key point in the proof of Lemma 2.3.1 is the following hypothesis.
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(D3) The subspace L1 ∩ L∞ ⊆ L2 is invariant with respect to {eitD}t∈R, i.e.

eitD(L1 ∩ L∞) ⊆ L1 ∩ L∞, t ∈ R;

the operator eitD|L1∩L∞ is continuous with respect to the norms of the
spaces L1 and L∞, i.e.

‖eitD(ξ)‖L1 ≤ ‖ξ‖L1 and ‖eitD(ξ)‖L∞ ≤ ‖ξ‖L∞ , ξ ∈ L1∩L∞; (2.3.41)

and the group

u = {ut}t∈R, ut := eitD|L1∩L∞ , t ∈ R (2.3.42)

is σ(L1 ∩ L∞,L1 + L∞)-continuous, i.e.

(i) for every ξ ∈ L1 ∩ L∞, the mapping

t 7→ ut(ξ), t ∈ R

is σ(L1 ∩ L∞,L1 + L∞)-continuous;

(ii) for every t ∈ R, the mapping

ξ 7→ ut(ξ), x ∈ L1 ∩ L∞

is also σ(L1 ∩ L∞,L1 + L∞)-continuous.

If the operator D is affiliated with ML, then {eitD}t∈R ⊆ ML. The latter
means that there is a strongly continuous group of unitaries {wt}t∈R ∈ M such
that eitD = L(wt), t ∈ R. Consequently, it is clear that the operator DηML

satisfies (D3). On the other hand, if D = 1
i
d
dt , then the group {eitD}t∈R is

a group of translations, i.e. eitD = τt, t ∈ R, see Lemma 2.1.1.(ii). Thus, the
operator D = 1

i
d
dt satisfies (D3) and therefore the condition (D3) is weaker than

the assumption that DηML.

The assumption (D3) implies that the group {eitD}t∈R is a diffusion group,
see [35,60].

Lemma 2.3.17. Let D : D(D) 7→ L2 be a linear self-adjoint operator satisfy-
ing (D1)–(D3). Let the group u = {ut}t∈R ⊆ B(L1 ∩ L∞) satisfy (2.3.42).

(i) The adjoint operator u∗t leaves the space L1 + L∞ invariant, i.e.

u∗t (L
1 + L∞) ⊆ L1 + L∞, t ∈ R.
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(ii) Let us set
vt := u∗−t|L1+L∞ , t ∈ R. (2.3.43)

The collection v = {vt}t∈R ⊆ B(L1 + L∞) is a group of contractions.

(iii) for every t ∈ R, the mapping

ξ 7→ vt(ξ), ξ ∈ L1 + L∞

is σ(L1 + L∞,L1 ∩ L∞)-continuous.

(iv) For every ξ ∈ L1 + L∞, the mapping

t 7→ vt(ξ), t ∈ R
is σ(L1 + L∞,L1 ∩ L∞)-continuous;

(v) The group v extends the group {eitD}t∈R, i.e.

vt(ξ) = eitD(ξ), ξ ∈ L2, t ∈ R.

Thus, the group v is a σ(L1 + L∞,L1 ∩ L∞)-continuous group of contractions
in the space L1 + L∞ which extends the unitary group of the operator D.

Proof. Let us note that the space L1 + L∞ may be regarded as a norm closed
subspace in the dual (L1∩L∞)∗. Thus, the claims (i), (ii) and (iii) immediately
follow from Lemma 1.1.3, which we can apply thanks to the assumption (D3).

(iv) We have

lim
t→0

〈vt(ξ), η〉 = lim
t→0

〈u∗−t(ξ), η〉
= lim

t→0
〈ξ, u−t(η)〉

= 〈ξ, η〉, ξ ∈ L1 + L∞, η ∈ L1 ∩ L∞.

The latter identity is due to the fact that the group u is σ(L1 ∩L∞,L1 + L∞)-
continuous. Consequently, the claim (iv) readily follows.

(v) For this claim, let us slightly modify the latter chain of identities, namely

τ(vt(ξ) η∗) = 〈vt(ξ), η〉 = 〈ξ, u−t(η)〉
= 〈ξ, e−itD(η)〉 = 〈eitD(ξ), η〉
= τ(eitD(ξ) η), ξ ∈ L2, η ∈ L1 ∩ L∞.

Hence, the claim follows from the fact that the space L1 ∩L∞ separates points
in L1 + L∞, see Lemma 1.4.10.
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Lemma 2.3.18. Let E be a noncommutative symmetric space.

(i) The space E is invariant with respect to the operator vt, i.e. vt(E) ⊆ E,
t ∈ R.

(ii) We set
vEt := vt|E, t ∈ R. (2.3.44)

The operator vEt is bounded, i.e. vEt ∈ B(E); the collection vE = {vEt }t∈R
is a σ(E,L1 ∩ L∞)-continuous group of contractions in E.

(iii) If the space E is dual to a separable noncommutative symmetric space,
i.e. E = (E∗)∗, then the group vE is a weak* continuous group of contrac-
tions.

Proof. It follows from Lemma 2.3.17.(v) and (2.3.41) that

v∞t := vt|L∞ ∈ B(L∞) and v1
t := vt|L1 ∈ B(L1).

Consequently, since E is an interpolation space with respect to (L∞,L1), we
immediately obtain that vEt ∈ B(E), t ∈ R and vE is a group of contractions in
the space E. The fact that vE is σ(E,L1 ∩L∞)-continuous immediately follows
from the fact that the group v is σ(L1 + L∞,L1 ∩ L∞)-continuous. Thus, we
proved (i) and (ii).

(iii) If E = (E∗)∗, for some noncommutative symmetric space E∗, then, for
every t ∈ R, we readily obtain that

〈(vE∗−t )∗(ξ), η〉 = 〈ξ, vE∗−t (η)〉
[Lemma 2.3.17.(v)] = 〈ξ, u−t(η)〉

[(2.3.43)] = 〈vt(ξ), η〉
[(2.3.44)] = 〈vEt (ξ), η〉, ξ ∈ E, η ∈ L1 ∩ L∞.

Consequently, it follows from Lemma 1.4.10, that

vEt = (vE∗−t )
∗.

Thus, the mapping
ξ 7→ vEt (ξ), ξ ∈ E

is σ(E,E∗)-continuous for every t ∈ R. Finally, if ξ ∈ E, then the function t 7→
vEt (ξ) is norm bounded, hence, it follows from Lemma 1.1.2, that (ii) implies
that the mapping

t 7→ vEt (ξ), t ∈ R
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is continuous with respect to the σ(E,E∗)-topology. The lemma is completely
proved.

We now can show that the assumption (D3) (see page 94) is sufficient to
establish that the subspace D0(D) is a core of the operatorD. Moreover, we shall
establish that the closure in an appropriate weak topology of the subspace D0(D)
(which is not affiliated with ML in general) is affiliated with ML.

Lemma 2.3.19. Let D : D(D) 7→ L2 be a linear self-adjoint operator sat-
isfying (D1)–(D3)(see pages 65 and 94). The subspace D0(D) is a core of
the operator D. Furthermore, D0(D) ∩ (L2)1 is σ(L1 ∩ L∞,L2 + Lp)-dense
in L1 ∩ L∞ ∩ (L2)1, for every 1 ≤ p ≤ 2. In particular, for every η ∈ L1 ∩ L∞

and every 1 ≤ p ≤ 2, there is a net {ηα} ⊆ D0(D) such that

sup
α
‖ηα‖L2 ≤ ‖η‖L2 , and lim

α
ηα = η,

where the limit is taken with respect to the σ(L1 ∩ L∞,Lp)-topology.

Proof. The first part is similar to the proof of Lemma 2.3.1.

Let us now prove the second part of the lemma. Let E = L2 ∩Lp
′
, where p′

is the conjugate exponent and E∗ = L2 + Lp. Clearly, E = (E∗)∗ and E× =
E∗. Let us consider the groups of contractions v2 := vL2

and vE . According
to Theorem 1.3.17 and Theorem 1.1.5, the operator D is the weak (=weak*)
generator of the group v2. In particular,

ξ ∈ D(D) ⇐⇒ lim
t→0

v2
t (ξ)− ξ

t
exists. (2.3.45)

The limit is taken with respect to the σ(L2,L2)-topology. On the other hand, ac-
cording to Lemma 2.3.18.(iii), the group vE is weak* continuous. Consequently,
if δ is the weak* generator of vE , then

ξ ∈ D(δ) ⇐⇒ lim
t→0

vEt (ξ)− ξ

t
exists, (2.3.46)

where the limit is regarded with respect to the σ(E,E∗)-topology. Thus, we
readily see that

D(δ) ∩Br ⊆ D(D) ∩Br, (2.3.47)

where

Br := (L2)1 ∩ (L1 ∩ L∞)r, r > 0.
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On the other hand, applying Lemma 2.2.4 to the spaces E and Fr := L2 ∩
(r(L1 ∩ L∞)) and the group vE , we obtain that the set D(δ) ∩ Br is σ(E,E∗)-
dense in E ∩ Br. Combining the latter fact with (2.3.47), we obtain that the
set D(D)∩Br is also σ(E,E∗)-dense in E∩Br. Taking the union over all r > 0,
yields that D0(D) ∩ (L2)1 is σ(E,E∗)-dense in L1 ∩ L∞ ∩ (L2)1. The lemma is
proved.

The answer to Problem 2.0.7 when for the symmetric spaces EL ∩ L
p
L,

2 ≤ p <∞ is given by

Theorem 2.3.20. Let EL be a noncommutative symmetric space with Fatou
norm. If x ∈ ML,

[D,x] ∈ L
p
L ∩ EL, f ∈ F(LpL) ∩ F(EL), 2 ≤ p <∞,

then
[D, f(x)] ∈ L

p
L ∩ EL

and
‖[D, f(x)]‖EL ≤ cf,E ‖[D,x]‖EL ,

where
cf,E = sup

a,b ηML

‖T a,bψf,E
‖B(EL).

Proof. Let us first prove that

f(x)(D0(D)) ⊆ D(D). (2.3.48)

Let y = [D,x]. From Theorem 2.3.16, we see that operators

yt =
eitDxe−itD − x

it
, t ∈ R

are uniformly bounded in the norms of L
p
L and EL, i.e.

‖yt‖Lp
L
≤ ‖y‖Lp

L
, ‖yt‖EL ≤ ‖y‖EL , t ∈ R.

Applying Proposition 2.2.2 to xt = eitDxe−itD, x and 1, we obtain

zt =
eitDf(x)e−itD − f(x)

it
= T xt,x

ψf

(
eitDxe−itD − x

it

)

are also uniformly bounded in L
p
L and EL and

‖zt‖Lp
L
≤ cf,p ‖y‖Lp

L
, ‖zt‖EL

≤ cf,E ‖y‖EL
, t ∈ R.
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Since the unit ball of L
p
L is σ(LpL,L

p′

L )-compact, see Theorem 1.1.1, one can
assume that there exists z ∈ L

p
L such that

‖z‖Lp
L
≤ cf,p ‖y‖Lp

L
, σ(LpL,L

p′

L )− lim
t→0

zt = z. (2.3.49)

To show that z ∈ EL, let us note that the space EL has Fatou norm. This
implies (see (1.4.9))

‖z‖EL
= ‖z‖EL

×× = sup
uw∈(E×L )1∩L1

L∩L∞L

τL(zuw).

Consequently, since zt is uniformly bounded in EL, we obtain that

τL(zuw) = lim
t→0

τL(ztuw) ≤ max
t∈R

‖zt‖EL
, uw ∈ (E×L )1 ∩ L1

L ∩ L∞L .

Thus,
z ∈ EL, and ‖z‖EL ≤ cf,E ‖y‖EL .

If now 〈·, ·〉 is the scalar product in L2, then a simple computation shows that

〈e
−itD(η)− η

−it , f(x)(ξ)〉 = 〈η, e
itDf(x)(ξ)− f(x)(ξ)

it
〉

= 〈η, zt(ξ)〉

− 〈η, eitDf(x)
e−itD(ξ)− ξ

it
〉, ξ, η ∈ L2.

(2.3.50)

Let us note that for the last term, according to Theorem 1.3.17 we have

lim
t→0

eitD(ξ)− ξ

it
= D(ξ), ξ ∈ D(D).

Furthermore, since LξL∗η ∈ L
p′

L provided ξ, η ∈ D0(D), we have, thanks to the
second condition in (2.3.49),

lim
t→0

〈η, zt(ξ)〉 = lim
t→0

τL(ztLξL∗η) = τL(zLξL∗η)

= 〈η, z(ξ)〉, ξ, η ∈ D0(D) ⊆ L1 ∩ L∞.

Letting t→ 0 in (2.3.50) gives

〈D(η), f(x)(ξ)〉 = 〈η, z(ξ)〉+ 〈η, f(x)D(ξ)〉, ξ, η ∈ D0(D). (2.3.51)

For every fixed ξ ∈ D0(D), the linear functional

η 7→ 〈η, f(x)D(ξ)〉, η ∈ L2
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is continuous. Moreover, since z ∈ L
p
L, and ξ ∈ L1 ∩ L∞, we obtain that,

see (1.4.8),

|〈η, z(ξ)〉| = |τL(Lηz∗L∗ξ)| ≤ ‖Lη‖L2
L
‖zLξ‖L2

L

≤‖η‖L2‖z‖Lp
L
‖Lξ‖Lq

L

≤‖η‖L2‖z‖Lp
L
‖ξ‖L1∩L∞ , η ∈ L2,

where
‖z‖Lp

L
‖ξ‖L1∩L∞ <∞ and

1
2

=
1
p

+
1
q
.

Thus, the linear functional

η 7→ 〈η, z(ξ)〉, η ∈ L2

is continuous. It follows from (2.3.51), the linear functional

η 7→ 〈D(η), f(x)(ξ)〉, η ∈ D0(D)

is also continuous. Consequently, we readily obtain that

f(x)(ξ) ∈ D((D|D0(D))∗).

Furthermore, since D0(D) is a core of D, it follows that

(D|D0(D))∗ = D∗ = D.

Thus, f(x)(ξ) ∈ D(D) and therefore (2.3.48) is established. Moreover, it now
follows from (2.3.51)

(f(x)D −Df(x))(ξ) = z(ξ), ξ ∈ D0(D).

Let us consider the operator z′ = f(x)D −Df(x) with the domain D(z′) =
D0(D). Let us show that z′∗ = z∗. This will finish the proof of the theo-
rem, because then we would have z′ = z′∗∗ = z∗∗ = z (see Theorem 1.3.12).
Since z′ ⊆ z, it is sufficient to show that D((z′)∗) ⊆ D(z∗). It follows from
the definition of the adjoint operator that ξ ∈ D((z′)∗) if and only if there is a
constant c(ξ) such that

|τL((z∗Lξ)L∗η)| = |τL(Lξ(zLη)∗)| = |〈ξ, z′(η)〉| ≤ c(ξ) ‖η‖L2 , η ∈ D0(D).

Since z∗ ∈ L
p
L and ξ ∈ L2, it follows that z∗Lξ ∈ L

q
L, where q−1 = 2−1 + p−1

and 1 ≤ q ≤ 2, see (1.4.8). On the other hand, it follows form Lemma 2.3.19
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that for every η ∈ L1 ∩ L∞ there is a net {ηα} ⊆ D0(D) such that ηα → η in
the σ(L1 ∩L∞,Lq)-topology and supα ‖ηα‖L2 ≤ ‖η‖L2 . Hence, we obtain that

|τL((z∗Lξ)L∗η) ≤ c(ξ) ‖η‖L2 , η ∈ L1 ∩ L∞.

The latter means that z∗Lξ ∈ L2
L and, in particular, ξ ∈ D(z∗).

Applying this result for the spaces EL = L
p
L, 1 ≤ p ≤ ∞ and taking into

account that Φ(E) ⊆ Φ(L2
L) = B(R2), we obtain

Corollary 2.3.21. If 2 ≤ p ≤ ∞ (resp. 1 ≤ p < 2), f ∈ F(LpL) and x ∈ ML

such that [D,x] ∈ L
p
L (resp. [D,x] ∈ L2

L ∩ L
p
L), then

‖[D, f(x)]‖Lp
L
≤ cf,p ‖[D,x]‖Lp

L
.

2.4 Applications

Let us recall that (M, τ) is a semi-finite von Neumann algebra equipped with a
n.s.f. trace τ acting on H, ML is the corresponding left regular representation.
The spaces E and EL stand for the noncommutative symmetric spaces corre-
sponding to the function space E = E(R) and the algebras (M, τ) and (ML, τL),
respectively. In particular, Lp and L

p
L, 1 ≤ p ≤ ∞ are the noncommutative Lp-

spaces with respect to (M, τ) and (ML, τL), respectively.

In the present section we shall present a number of applications of the results
set out in Theorem 2.3.4 and 2.3.20 and Corollaries 2.3.3 and 2.3.21.

We shall start with discussion the relation between Definitions 2.0.4 and 2.0.6
of the symbols ax − xb and [D,x], and their counterparts in the setting of the
algebra ML, given in Definitions 2.3.2 and 2.3.14.

2.4.1 Lipschitz case

Let us first consider applications of the results from Theorem 2.3.4 and Corol-
lary 2.3.3.

Let us fix a, bηM self-adjoint linear operators, x ∈ M, D : D(D) 7→ H is a
self-adjoint linear operator.

For the symbol ax−xb, the relation between the definition in the algebra M

and the counterpart in the setting of the left regular representation ML is given
in the next two lemmas.
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Lemma 2.4.1. If ax−xb ∈ Lp, then LaLx−LxLb ∈ L
p
L, 2 ≤ p ≤ ∞. Moreover,

L(ax− xb) = LaLx − LxLb.

Proof. As in the proof of Theorem 2.3.4, we shall use the resolvent approxima-
tion of the unbounded operators a, b. Let raε := (1+iεa)−1 and rbε := (1+iεb)−1,
ε > 0 be the resolvents of the operators a, bηM. We set aε := araε and bε := brbε .
Clearly, aε, bε ∈ M and

‖aε‖ ≤ 1
ε
, ‖bε‖ ≤ 1

ε
, ε > 0.

Moreover, it follows from the spectral theorem, see Theorem 1.3.14, that

lim
ε→0

L(aε)(η) = La(η), η ∈ D(La)

and
lim
ε→0

L(bε)(ξ) = Lb(ξ), ξ ∈ D(Lb). (2.4.1)

Let us first show that, for D0(Lb) defined in (2.3.1), we have

Lx(D0(Lb)) ⊆ D(La). (2.4.2)

To this end, fixing ξ ∈ D0(Lb), we consider the linear form

η 7→ 〈Lx(ξ), La(η)〉, η ∈ D0(La). (2.4.3)

We then have

〈Lx(ξ), La(η)〉 = lim
ε→0

〈Lx(ξ), L(aε)(η)〉
= lim

ε→0
〈L(aε)Lx(ξ), η〉

= lim
ε→0

〈(L(aε)Lx − LxL(bε))(ξ), η〉
+ lim

ε→0
〈LxL(bε)(ξ), η〉

= lim
ε→0

〈L(aεx− xbε)(ξ), η〉
+ 〈LxLb(ξ), η〉. (2.4.4)

For the latter limit, let us recall the identity, see (2.3.5),

raε (ax− xb)rbε = aεx− xbε, ε > 0. (2.4.5)

Thus, it follows from Theorem 1.4.12 that

lim
ε→0

L(aεx− xbε) = L(ax− xb) ∈ L
p
L,
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where the limit is taken with respect to the norm topology of L
p
L. Furthermore,

for every ξ ∈ D0(Lb) and η ∈ D0(La), we have that LξL∗η ∈ L1
L ∩ L∞L ⊆ L

p′

L .
Thus, the preceding identity, in particular, implies that

lim
ε→0

〈L(aεx− xbε)(ξ), η〉 = lim
ε→0

τL(L(aεx− xbε)LξL∗η)

= τL(L(ax− xb)LξL∗η)

= 〈L(ax− xb)(ξ), η〉.

Consequently, from (2.4.4), we obtain that

〈Lx(ξ), La(η)〉 = 〈L(ax− xb)(ξ), η〉+ 〈LxLb(ξ), η〉, η ∈ D0(La). (2.4.6)

Clearly, the form
η 7→ 〈LxLb(ξ), η〉, η ∈ L2

is continuous. On the other hand, it follows from the Hölder inequality that

‖L(ax− xb)(ξ)‖L2 = ‖(ax− xb)ξ‖L2

≤‖ax− xb‖Lp‖ξ‖Lq

≤‖ax− xb‖Lp‖ξ‖L1∩L∞ <∞.

Thus, the form
η 7→ 〈L(ax− xb)(ξ), η〉, η ∈ L2

is also continuous. Consequently, the identity (2.4.6) implies that the linear
form (2.4.3) is continuous and therefore (2.4.2) is proved.

Having (2.4.2) proved, the identity (2.4.6) readily yields that

(LaLx − LxLb)(ξ) = (ax− xb)ξ, ξ ∈ D0(Lb).

That is, the operator LaLx − LxLb defined on D0(Lb) is a multiplication
operator by ax−xb ∈ Lp, which in turn implies that the operator LaLx−LxLb
is closable and the closure belongs to L

p
L. The proof is finished.

Next, we establish the converse result. Due to the fact that there are no
means to deal with the domain of the operator D when the algebra M is not
taken in the left regular representation, the Banach space technique can only
prove the result for the case p = ∞.

Lemma 2.4.2. If LaLx − LxLb ∈ L∞L , then ax− xb ∈ L∞ and

L(ax− xb) = LaLx − LxLb.
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Proof. For the sake of brevity, let us set

a := La, b := Lb, x := Lx.

Similarly to the preceding lemma, let us first prove that

x(D(b)) ⊆ D(a). (2.4.7)

To this end, we consider the identity

〈x(ξ), a(η)〉 = lim
n→∞

〈xebn(ξ), aean(η)〉
= lim

n→∞
〈(eanaxebn − eanxbe

b
n)(ξ), η〉

+ 〈b(ξ), x∗(η)〉. (2.4.8)

Repeating the argument from the preceding lemma, it sufficient to show that
the operators

yn = eanaxe
b
n − eanxbe

b
n, n ≥ 1

are uniformly bounded in L∞. Let us recall that

ax− xb ∈ L∞L , and ebn(L2) ⊆ D(b).

Since ebn(L2) ⊆ D(b), we readily obtain that

ean(ax− xb)ebn(ξ) = eanaxe
b
n(ξ)− eanxbebn(ξ), ξ ∈ L2,

or
ean(ax− xb)ebn = eanaxe

b
n − eanxbebn = Lyn .

Thus, the operators yn are uniformly bounded in L∞ and (2.4.7) is proved.

It follows from the latter identity that

wo − lim
n→∞

yn = L−1(ax− xb).

Letting n→∞ in the identity (2.4.8) implies that the operator ax− xb defined
on D(b) is given by

(ax− xb)(ξ) = lim
n→∞

yn(ξ) = L−1(ax− xb)(ξ).

The latter means that the operator ax−xb extends to a bounded linear operator.
The proof is finished.

At the moment, we are fully equipped to resolve Problem 2.0.5 for the
space E = L∞ without referring to the left regular representation. The an-
swer is given in the following theorem.
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Theorem 2.4.3. Let a, bηM be self-adjoint linear operators, let x ∈ M and f ∈
F(L∞). If ax− xb ∈ L∞, then f(a)x− f(b)x ∈ L∞ and

‖f(a)x− xf(b)‖L∞ ≤ cf ‖ax− xb‖L∞ .

Proof. The proof is now simple. According to Lemma 2.4.1

ax− xb ∈ L∞ =⇒ LaLx − LxLb ∈ L∞L .

Next, Theorem 2.3.4 guarantees that

f(La)Lx − Lxf(Lb) ∈ L∞L

and
‖f(La)Lx − Lxf(Lb)‖L∞L ≤ cf,∞ ‖LaLx − LxLb‖L∞ .

Clearly,
Lf(a)Lx − LxLf(b) = f(La)Lx − Lxf(Lb) ∈ L∞L . (2.4.9)

Finally, from Lemma 2.4.2, we come back from left regular representation,

Lf(a)Lx − LxLf(b) ∈ L∞L =⇒ f(a)x− x f(b) ∈ L∞.

The theorem is proved.

A similar argument together with Corollary 2.3.3 resolves Problem 2.0.5 for
the space E ∩ L∞.

Corollary 2.4.4. Let a, bηM be self-adjoint linear operators, let x ∈ M and f ∈
F(L∞). If ax− xb ∈ E ∩ L∞, then

f(a)x− xf(b) ∈ E ∩ L∞

and
‖f(a)x− xf(b)‖E ≤ cf,E ‖ax− xb‖E.

For the rest of the section, let us assume that self-adjoint operators a, b are
τ -measurable and let x ∈ M. Since the class of all τ -measurable operators M̃ is
a ∗-algebra, we readily see that ax− xb ∈ E in the sense of the Definition 2.0.4
if and only if the element ax − xb ∈ M̃ belongs to E. Obviously, the same
is true for the algebra ML and Definition 2.3.2 i.e., if a = a∗, b = b∗ ∈ M̃L

and x ∈ ML, then ax − xb ∈ EL in the sense of Definition 2.3.2 if and only
if the element ax − xb ∈ M̃L belongs to EL. Thus, the following result is an
immediate consequence of Lemmas 1.4.17 and 1.5.6.
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Lemma 2.4.5. Let a, b ∈ M̃ be self-adjoint linear operators. Let x ∈ M.

(i) if ax− xb ∈ E, then LaLx − LxLb ∈ EL;

(ii) if LaLx − LxLb ∈ EL, then ax− xb ∈ E.

In either case, we also have

L(ax− xb) = LaLx − LxLb.

The latter lemma, together with Theorem 2.3.4 solves Problem 2.0.5 for the
space E ∩ Lp and the special case a, b ∈ M̃.

Theorem 2.4.6. Let E be a noncommutative symmetric space with Fatou norm
and let 2 ≤ p ≤ ∞. Let a = a∗, b = b∗ ∈ M̃ and x ∈ M. If ax − xb ∈ E ∩ Lp

and f ∈ F(E) ∩ F(Lp), then f(a)x− xf(b) ∈ E ∩ Lp and

‖f(a)x− xf(b)‖E ≤ cf,E ‖ax− xb‖E,

where
cf,E = sup

a,bηM
‖T a,bψf,E

‖B(E).

In particular, when E = Lp, we have that

Theorem 2.4.7. Let a = a∗, b = b∗ ∈ M̃ and x ∈ M. Let 1 ≤ p ≤ ∞.
If f ∈ F(Lp) and either ax − xb ∈ Lp ∩ L2 or ax − xb ∈ Lp and p ≥ 2,
then f(a)x− xf(b) ∈ Lp and

‖f(a)x− xf(b)‖Lp ≤ cf,p ‖ax− xb‖Lp ,

where
cf,p = sup

a,bηM
‖T a,bψf,Lp‖B(Lp).

2.4.2 Commutator case

Let us now consider applications of the results stated in Theorem 2.3.20 and
Corollary 2.3.21. Let us recall that (M, τ) is semi-finite von Neumann algebra
acting on H. Let D : D(D) 7→ H be a self-adjoint linear operator satisfy-
ing (D1)–(D2)(see page 65), let x ∈ M. In the present section we shall consider
the results similar to those of Section 2.4.1 for the commutator [D,x].



2.4. APPLICATIONS 107

Before we can prove the analogue of Lemma 2.4.1, we have to construct the
operator which will play the role of D in the left regular representation, as the
operator La does for an operator aηM. In the present section, as the counterpart
of the operator D in the the left regular representation we take D := δ2, the
generator of the strongly continuous group γ2

Lemma 2.4.8. The operator D : D(D) 7→ L2 is a self-adjoint linear operator
satisfying (D1)–(D3)(see pages 65 and 94).

Proof. It readily follows from Stone’s theorem (Theorem 1.3.17) the unitary
group {eitD}t∈R is given by the group γ2. Let us consider the following chain
of identities

(eitDLxe−itD)(ξ) = eitD(Lxe−itD)(ξ)e−itD

= eitDx(e−itD(ξ))e−itD

= eitDxe−itDξeitDe−itD

=(eitDxe−itD)ξ

=L(eitDxe−itD)(ξ), x ∈ M, ξ ∈ L1 ∩ L∞.

Consequently,
eitDLxe

−itD = L(γ∞(x)), x ∈ M

and therefore the operator D satisfies (D1). Since γ∞ coincides with γ1 on L1∩
L∞, we obtain that

τL(eitDLxe−itD) = τL(L(γ1(x))) = τ(γ1(x))

= τ(x) = τL(Lx), x ∈ L1 ∩ L∞

and hence the operator D satisfies (D2). Finally, the operator eitD = γ2
t , t ∈ R

coincides with γL1∩L∞
t , γ1 and γ∞ on L1 ∩ L∞, L1 and L∞, respectively.

Therefore, it follows from Theorem 2.3.8, that

(i) L1 ∩ L∞ is invariant with respect to eitD, t ∈ R;

(ii) the group
{eitD|L1∩L∞}t∈R = γL1∩L∞ (2.4.10)

is σ(L1 ∩ L∞,L1 + L∞)-continuous group of contractions on L1 ∩ L∞;

(iii) the group (2.4.10) is continuous with respect to the norms of the spaces L1

and L∞.
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These observations yield that the operator D satisfies (D3).

Now it is time for the analogue of Lemma 2.4.1. Unfortunately, in the case
when the operator D is not affiliated with M, we have a weaker result.

Lemma 2.4.9. If [D,x] ∈ Lp, 2 ≤ p ≤ ∞ and

lim
t→0

eitDxe−itD − x

t
= i[D,x],

then [D, Lx] ∈ L
p
L. The limit is taken in the norm topology if p < ∞ and the

wo-topology otherwise. Moreover,

L([D,x]) = [D, Lx].

Proof. We shall first show that

Lx(D0(D)) ⊆ D(D). (2.4.11)

To this end we fix ξ ∈ D0(D) and consider the linear form

η 7→ 〈xξ,D(η)〉, η ∈ D(D). (2.4.12)

Let us consider the identity

〈xξ,D(η)〉 = lim
t→0

〈
xξ,

eitD(η)− η

t

〉

= lim
t→0

τ

(
xξ

e−itDη∗eitD − η∗

t

)

= lim
t→0

τ

(
eitDxξe−itD − xξ

t
η∗
)

= lim
t→0

τ

(
eitDxe−itD − x

t
eitDξe−itD η∗

)

+ lim
t→0

τ

(
x
eitDξe−itD − ξ

t
η∗
)
, η ∈ D(D).

(2.4.13)

Since ξ ∈ D0(D), we have that

lim
t→0

eitDξe−itD − ξ

t
= D(ξ).

Furthermore, from the hypothesis, we also have that

lim
t→0

eitDxe−itD − x

t
= [D,x].
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Thus, from (2.4.13), we obtain that

〈xξ,D(η)〉 = 〈[D,x]ξ, η〉+ 〈xD(ξ), η〉, η ∈ D(D). (2.4.14)

Since ξ ∈ D0(D) and x ∈ M, the linear form

η 7→ 〈xD(ξ), η〉, η ∈ L2

is continuous. Moreover, let us recall that ξ ∈ L1 ∩ L∞, see (2.3.40). Conse-
quently, applying Hölder inequality, (1.4.8), we obtain that

‖[D,x]ξ‖L2 ≤ ‖[D,x]‖Lp‖ξ‖Lq ≤ ‖[D,x]‖Lp‖ξ‖L1∩L∞ <∞,

where
1
2

=
1
p

+
1
q
.

Thus, the linear functional

η 7→ 〈[D,x]ξ, η〉, η ∈ L2

is continuous. Altogether, (2.4.14) now implies that the form (2.4.12) is continu-
ous. Therefore, Lx(ξ) ∈ D(D) and consequently (2.4.11) is valid. Furthermore,
the identity (2.4.14) now means that

〈[D,x]ξ, η〉 = 〈D(xξ), η〉 − 〈xD(ξ), η〉, ξ ∈ D0(D), η ∈ D(D).

Since D(D) is norm dense in L2, we immediately obtain that

DLx(ξ)− LxD(ξ) = [D,x]ξ, ξ ∈ D0(D). (2.4.15)

The latter means that the operator DLx−LxD defined on D0(D) coincides with
the left multiplication by [D,x] and therefore closable. The last part of the proof
is to establish that the closure DLx − LxD coincides with left multiplication
by [D,x]. This is somewhat similar to that of the proof of Theorem 2.3.20 (see
the end of the proof).

Let y := L([D,x]) ∈ Lp and y′ = DLx − LxD with the domain D0(D).
Let us show that y∗ = y′∗. The latter is sufficient to finish the proof, since
y′ = (y′)∗∗ = y∗∗ = y, see Theorem 1.3.12. Let us note that the identity (2.4.15)
means that y′ ⊆ y. Thus, we need only to show that D((y′)∗) ⊆ D(y∗). For the
latter, recall that ξ ∈ D((y′)∗) if and only if there is a constant c(ξ) such that

|〈ξ, y′(η)〉| ≤ c(ξ) ‖η‖L2 , η ∈ D0(D).
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Clearly, we have that ξ ∈ D((y′)∗) if and only if

|τL((y∗Lξ)L∗η)| ≤ c(ξ) ‖Lη‖L2
L
, η ∈ D0(D). (2.4.16)

Recall that y∗ ∈ L
p
L and Lξ ∈ L2. Consequently, according to the Hölder

inequality (1.4.8), y∗Lξ ∈ L
q
L, where q−1 = 2−1 + p−1, 1 ≤ p ≤ 2. On the other

hand, it follows from Lemma 2.3.19 that, for every η ∈ L1 ∩ L∞, there is a
net {ηα} ⊆ D0(D) such that

sup
α
‖ηα‖L2 ≤ ‖η‖L2 and lim

α
ηα = η,

where the limit is taken with respect to the σ(L1∩L∞,Lq)-topology. The latter
means that the estimate (2.4.16) may be extended to L1 ∩ L∞, i.e.

|τL((y∗Lξ)L∗η)| ≤ c(ξ)‖η‖L2 , η ∈ L1 ∩ L∞.

Taking the maximum over all η ∈ L1 ∩ L∞ and recalling that the space L2 is
a space with Fatou norm, we obtain that y∗Lξ ∈ L2 which, in turn, implies
that ξ ∈ D(y∗). The latter means, that D((y′)∗) ⊆ D(y∗) and therefore (y′)∗ =
y∗. The theorem is completely proved.

Combining Lemma 2.4.9 with Theorem 2.3.12, we obtain

Lemma 2.4.10. If [D,x] ∈ L∞, then [D, Lx] ∈ L∞L and

L([D,x]) = [D, Lx].

Now we prove the converse result. For the same reasons as in Lemma 2.4.2,
we consider only the case p = ∞.

Lemma 2.4.11. If [D, Lx] ∈ L∞L , then [D,x] ∈ L∞ and

L([D,x]) = [D, Lx].

Proof. Proceeding again in a similar fashion, we shall first establish that

x(D(D)) ⊆ D(D). (2.4.17)

To this end, we fix ξ ∈ D(D) and consider the linear form

η 7→ 〈x(ξ), D(η)〉, η ∈ D(D). (2.4.18)
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Clearly, we have the following identity

〈x(ξ), D(η)〉 = lim
t→0

〈
x(ξ),

eitD(η)− η

it

〉

= lim
t→0

〈
eitDx(ξ)− x(ξ)

it
, η

〉

= lim
t→0

〈
eitDxe−itD − x

it
(ξ), η

〉

− lim
t→0

〈
eitDx

e−itD(ξ)− ξ

it
, η

〉
, η ∈ D(D). (2.4.19)

Since ξ ∈ D(D), we clearly have that

lim
t→0

e−itD(ξ)− x

it
= −D(ξ).

On the other hand, since [D, Lx] ∈ L∞L , it follows from Lemma 2.4.8 and The-
orem 2.3.12 that

wo − lim
t→0

eitDxe−itD − x

t
=L−1

(
wo − lim

t→0

eitDLxe
−itD − Lx
t

)

=L−1([D, Lx]).

Consequently, if we set y := L−1([D, Lx]) for brevity, the identity (2.4.19) im-
plies that

〈x(ξ), D(η)〉 = 〈y(ξ), η〉+ 〈xD(ξ), η〉, ξ, η ∈ D(D). (2.4.20)

Since x, y ∈ L∞ and ξ ∈ D(D), the linear forms

η 7→ 〈y(ξ), η〉, η ∈ H

and
η 7→ 〈xD(ξ), η〉, η ∈ H

are continuous. Thus, the form (2.4.18) is continuous. Consequently, (2.4.17) is
valid.

Now, it immediately follows from (2.4.20) that

〈y(ξ), η〉 = 〈(Dx− xD)(ξ), η〉, ξ, η ∈ D(D).

Since D(D) is norm dense in H, we obtain that

y(ξ) = (Dx− xD)(ξ), ξ ∈ D(D).



112 CHAPTER 2. LIPSCHITZ AND COMMUTATOR ESTIMATES

Finally, since y is bounded linear operator, the operatorDx−xD is also bounded
and

[D,x] = y = L−1([D, Lx]).

The theorem is completely proved.

A direct combination of Lemmas 2.4.10 and 2.4.11 with the main result of
Section 2.3.20 yields

Theorem 2.4.12. Let E be a noncommutative symmetric space with Fatou
norm. Let D : D(D) 7→ H be a self-adjoint linear operator satisfying (D1)–
(D2)(see page 65), let x = x∗ ∈ M and f ∈ F(L∞). If [D,x] ∈ E ∩ L∞,
then [D, f(x)] ∈ E ∩ L∞ and

‖[D, f(x)]‖L∞ ≤ cf ‖[D,x]‖L∞ , ‖[D, f(x)]‖E ≤ cf,E ‖[D,x]‖E. (2.4.21)

Proof. The proof again goes through the left regular representation. Firstly,
from Lemma 2.4.10, we have

[D,x] ∈ L∞ =⇒ [D, Lx] ∈ L∞L

and

[D, Lx] = L([D,x]).

The latter means that [D, Lx] ∈ EL ∩ L∞L . Next, Theorem 2.3.20 shows
that [D, f(Lx)] ∈ EL ∩ L∞L and

‖[D, f(Lx)]‖L∞L ≤ cf ‖[D, Lx]‖L∞L , ‖[D, f(Lx)]‖EL
≤ cf,E ‖[D, Lx]‖EL

.

Finally, Lemma 2.4.11 shows that

[D, f(Lx)] ∈ L∞L =⇒ [D, f(x)] ∈ L∞

and

[D, f(x)] = L−1([D, f(Lx)]).

The latter means, that [D, f(x)] ∈ E ∩ L∞ and the norm estimates (2.4.21)
follow.
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2.4.3 Applications to B(H)

Finally, let us consider the application of the results in Section 2.3 to the alge-
bra M = B(H), where H is a separable Hilbert space, see Section (1.6.3). A
distinguished feature of this case is the fact that the L∞-norm is the weakest
among the Lp-norms, 1 ≤ p ≤ ∞. The latter observation allows to exploit the
results of Section 2.4 and carry the symbols ax − xb and [D,x] from the left
regular representation ML to the algebra M not only for the special case p = ∞,
as it is done in the preceding section, but for all 1 ≤ p ≤ ∞.

Theorem 2.4.13. Let 1 ≤ p ≤ ∞, let a : D(a) 7→ H and b : D(b) 7→ H be
self-adjoint linear operators and let x ∈ B(H). If

ax− xb ∈ Cp and f ∈ F(Cp),

then
f(a)x− xf(b) ∈ Cp

and
‖f(a)x− xf(b)‖Cp ≤ cf,p ‖ax− xb‖Cp .

Proof. The proof is straightforward. Since Cp ⊆ C∞, for every 1 ≤ p ≤ ∞, it
follows from Lemma 2.4.1 that

ax− xb ∈ Cp ⊆ C∞ =⇒ LaLx − LxLb ∈ C∞L

and
L(ax− xb) = LaLx − LxLb.

Consequently, we also have that

LaLx − LxLb ∈ CpL.

Applying Theorem 2.3.4 to the space EL = L
p
L, when 2 ≤ p ≤ ∞ (resp, EL = L2

L,
when 1 ≤ p < 2) and noting that Cp ∩ C2 = Cp, provided 1 ≤ p < 2, we readily
obtain that

f(La)Lx − Lxf(Lb) ∈ CpL
and

‖f(La)Lx − Lxf(Lb)‖Cp
L
≤ cf,p ‖LaLx − LxLb‖Cp

L
.

Finally, it follows from Lemma 2.4.2 that

Lf(a)Lx − LxLf(b) ∈ CpL ⊆ C∞L =⇒ f(a)x− x f(b) ∈ C∞
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and
ax− xb = L−1(LaLx − LxLb).

Consequently,
ax− xb ∈ Cp.

Together with (2.4.9), it finishes the proof of the theorem.

Similarly, for the Problem 2.0.7 in B(H) we have

Theorem 2.4.14. Let D : D(D) 7→ H be a self-adjoint linear operator and
let x be bounded operator, let 1 ≤ p ≤ ∞ and let f ∈ F(Cp). If [D,x] ∈ Cp,
then [D, f(x)] ∈ Cp and

‖[D, f(x)]‖Cp ≤ cf,p ‖[D,x]‖Cp .

2.4.4 Applications to Lp-spaces with respect to an arbi-
trary von Neumann algebra

In the present section, we shall consider implications for Lp spaces constructed
with respect to an arbitrary von Neumann algebra which follow from the results
in the preceding sections.

Let M be a von Neumann algebra and let φ be a n.s.f. weight on M. Let σφ =
{σφt }t∈R be the corresponding modular automorphism group. We set R :=
M oσφ R. Recall that R is a semi-finite von Neumann algebra equipped with
the distinguished trace on R, see Theorem 1.6.4. Let E := E(R) be a fully
symmetric function space. We set E := E(R, τ), for brevity. In particular, Lp :=
Lp(R, τ) and Lp,q := Lp,q(R, τ) are noncommutative Lp- and Lorentz spaces,
1 ≤ p, q ≤ ∞. Let Lp(M) ⊆ Lp,∞ be the noncommutative Lp spaces associated
with the algebra M, i.e.

Lp(M) :=
{
x ∈ Lp,∞ : θs(x) = e−t/px, t ∈ R

}
, 1 ≤ p ≤ ∞,

where the group of ∗-automorphisms θ = {θt}t∈R on R is defined in (1.6.6). We
refer the reader to Section 1.6.5 for all relevant notations and results.

Let us recall that RL := L(R) stands for the left regular representation of
the algebra R and EL = L(E) = E(RL, τL). In particular, L

p
L = Lp(RL, τL)

and L
p,q
L = Lp,q(RL, τL). Let us also introduce the space

LpL(M) := L(Lp(M)) ⊆ L
p,∞
L .



2.4. APPLICATIONS 115

In the present section we shall consider only the application of Theorem 2.3.4
to the setting of the space LpL(M), which is isomorphic to the noncommutative
Lp-space Lp(M). We shall present a simple result relating the setting of the
space LpL(M) with the space Lp(M). Considerations of the commutator es-
timates and applications of the results of Section 2.3.6 to the setting of the
space Lp(M) goes beyond of the scope of the present manuscript.

We start with the definition of the symbol ax − xb in the space LpL(M),
1 ≤ p ≤ ∞.

Definition 2.4.15. Let a, bηM be self-adjoint linear operators and let x ∈ M.
We shall say that the operator ax− xb is well defined and belongs to LpL(M), if
and only if ax− xb ∈ L

p,∞
L in the sense of Definition 2.3.2 and

θt(ax− xb) = e−t/p (ax− xb), t ∈ R.

A direct application of the results in Section 2.3.1 yields

Theorem 2.4.16. Let a, bη(π(M))L be self-adjoint linear operators and let x ∈
π(M)L. Let 2 ≤ p ≤ ∞ and let f ∈ F(Lp,∞L ). If ax − xb ∈ LpL(M), then
f(a)x− xf(b) ∈ LpL(M) and

‖f(a)x− xf(b)‖Lp
L(M) ≤ cf,p ‖ax− xb‖Lp

L(M).

Proof. We set y := ax− xb. Clearly,

y ∈ L
p,∞
L and θt(y) = e−t/py, t ∈ R. (2.4.22)

Since ax − xb ∈ Lp,∞ and f ∈ F(Lp,∞), it readily follows from Theorem 2.3.7
that f(a)x− xf(b) ∈ Lp,∞ and

‖f(a)x− xf(b)‖Lp,∞ ≤ cf,p ‖ax− xb‖Lp,∞ .

Let us set z = f(a)x− xf(b). To finish the proof, we need to show that

θt(z) = e−t/p z, t ∈ R.

Let us recall that it was shown in the proof of Theorem 2.3.2 (see also the
discussion before Theorem 2.3.5) that if raε := (1+ iεa)−1 and rbε := (1+ iεb)−1,
ε > 0 are resolvents of the operators a and b, then

yε := raε yr
b
ε ∈ L∞ ∩ Lp,∞ (2.4.23)
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and

z = lim
ε→0

zε, where aε := araε , bε := brbε , zε := T aε,bε

ψf,L
p,∞
L

(yε) (2.4.24)

and the limit converges with respect to the σ(Lp,∞,Lp
′,1)-topology.

Since the operators a and b are affiliated with the algebra (π(M))L, it im-
mediately follows that

raε , r
b
ε , aε, bε ∈ (π(M))L

and

θt(raε ) = raε , θt(rbε) = rbε , θt(aε) = aε, θt(bε) = bε, t ∈ R, ε > 0.

Consequently, it follows from (2.4.22) and (2.4.23) that

θt(yε) = e−t/p yε, t ∈ R, ε > 0.

Furthermore, it now follows from (2.4.24) and Lemma 1.11.1 that

θt(zε) = e−t/p zε, t ∈ R, ε > 0.

Finally, let us note that the ∗-automorphism θt is σ(EL,E×L )-continuous for
every t ∈ R and every noncommutative symmetric space EL. Consequently, it
follows from (2.4.24) that

θt(z) = lim
ε→0

θt(zε) = lim
ε→0

e−t/p zε = e−t/p z, t ∈ R.

Thus, we proved that

z ∈ L
p,∞
L and θt(z) = e−t/p z, t ∈ R.

In other words z ∈ LpL(M). The proof of the theorem is finished.

Let us now discuss the relations between the statements ax − xb ∈ Lp(M)
and LaLx−LxLb ∈ LpL(M). The next two lemmas are straightforward corollaries
of Lemmas 2.4.1 and 2.4.2.

Lemma 2.4.17. Let a, bη π(M) be linear self-adjoint operators and let x ∈
π(M). If ax− xb ∈ LpL(M), then LaLx − LxLb ∈ LpL(M).

Lemma 2.4.18. Let a, bη π(M) be linear self-adjoint operator and let x ∈ π(M).
If LaLx − LxLb ∈ L∞L (M), then ax− xb ∈ L∞(M).

In the special case when a = a∗, b = b∗ ∈ π(M), Theorem 2.4.16 together
with Lemmas 2.4.17 and 2.4.18 readily implies that
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Theorem 2.4.19. Let a = a∗, b = b∗ ∈ π(M) and let x ∈ π(M). Let 2 ≤ p ≤ ∞
and let f ∈ F(Lp,∞). If ax− xb ∈ Lp(M), then f(a)x− xf(b) ∈ Lp(M) and

‖f(a)x− xf(b)‖Lp(M) ≤ cf,p ‖ax− xb‖Lp(M).

Let us note that even in this restrictive setting and even when a and b are
bounded, the latter result is quite new.

2.5 Comments

(i) In the special case when x = 1, Theorem 2.3.4 and Corollary 2.3.3 together
with Lemma 1.8.11 reduce to the inequalities

‖f(a)− f(b)‖Lp
L
≤ cf,p ‖a− b‖Lp

L
, 1 < p <∞,

provided a − b ∈ L
p
L ∩ L2

L, and f is a function with the derivative of
bounded total variation, where a, b are arbitrary self-adjoint operators
affiliated with ML, and cf,p is a constant depending of f and p only. This
result extends [24, Corollary 7.5] and [27, Corollary 3.5].

(ii) If a = b are as in (i) above and x ∈ ML, then

‖[|a|, x]‖Lp
L
≤ cp ‖[a, x]‖Lp

L
, 1 < p <∞,

provided [a, x] ∈ L
p
L ∩ L2

L, where cp is a constant depending on p only.
This complements the result of [27, Theorem 2.2] and provides a type II
extension of [9, (6.6)].

(iii) If, in addition, a = b has a bounded inverse, then, for every noncommu-
tative symmetric space EL, we have

‖[|a|r, x]‖EL
≤ cE,a,r ‖[a, x]‖EL

, 0 < r ≤ 1,

whenever [a, x] ∈ EL ∩L
p
L, for some 2 ≤ p ≤ ∞, where the constant cE,a,r

does not depend on x. This result extends similar inequalities for the
case E = L∞, obtained earlier in [14, Lemma 1.4] (see also [18, 68]) by
different methods.

(iv) The relations (2.3.29) and (2.3.30), which describes the generator of the
group γ∞ in terms of commutators [D,x] ∈ L∞ are similar to those ob-
tained in [11, Section 3.2.5], in particular [11, Proposition 3.2.55]. The
argument in Theorem 2.3.12 is essentially a repetition of that of [11, Sec-
tion 3.2.5].
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(v) Section 2.3 is partially contained in [53]. However, Theorems 2.3.4, 2.3.16
and 2.3.20 are now proved in a more general context. Section (2.4) where
we considered a number of applications from a unified point of view is
new (the results in Subsection 2.4.3 were established in [53] via different
approach).

(vi) The approximation results in Section 2.3.5 extends those of [21, Section 7]
established of L∞, to the setting of the space Lp for every 1 ≤ p ≤ ∞.

(vii) Theorems 2.4.13 (a variant of the latter theorem for type II is given in
Theorem 2.4.3) and 2.4.14 were proved in [9, Theorems 3.5 and 4.4 (see
also Section 6)] by a different method highly depending on structure of
algebras of type I.

(viii) Corollary 2.4.4 and Theorem 2.4.12 are proved in [21, Corollaries 6.9
and 7.5] under a more restrictive assumption: the function f is required
to be continuous.

(ix) When the operators a and b are τ -measurable the results in Theorems 2.4.6
and (2.4.7) are proved in [27] for the absolute value function and in [24]
for arbitrary function with derivative of bounded total variation.



Chapter 3

Commutator estimates for
the spaces with trivial Boyd
indices

In the present chapter we discuss the Double Operator Integrals in the set-
ting of the finite matricial algebras B(`2n), n ≥ 1. For the sake of brevity,
we set Mn := B(`2n), n ≥ 1. The algebra Mn is equipped with the stan-
dard trace Tr. Let E := E(R) be a symmetric function space. The corre-
sponding noncommutative symmetric space E(Mn, T r) is a symmetric ideal of
compact operators which we shall denote as CEn . In particular the operator Lp-
space Lp(Mn, T r), 1 ≤ p ≤ ∞ is the p-th Schatten-von Neumann class Cpn, see
Section 1.6.2.

Let us take the diagonal matrix B ∈ Mn with diagonal entries {λj}nj=1

and the Borel measurable function f : R 7→ C. The present chapter entirely
addresses the study of the operator TB,B

ψf ,CE
n

we introduced in Section 1.7 (see
also Section 1.9). The results of the chapter are published in [56]. Let

B =
n∑

j=1

λjPj

be the spectral resolution of the operator B. The operator TB,B
ψf ,CE

n
is given by

TB,B
ψf ,CE

n
=

∑

1≤j,k≤n
ψf (λj , λk)PjXPk. (3.0.1)

On the other hand, as we saw in Section 1.9, if X = {xjk}nj,k=1, Y = {yjk}nj,k=1

119
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and Y = TB,B
ψf ,CE

n
(X), then

yjk = ψf (λj , λk)xjk, 1 ≤ j, k ≤ n.

That is the operator TB,B
ψf ,CE

n
is the “entrywise” multiplier. In this chapter, we

set
Mf (B) := TB,B

ψf ,CE
n
.

Let X ∈Mn. It follows from the proof of Theorem 2.4.13 that

Mf (B)([B,X]) = [f(B), X]. (3.0.2)

The latter identity may be also shown directly based on Section 1.9. Indeed,

Mf (B)([B,X]) =
∑

1≤j,k≤n
ψf (λj , λk)Pj

[ n∑
s=1

λsPs, X
]
Pk

=
∑

1≤j,k≤n
ψf (λj , λk)(λj − λk)PjXPk

=
∑

1≤j,k≤n
(f(λj)− f(λk))PjXPk

=
∑

1≤j,k≤n
Pj

[ n∑
s=1

f(λs)Ps, X
]
Pk = [f(B), X].

3.1 Symmetric spaces with trivial Boyd indices.

Let L(0,∞) be the space of all Lebesgue measurable functions. Recall that the
dilation operator στ : L(0,∞) 7→ L(0,∞), τ > 0 is defined by

(στf)(t) = f(τ−1t), t > 0.

If E = E(0,∞) is a r.i. Banach function space, then the lower (respectively,
upper) Boyd index αE (respectively, βE) of the space E is defined by

αE := lim
t→+0

log ‖στ‖B(E)

log τ

(
respectively, βE := lim

τ→+∞
log ‖στ‖B(E)

log τ

)
.

We say that the space E has trivial lower (respectively, upper) Boyd index
when αE = 0 (respectively, βE = 1). It is known that, if αE = 0 (re-
spectively, βE = 1), then the space E is not an interpolation space in the
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pair (L1, Lp) for every p <∞ (respectively, (Lq, L∞) for every 1 < q), [44, Sec-
tion 2.b]

Let us also recall that `E stands for the symmetric sequence space, in par-
ticular `p, 1 ≤ p < ∞ stands for the space of all complex sequences summable
with p-pth degree, 1 ≤ p < ∞ and `∞ stands for the space of all uniformly
bounded sequences, see Section 1.6.1. We shall say that the sequence space `E

has trivial Boyd indices when the corresponding function space E does.

Proposition 3.1.1 ( [44, Proposition 2.b.7]). If `E is a symmetric sequence
space and αE = 0 (respectively, βE = 1), then for every ε > 0 and every
n ∈ N, there exist n disjointly supported vectors {xj}nj=1 in `E, having the same
distribution, such that for every scalars {aj}nj=1 the following holds

max
1≤j≤n

|aj | ≤
∥∥∥
n∑

j=1

ajxj

∥∥∥
`E
≤ (1 + ε) max

1≤j≤n
|aj |

(
respectively, (1− ε)

n∑

j=1

|aj | ≤
∥∥∥
n∑

j=1

ajxj

∥∥∥
`E
≤

n∑

j=1

|aj |
)
.

(3.1.1)

If E is separable then xj can be chosen to be finitely supported.

Proposition 3.1.2. Let `E be a separable symmetric sequence space and αE = 0
(respectively, βE = 1). For every scalar ε > 0 and every positive integer n ∈ N
there exist linear operators In and Jn such that

(i) In,Jn :Mn 7→Mkn , where {kn}n≥1 is a sequence of positive integers;

(ii) the operators In, Jn map diagonal (respectively, self-adjoint) matrices
to diagonal (respectively, self-adjoint) matrices;

(iii) if Mf (B), Mf (In(B)) are the Schur multiplier associated with the di-
agonal matrices B ∈ Mn, In(B) ∈ Mkn and the function f , then
Jn(Mf (B)X) = Mf (In(B))Jn(X) for every matrix X ∈Mn;

(iv) ‖X‖C∞ ≤ ‖Jn(X)‖CE ≤ (1 + ε)‖X‖C∞ (respectively, (1 − ε)‖X‖C1 ≤
‖Jn(X)‖CE ≤ ‖X‖C1) for every matrix X ∈Mn.

Proof. Let n be a fixed positive integer and ε > 0 be a fixed positive scalar.
Let {xj}nj=1 be a sequence of finitely and disjointly supported vectors, having
the same distribution such that (3.1.1) holds. Let X0 be the matrix given
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by X0 = diag{x∗1(k)}k≥1, i.e. X0 is the finite diagonal matrix in CE that
corresponds to the decreasing rearrangement x∗1 in `E . Let I be the identity
matrix of the same size as X0. We define the linear operators In and Jn by

In(X) := X ⊗ 1, and Jn(X) := X ⊗X0, X ∈Mn.

The claims (i), (ii), now, follow immediately from the definition of In and Jn

and the claim (iii) follows from (3.0.1).

Let us prove (iv). For every matrix X ∈ Mn there exist unitary matrices
U, V such that

UXV = diag{s1, s2, . . . , sn}.
Now, it follows from elementary properties of tensors, that

In(U)Jn(X)In(V ) = (U ⊗ I)(X ⊗X0)(V ⊗ I)

= (UXV )⊗X0 = Jn(UXV ) = diag{sjX0}nj=1,

and so

‖Jn(X)‖CE = ‖In(U)Jn(X)In(V )‖CE

= ‖diag{sjX0}nj=1‖CE =
∥∥∥
n∑

j=1

sjxj

∥∥∥
`E
.

Now, the claim in (iv) for αE = 0 (respectively, βE = 1) follows from combining
the equality above with the first estimate in (3.1.1) (respectively, the second
estimate in (3.1.1)).

The operators In, Jn are very similar to those, constructed in the proof
of [2, Theorem 4.1].

3.2 Basic estimates.

From now on let h : R 7→ R be a function with the following properties

(a) h(t) ∈ C1(R \ {0});

(b) h(t) = h(−t) when t 6= 0, h(0) ≥ 0;



3.2. BASIC ESTIMATES. 123

(c) h(·) is increasing function on (0,∞);

(d) h(±∞) = +∞;

(e) 0 ≤ h′(t)/h(t) ≤ 1 when t ∈ (0,∞).

Proposition 3.2.1. Let h(t) be a function that satisfies the conditions (a)–(e)
above. If f is a function defined as follows

f(t) =

{
|t|(h(log |t|))−1, if |t| < 1, t 6= 0,
0, if t = 0.

(3.2.1)

then f(t) ∈ C1(−1, 1) and f ′(t) ≥ 0 for every t ∈ (0, 1).

Proof. The function given in (3.2.1) is even so it is sufficient to consider only
the case t ≥ 0. It follows from the definition of the function f that, for every
t ∈ (0, 1), function f is continuously differentiable. To calculate the derivative
at zero, we use the definition

f ′(0) = lim
t→0

f(t)− f(0)
t− 0

= lim
t→0

(h(log t))−1 (d)
= 0.

In order to verify that f ′(t) → 0 when t→ +0, we note first that

f ′(t) = (h(log t))−1

(
1− h′(log t)

h(log t)

)
, 0 < t < 1.

Since h(t) ≥ 0 for every t ∈ R, together with the property (e), it now follows
that for every t ∈ (0, 1)

0 ≤ f ′(t) ≤ 2(h(log t))−1 → 0, as t→ +0.

Let matrices D,V ∈Mm and A,B ∈M2m be defined as follows

D = diag{e−1, e−2, . . . , e−m},
V = {vjk}mj,k=1,

vjk =

{
(k − j)−1(e−j + e−k)−1, if j 6= k,
0, if j = k.

,

(3.2.2)

and

A =
[

0 V
−V 0

]
, B =

[
D 0
0 −D

]
. (3.2.3)
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The following proposition provides commutator estimates in the norm of the
ideal of compact operators which are very similar to those established in [67]
and [45].

Proposition 3.2.2. For any function f : R→ R given by (3.2.1), there exists
an absolute constant K0 such that for every m ≥ 3 and for every scalar 0 < p ≤ 1
the following estimates hold

(i) ‖[B,A]‖C∞ ≤ π,

(ii) ‖[f(pB), A]‖C∞ ≥ pK0

h(m− log p)
log

m

2
.

Proof. The first item is proved in [67, the proof of Lemma 3.6], so we need to
establish only the second one. Let us first note, since the function f is even, it
follows from definition of matrices A, B that

f(pB)A−Af(pB) =
[

0 f(pD)V − V f(pD)
f(pD)V − V f(pD) 0

]
,

so

‖[f(pB), A]‖C∞ ≥ ‖[f(pD), V ]‖C∞ . (3.2.4)

If S = {sjk}mj,k=1 = f(pD)V − V f(pD) ∈Mm, then

skj = sjk =
f(pe−j)− f(pe−k)
(e−j + e−k)(k − j)

≥ 0, 1 ≤ j, k ≤ m.

If 1 ≤ j < k ≤ m, then, since functions h(t) and et are monotone, we have

sjk =
(

pe−j

h(j − log p)
− pe−k

h(k − log p)

)
(e−j + e−k)−1(k − j)−1

≥ p(e−j − e−k)
h(k − log p)

(2e−j(k − j))−1

≥ p(1− e−1)
2h(k − log p)(k − j)

≥ p(1− e−1)
2h(m− log p)(k − j)

.

Now, using
∑k−1
j=1

1
j ≥ log k, we have

m∑

j=1

sjk ≥
k−1∑

j=1

sjk ≥ p(1− e−1)
2h(m− log p)

k−1∑

j=1

1
k − j

≥ p(1− e−1)
2h(m− log p)

log k.
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Finally, letting x = (m−1/2,m−1/2, . . . ,m−1/2) ∈ Cm, we obtain

‖S‖2C∞ ≥ ‖Sx‖2 =
1
m

m∑

k=1

( m∑

j=1

sjk

)2

≥ 1
m

p2(1− e−1)2

4(h(m− log p))2

m∑

k=1

(log k)2

≥ 1
m

p2(1− e−1)2

4(h(m− log p))2

m∑

k=[m/2]

(log k)2

≥ 1
m

p2(1− e−1)2

4(h(m− log p))2
m

2

(
log

m

2

)2

.

Setting K0 =
√

2(1− e−1)/4, we have

‖[f(pD), V ]‖C∞ = ‖S‖C∞ ≥ pK0

h(m− log p)
log

m

2
.

which, together with (3.2.4), completes the proof.

Together with (3.0.2), Proposition 3.2.2 provides a lower estimate for the oper-
ator norm of Schur multiplier associated with the function f , given by (3.2.1),
and diagonal matrix pB given by (3.2.2) and (3.2.3) for every scalar 0 < p ≤ 1
and every integer m ≥ 3. Now we extend that lower estimate to a larger class
of ideals.

Proposition 3.2.3. Let E be a separable symmetric sequence space with triv-
ial Boyd indices. For every m ≥ 3, let Am, Bm ∈ M2m be given by (3.2.2)
and (3.2.3), I2m, J2m be the operators from the Proposition 3.1.2 for the
ε = 1/2. There exists an absolute constant K1 such that for every scalar se-
quence 0 < pm ≤ 1, and for the sequence of the diagonal matrices Wm =
I2m(pmBm) ∈Mkm the following estimate holds

‖Mf (Wm)‖CE 7→CE ≥ K1

h(m− log pm)
log

m

2
, m ≥ 3,

where f : R→ R is an arbitrary function given by (3.2.1).

Proof. Letting

X∞
m = [pmBm,

1
pm

Am], m ≥ 3,

we infer from Proposition 3.2.2 and from (3.0.2) that for every m ≥ 3

‖X∞
m ‖C∞ ≤ π,
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‖Mf (pmBm)(X∞
m )‖C∞ = ‖[f(pmBm),

1
pm

Am]‖C∞

≥ K0

h(m− log pm)
log

m

2
.

It follows from the definition of Schur multiplication and duality that

‖Mf (pmBm)‖C1 7→C1 = ‖Mf (pmBm)‖C∞ 7→C∞

≥ K0

πh(m− log pm)
log

m

2
, m ≥ 3.

The last estimate implies that there exists a sequence of X1
m ∈M2m such that

‖Mf (pmBm)(X1
m)‖C1

‖X1
m‖C1

≥ K0

2π h(m− log pm)
log

m

2
, m ≥ 3.

Suppose now, that αE = 0 and set Xm = J2m(X∞
m ) for every m ≥ 3. It follows

from Proposition 3.1.2 that, for every m ≥ 3, Wm is a finite diagonal self-adjoint
matrix such that

‖Mf (Wm)‖CE 7→CE ≥ ‖Mf (Wm)(Xm)‖CE

‖Xm‖CE

=
‖J2m{Mf (pmBm)(X∞

m )}‖CE

‖J2m(X∞
m )‖CE

≥ 2 ‖Mf (pmBm)(X∞
m )‖C∞

3‖X∞
m ‖C∞

≥ 2K0

3πh(m− log pm)
log

m

2
.

If we put K1 = 2K0/(3π), that completes the proof of the case αE = 0. The
only difference in treating the case βE = 1 is that we need to use X1

m instead
of X∞

m in the above estimates.

The following proposition proves that if a function f : R→ R is given by (3.2.1)
and the multipliers Mf (Wm) are not uniformly bounded in CE , then this func-
tion is not commutator bounded in the sense of [39].

Proposition 3.2.4. Let E be a separable symmetric sequence space. If f is a
C1-function and Wm ∈ Mkm is a sequence of diagonal matrices (m ≥ 3) such
that

‖Mf (Wm)‖CE 7→CE →∞, (3.2.5)

then there exist self-adjoint operators W , X, acting on `2, such that

[W,X] ∈ CE , [f(W ), X] /∈ CE .
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If, in addition, the norms ‖Wm‖C∞ are uniformly bounded, then W (D(X)) ⊆
D(X), and if the following series converges

∑

m≥3

‖Wm‖CE ,

then operator W belongs to CE and

‖W‖CE ≤
∑

m≥3

‖Wm‖CE .

Proof. It follows from (3.2.5) that there exists a subsequence of positive integers
mr (r ≥ 1) and a sequence of self-adjoint matrices X(1)

r ∈Mk′r such that

‖Mf (W ′
r)(X

(1)
r )‖CE ≥ 2r3‖X(1)

r ‖CE , r ≥ 1, (3.2.6)

where we let, for brevity, k′r = kmr and W ′
r = Wmr ∈ Mk′r . Let r ≥ 1 be fixed,

let {λj}k
′
r
j=1 be the sequence of eigenvalues of the matrix W ′

r, and let {Pj}k
′
r
j=1 be

the collection of corresponding one-dimensional spectral projections. For λ ∈ R,
we set

Qλ =
∑

1≤j≤k′r
λj=λ

Pj .

There are only a finite number of non-zero projections among {Qλ}λ∈R, let
us denote them as {Qj}sj=1, 1 ≤ s ≤ k′r and the corresponding sequence of
eigenvalues as {λ′j}sj=1, the scalars λ′j are mutually distinct. We consider the
self-adjoint matrices

X̂r =
s∑

j=1

QjX
(1)
r Qj , and X(2)

r = X(1)
r − X̂r.

It follows from (3.0.1) that

Mf (W ′
r)(X̂r) =

∑

1≤j,l≤k′r
ψf (λj , λl)PjX̂rPl

=
s∑
t=1

∑

1≤j,l≤k′r
ψf (λj , λl)PjQtX(1)

r QtPl

=
s∑
t=1

∑

1≤j,l≤k′r
λj=λl=λ

′
t

ψf (λt, λt)QtX(1)
r Qt = 0,
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and so

Mf (W ′
r)(X

(2)
r ) = Mf (W ′

r)(X
(1)
r ). (3.2.7)

Now, noting that ‖X̂r‖CE ≤ ‖X(1)
r ‖CE (see [31, Theorem III.4.2]) and, hence

‖X(2)
r ‖CE ≤ 2‖X(1)

r ‖CE , X(2)
r , we infer from (3.2.7) and (3.2.6)

‖Mf (W ′
r)(X

(2)
r )‖CE ≥ r3‖X(2)

r ‖CE . (3.2.8)

We set

X(3)
r =

∑

1≤j,l≤k′r
λjlPjX

(2)
r Pl,

where

λjl =





0, λj = λl,
−i

λj − λl
, λj 6= λl.

The matrix X(3)
r is self-adjoint and

X(2)
r =

∑

1≤j,l≤k′r
PjX

(2)
r Pl = i

∑

1≤j,l≤k′r
λjl(λj − λl)PjX(2)

r Pl

= i
∑

1≤j,l≤k′r
λjlPj(W ′

rX
(2)
r −X(2)

r W ′
r)Pl

= i

[
W ′
r,

∑

1≤j,l≤k′r
λjlPjX

(2)
r Pl

]
= i[W ′

r, X
(3)
r ].

(3.2.9)

Finally, we let

Xr = r−2‖X(2)
r ‖−1

CEX
(3)
r . (3.2.10)

For every r ≥ 1 we have constructed so far the finite self-adjoint matrices W ′
r,

Xr such that

‖[W ′
r, Xr]‖C∞ ≤ ‖[W ′

r, Xr]‖CE

(3.2.10)
= r−2‖X(2)

r ‖−1
CE‖[W ′

r, X
(3)
r ]‖CE

(3.2.9)
= r−2‖X(2)

r ‖−1
CE‖X(2)

r ‖CE =
1
r2

(3.2.11)
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and

‖[f(W ′
r), Xr]‖CE

(3.2.10)
= r−2‖X(2)

r ‖−1
CE‖[f(W ′

r), X
(3)
r ]‖CE

(3.0.2)
= r−2‖X(2)

r ‖−1
CE‖Mf (W ′

r)([W
′
r, X

(3)
r ])‖CE

(3.2.9)
= r−2‖X(2)

r ‖−1
CE‖Mf (W ′

r)(X
(2)
r )‖CE

(3.2.8)
≥ r‖X(2)

r ‖−1
CE‖X(2)

r ‖CE ≥ r.

(3.2.12)

Now, we set H =
⊕

r≥1 Ck
′
r , X =

⊕
r≥1Xr and W =

⊕
r≥1W

′
r. Recall, that

by the definition we have

H = {{ξr}r≥1 : ξr ∈ Ck
′
r ,
∑

r≥1

‖ξr‖2 <∞},

D(X) = {ξ = {ξr}r≥1 ∈ H : X(ξ) = {Xr(ξr)}r≥1 ∈ H},
D(W ) = {ξ = {ξr}r≥1 ∈ H : W (ξ) = {Wr(ξr)}r≥1 ∈ H}.

W , X are self-adjoint operators, acting on the separable Hilbert space H and

‖[W,X]‖CE ≤
∑

r≥1

‖[W ′
r, Xr]‖CE

(3.2.11)
≤

∑

r≥1

1
r2

<∞,

‖[f(W ), X]‖CE ≥ max
r≥1

‖[f(W ′
r), Xr]‖CE

(3.2.12)
= ∞.

If we assume that
∑

m≥3

‖Wm‖CE <∞,

then

‖W‖CE ≤
∑

r≥1

‖W ′
r‖CE ≤

∑

m≥3

‖Wm‖CE <∞.

If we assume that supm≥1 ‖Wm‖C∞ ≤ M < ∞, then, by (3.2.11), for every
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ξ = [ξr]r≥1 ∈ D(X),

(∑

r≥1

‖Xr(W ′
r(ξr))‖2

) 1
2

=
(∑

r≥1

‖W ′
r(Xr(ξr))− [W ′

r, Xr](ξr)‖2
) 1

2

≤M

(∑

r≥1

‖Xr(ξr)‖2
) 1

2

+ sup
r≥1

‖[W ′
r, Xr]‖C∞

(∑

r≥1

‖ξr‖2
) 1

2

<∞.

Hence W (ξ) ∈ D(X). The claim is proved.

It follows from Propositions 3.2.3 and 3.2.4 that any function f : R → R
given by (3.2.1) with the function h satisfying the condition log(m/2)

h(m−log pm) →∞,
as m→∞ (here {pm}m≥0 is some scalar sequence satisfying 0 < pm ≤ 1) is not
commutator bounded in any separable symmetrically normed ideal with trivial
Boyd indices. In other words, there exist self-adjoint operators W , X, acting
on a separable Hilbert space H, such that [W,X] ∈ CE but [f(W ), X] /∈ CE .
We shall now show how further adjustments to the choice of the function h and
the sequence {pm}m≥0 can be made in order to guarantee that the operator W
above belongs to CE . First, we need the following auxiliary results.

Proposition 3.2.5. For every ε > 0 there exists a function χε such that

(i) χε ∈ C1(R),

(ii) χε(t) = 0, if t ≤ 0,

(iii) χε(t) = 1, if t ≥ 1,

(iv) 0 ≤ χ′ε ≤ 1 + ε.

Proof. Let ξε(t) be the continuous function such that ξε(t) = 0, if t ≤ 0 or t ≥ 1,
ξε(t) = 1 + ε, if ε/(1 + ε) ≤ t ≤ 1/(1 + ε) and linear elsewhere. It then follows,
that the function

χε(t) =
∫ t

−∞
ξε(τ) dτ, t ∈ R,

satisfies the assertion.

Proposition 3.2.6. Let sm, qm (m ≥ 0) be two increasing sequences such that
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(i) sm → +∞, s0 = 0,

(ii) qm → +∞, q0 = 1,

(iii) α = sup
m≥1

log qm − log qm−1

sm − sm−1
< 1.

Then there exists a function h that satisfies the conditions (a)–(e) (preceding
Proposition 3.2.1) and such that h(sm) = qm for every m ≥ 0.

Proof. Let ε = 1/α − 1, and χε be the function from Proposition 3.2.5. For
every t ≥ 0 we define

H(t) =
∑

m≥1

χε

( t− sm−1

sm − sm−1

)
(log qm − log qm−1). (3.2.13)

We have that x ≥ sm−1 (respectively, x < sm) if and only if

x− sm−1

sm − sm−1
≥ 0

(
respectively,

x− sm−1

sm − sm−1
< 1
)
.

Now, it follows from above that for every fixed t ≥ 0 the sum (3.2.13) is finite,

H(s0) = H(0) = 0 = log q0,

and for every k ≥ 1

H(sk) =
∑

m≥1

χε

( sk − sm−1

sm − sm−1

)
(log qm − log qm−1)

=
k∑

m=1

(log qm − log qm−1) = log qk.

We set h(t) := exp(H(t)) for every t ≥ 0 and h(t) = h(−t) for every t < 0, then
h(sm) = qm for every m ≥ 0. Let us check the conditions (a)–(e).

(a) Function H is a C1-function as a finite sum of C1-functions, so h is a
C1-function for every t 6= 0;

(b) this item holds by the definition of h(t), and h(0) = exp(H(0)) = 1;

(c) for every t ≥ 0 function H(t) is increasing, because it is the sum of in-
creasing functions, so the function h is increasing also;
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(d) since the sequence h(sm) = qm tends to infinity and since h(·) is an in-
creasing even function, we have h(±∞) = +∞;

(e) for every t ≥ 0 there exists an integer k ≥ 1 such that sk−1 ≤ t < sk, thus
it follows from Proposition 3.2.5, that

H ′(t) =
∑

m≥1

χ′ε
( t− sm−1

sm − sm−1

) log qm − log qm−1

sm − sm−1
,

= χ′ε
( t− sk−1

sk − sk−1

) log qk − log qk−1

sk − sk−1

≤ α(1 + ε) = 1,

and so

0 ≤ H ′(t) =
h′(t)
h(t)

≤ 1.

Now, we are in a position to prove our main result.

Theorem 3.2.7. For every separable symmetric sequence space E with trivial
Boyd indices, there exists a C1-function fE, self-adjoint operators W , X, acting
on a separable Hilbert space H such that

W ∈ CE , [W,X] ∈ CE , W (D(X)) ⊆ D(X), [fE(W ), X] /∈ CE .

Proof. Let m ≥ 0, qm := (log(m + e))1/2, Bm be the diagonal matrices, given
by (3.2.2) and (3.2.3), I2m, J2m be the operators from Proposition 3.1.2 for
ε = 1/2. Let {pm}m≥0 be a sequence that satisfies the following five conditions

(i) pm is decreasing to zero;

(ii) 0 < pm ≤ 1;

(iii) p0 = 1;

(iv)
1
pm

≥ m2‖I2m(Bm)‖CE , m ≥ 1;

(v)
1
pm

≥ q2m
eq2m−1

· 1
pm−1

, m ≥ 1.
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We construct such a sequence by induction. If the numbers p0, p1, . . . , pm−1

satisfy the conditions above, then pm can be taken to be any positive number
for which

1
pm

≥ max
{

1,
1

pm−1
,m2‖I2m(Bm)‖CE ,

q2m
eq2m−1

· 1
pm−1

}
.

It follows from (v) above, that

epm−1

pm
≥ q2m
q2m−1

,

and, taking logarithms,

1 + log
1
pm

− log
1

pm−1
≥ 2(log qm − log qm−1).

Putting sm = m− log pm, we have

0 ≤ log qm − log qm−1

sm − sm−1
≤ 1

2
, m ≥ 0.

Thus, we have verified that the sequences {qm}m≥0 and {sm}m≥0 satisfy the
conditions of Proposition 3.2.6, and so there exists a function hE(t) such that

hE(m− log pm) = hE(sm) = qm = (log(e+m))1/2.

If fE is the function, given by (3.2.1), with the above choice of hE , Wm :=
I2m(pmBm) ∈ Mkm , where Bm given by (3.2.2) and (3.2.3), is the finite diag-
onal matrix then it follows from Proposition 3.2.3

‖Mf (Wm)‖CE 7→CE ≥ K1

h(m− log pm)
log

m

2
= K1

log (m/2)
(log(m+ e))1/2

→∞.

On the other hand, by our choice of pm (see ((iv)) above) we have that

‖Wm‖C∞ ≤ ‖Wm‖CE = pm‖I2m(Bm)‖CE ≤ 1
m2

, m ≥ 3.

Now the assertion of Theorem 3.2.7 follows from Proposition 3.2.4.

3.3 Domain of a generator of an automorphism
flow

Let E be a separable symmetric sequence space with trivial Boyd indices, let CE
be the corresponding symmetrically normed ideal and let X be a self-adjoint
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operator (may be unbounded), acting on a separable Hilbert space H. We
consider a group α = {αt}t∈R of ∗-automorphisms on CE defined given by

α(t)T = eitXTe−itX , T ∈ CE , t ∈ R.

It follows from separability of CE that α is a C0-group, [21, Corollary 4.3]. The
infinitesimal generator δ of α(t) is defined by

D(δ) :=
{
T ∈ CE : there exists ‖ · ‖CE − lim

t→0

α(t)T − T

t

}
,

δ(T ) := ‖ · ‖CE − lim
t→0

α(t)T − T

t
for every T ∈ D(δ).

δ is a closed densely defined symmetric derivation on CE , i.e. densely defined
closed linear operator such that δ(T ∗) = δ(T )∗ and δ(TS) = δ(T )S+Tδ(S), for
all T, S ∈ D(δ), see e.g. [21, Proposition 4.5]. It is proved in [67, Proposition 2.2],
that

D(δ) = {T ∈ CE : T (D(X)) ⊆ D(X), [T,X] ∈ CE}.
Now, Theorem 3.2.7 yields

Corollary 3.3.1. For every separable symmetric sequence space E with trivial
Boyd indices, there exists a C1-function fE, a self-adjoint operator W ∈ CE,
acting on a separable Hilbert space H, and closed densely defined symmetric
derivation δ on CE, such that W ∈ D(δ) but

fE(W ) /∈ D(δ).
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(X0, X1), see compatible couple
(X0, X1)θ, see complex interpolation
(X0, X1)θ,q, see real interpolation
∗-automorphism, 14
∗-automorphism, trace preserving, 29
∗-automorphism, trace scaling, 29
Bsp,q, see Besov spaces
E(R), see fully symmetric function

space
E(M, τ), see symmetric space, non-

commutative
E××, see Köther bidual, commutative
K(M), 42
K(t, x), see K-functional
L(R), 22
L∞(Vβ), 56
L∞(R), 22
Lp(R), 22
Lp(M), 45
Lp(M,m), 36
Lp,q(R), see Lorentz spaces
LpL(M), 114
Lx, 32
N(ε, δ), 25
P aE ⊗QbE, 47
P aE , 46
QbE, 46
Rλ(δ), see resolvent
Rx, 32
T a,bφ,E, 49
T a,bφ,p, 53

Tr, see standard trace
Vβ , 56
X∗, see dual Banach space
X∗∗, see bidual X∗∗

[D,x] ∈ E, 66
(X)1, 1
B(X), 2
B(X,Y ), 2
B(`2), 39
B(`2n), 37
B(H), 10
B(R), 18
B(R)⊗̂B(R), 54
B(R2), 48
B(R), 17
D, 107
D(T ), see domain of linear operator
E×, see Köthe dual, commutative
F, see Fourier transform
In, 121
Jn, 121
Φ(E), 50
Φs(E), 50
Φθ,q(·), 9
M oα R, see continuous crossed prod-

uct
M, see von Neumann algebra
M′, see commutant
ML, 32
MR, 32
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M+
∗ , 44

M∗, see predual
M̃, 25
T̄ , see operator, closure
X̄θ, see complex interpolation
X̄θ,q, see real interpolation
π̄(·), 20
Cp, 40
Cpn, 39
F(X0, X1), 7
F(X̄), 7
DηM, see domain affiliated with M

D0(D), 93
D0(a), 76
pφ, 12
ψ̂, see dual weight
nφ, 12
λ(f), see distribution function, com-

mutative
λt, see translation operator
〈·, ·〉, see scalar product
mφ, 12
µ(x), see generalized singular value

function
‖ · ‖, see operator norm
‖ · ‖∞, 18, 48
‖ · ‖B(X,Y ), 2
π1, 30
π∞, 30
πE, 30
πp, 30
F(E), 58
ψf , 58
ρ(δ), see resolvent set
E, see symmetric space, non-commuta-

tive
E×, see Köthe dual, non-commutative
H, 10

σ(X,X∗)-topology, see weak topology
σ(X,F )-topology, 2
σ(δ), see spectrum
so − topology, see topology, strong op-

erator
τ -measurable operator, see operator,

τ -measurable
τL, 33
θt, see dual group
L̃, 34
π̃(·), 30
ax− xb ∈ E, 66
f∗, see decreasing rearrangement
mf , 36
s(x), 39
wt, 43
xηM, see operator affiliated with M

x∗, see adjoint operator
so∗

-topology, see topology, strong* oper-
ator

uw -topology, see topology, ultra-weak
wo-topology, see topology, weak oper-
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adjoint operator, 17
Alaoglu theorem, see theorem, Alaoglu

Besov spaces, 58
bidual X∗∗, 2
Boyd index

lower, 120
trivial, 120
upper, 120

commutant, 11
compatible couple of spaces, 6
complex interpolation, 7
continuous crossed product, 41
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core, 4

decreasing rearrangement, 22
diffusion group, see group, diffusion
distribution function

commutative, 22
non-commutative, 25

domain affiliated with M, 19
domain of a linear operator, 3
dual action, see dual group
dual Banach space, 1
dual group, 43
dual weight, see weight, dual, 43
duality theorem, see theorem, duality

Fatou norm, 24
Fatou property, 24
finite-dimensional operator, see opera-

tor, finite-dimensional
Fourier transform, 41, 68
fully symmetric function space, 22
Fundamental function of a r.i. space,

72

generalized singular value function, 25
generator, 4
group

diffusion, 94
modular automorphism, 15
of operators, 4
strongly continuous, 4
weakly continuous, 4
weakly* continuous, 4

Hölder inequality, 26
Haagerup theorem, see theorem,

Haagerup
Hadamard product, 60

inner product, see scalar product

intermediate space, 7
interpolation space, 7

K-functional, 9
Köthe bidual, commutative, 24
Köthe dual

commutative, 24
non-commutative, 26

Laplace transform, 6
linear operator, see operator linear
locally convex topology, 2
Lorentz spaces, 23
lower Boyd index, see Boyd index,

lower

measure topology, see topology, mea-
sure

modular auto-
morphism group, see group,
modular automorphism

modular condition, 14
modular group, see group, modular au-

tomorphism

n.s.f., see normal, semi-finite, faithful
non-commutative distribution func-

tion, 25
non-commutative Köthe dual, 26
non-commutative symmetric space, see

symmetric space, non-com-
mutative

norm
order-continuous, 24

one-dimensional operator, see opera-
tor, one-dimensional

operator
τ -measurable, 24
affiliated with M, 19



144 INDEX

closable, 4
closed, 4
closure, 4
densely defined, 3
finite-dimensional, 2
group, see group of operators
linear, 3
norm, 10
one-dimensional, 2
self-adjoint, 17
weakly closable, 4
weakly closed, 4
weakly densely defined, 3
weakly* closable, 4
weakly* closed, 4
weakly* densely defined, 3

order-continuous norm, see norm,
order-continuous, 27

polarization, see polarization identity
polarization identity, 13
predual, 12

r.i. function space, see rearrangement
invariant space

real interpolation, 9
rearrangement invariant space, 22
resolvent, 5
resolvent set, 5

scalar product, 10
Schatten-von Neumann classes, 40
Schur product, 60
Schur-Hadamard product, 60
self-adjoint operator, see operator,

self-adjoint
self-adjoint functional calculus, 18
spectral measure, 17

spectral theorem, see theorem, spec-
tral

spectrum, 5
standard trace, 39
state, 14
Stone’s theorem, see theorem, Stone
strong topology, see topology, strong
sub-majorization, 22
symmetric function space, see sym-

metric space, commutative
symmetric space

commutative, 22
non-commutative, 25

the projective tensor product, 54
theorem

Alaoglu, 2
duality, 10
Haagerup, 45
spectral, 17
Stone, 18
von Neumann, 11

topology
measure, 25
strong, 3
strong operator, 10
strong* operator, 10
ultra-weak, 11
weak, 2
weak operator, 11

trace, see weight, tracial
trace preserving ∗-automorphism, see

∗-automorphism, trace pre-
serving

trace scaling ∗-automorphism, see ∗-
automorphism, trace scaling

tracial weight, see weight, tracial
translation operator, 41
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trivial Boyd index, see Boyd index,
trivial

unit ball, 1
upper Boyd index, see Boyd index, up-

per

von Neumann algebra, 11
purely infinite, 16
semi-finite, 16

von Neumann theorem, see theorem,
von Neumann

weak topology, see topology, weak
weight, 12

dual, 42
faithful, 12
normal, 12
semi-finite, 12
tracial, 15


