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Abstract

Cardiac fibrillation is characterised by aperiodic turbulence of wave propagation. This can occur

in the atria, known as atrial fibrillation (AF), or the ventricles, constituting ventricular fibrillation

(VF). Despite over 100 years of research, the mechanisms by which these arrhythmias are main-

tained unfortunately remain incompletely understood, but are of great significance as AF is the

most common cardiac arrhythmia in humans, and VF the leading cause of sudden death in the

world.

Although the atria and ventricles possess vastly different geometries, ionic mechanisms and

global structures, they share similar electrical wave propagation dynamics. A defining characteristic

of both AF and VF is the presence of re-entrant circuits that appear during ongoing fibrillation.

This has led many to believe that these rotational phenomena play a key role in perpetuating

cardiac fibrillation. With this in mind, the primary goal of this research is to investigate the

nature of re-entrant events to gain insights into their role in perpetuating cardiac fibrillation, and

to explore new avenues for possible treatments.

Chapters 3 and 4 begin by investigating the spatial and temporal stability of re-entrant

circuits. It is hypothesised that these sites can be used to create a targeted ablation strategy to treat

AF, wherein focal burns are applied at, or in the vicinity of, stable and dominant re-entrant circuits

(rotors). Targeting these sites is hoped to result in AF termination or modification. Keeping in line

with this thinking, chapter 3 investigates the spatiotemporal stability of rotors using an entropy-

based mapping approach to determine whether targeted-ablation strategies may be feasible. It was

found, however, that there was only a relative stability of the highest 10% of entropy regions, and

that an overarching dynamic global instability was present.

Due to the intrinsic instability of re-entrant circuits implied by the findings of the entropy

study in chapter 4, the focus of the PhD subsequently moved towards understanding the origin

of this instability. The presence of unstable reentrant circuits in fact echoes much of the findings

of many independent AF and VF studies conducted thus far. Consequently, Chapters 5-9 aim

to collectively understand the unstable nature of reentrant circuits using a branch of mathematics

known as stochastic process theory. Specifically, these chapters aim to develop quantitative statis-

tical approaches for understanding the consistently observed, yet unexplained, unstable behaviour

of re-entrant circuits plaguing the field for over a century. Collectively, these chapters suggest

that cardiac fibrillation should perhaps be redefined as an arrhythmia not governed by singular,

autonomous drivers, but instead by the continuous regeneration cycle of phase singularity birth

and death.
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Chapter 1

Introduction

1.1 Motivation

The human heart is responsible for the mechanical job of pumping blood throughout the body, and

although it is tasked with a single and seemingly straightforward duty, the rhythmic contraction

that causes this pumping emerges from an elegant interplay between individual cells. In some cases,

this interplay becomes compromised, and this can manifest as heart rhythm disorders known as

arrhythmias. Arrhythmias exist in many forms, with perhaps one of the most notable examples

being cardiac fibrillation. This condition, which is generally characterised by aperiodic turbulence

of wave propagation [96, 171, 214], results in an irregular heart rhythm and exists in two forms

depending on whether the atria or ventricles are affected: atrial fibrillation (AF) and ventricular

fibrillation (VF).

AF is the more common of the two disorders, and is in fact the most prevalent cardiac rhythm

disorder in the world [148]. The condition causes symptoms including palpitations, fatigue, chest

discomfort, light-headedness and dyspnoea [54, 148, 214]. While these symptoms themselves may

not be life-threatening, the downstream consequences of AF are much more severe, ranging from

stroke [268], dementia [189], heart failure [255] and a doubled mortality rate for those affected

[28, 52]. In Australia alone, AF affects over 350,000 Australians, and has emerged by 2019 to

be the leading cause of cardiac hospitalisation. Coupled with the fact that the prevalence of AF

increases with age, presenting in almost 9% of those aged 80-89 [122], this figure is predicted to

double or triple within the next few decades due to the ever increasing aging population [214]. In

fact, Australia has seen a relative increase of 295% for AF hospitalisations over the last 20 years,

signifying a doubling of hospitalisations since the beginning of the century and an annual increase

of 5.2% in AF hospitalisations [82]. Further exacerbating the AF burden is the economic strain

placed on the health-care system, which is estimated at AU$ 1.25 billion per annum.

2



On the other hand, VF is the world’s leading cause of sudden death, surpassing stroke, cancer

and myocardial infarction [26]. When it occurs, incoordinate-type contractions arise which, despite

producing a high metabolic rate of the myocardium, do not produce useful beats and hence results

in no cardiac output [260]. Without adequate treatment, VF can lead to death within minutes

[49]. Fewer studies have investigated the epidemiology of VF in Australia, however, it estimated

to be responsible for the majority of the 25,000 sudden deaths that occur nationally per annum

[26].

While the atria and ventricles possess vastly different geometries, ionic mechanisms and global

structures, they share similar electrical wave propagation dynamics [192], and chaotic electrical

wave turbulence characterises both atrial and ventricular fibrillation. Research aiming to under-

stand the mechanisms underlying this chaotic electrical activity has increased exponentially over

the last 100 years but unfortunately, this subject remains incompletely understood [116,214]. This

potentially underpins the difficulty of developing effective and reproducible strategies for the treat-

ment of AF and VF. Showcasing this is the recent NIH-funded CABANA trial, which compared

anti-arrhythmic drug therapy to catheter-based ablation of AF. Findings showed that less than 50%

of patients demonstrated 4 year freedom from persistent AF for both drug and ablation therapy

[190]. Few new AF treatments have also emerged in the past decade, with no new drugs approved

in Australia since 2002. In the context of VF, defibrillation remains the only definitive treatment,

but achieves low-success rates in out-of-hospital settings [75].

These failures may, at least partly, be attributed to a fundamental incongruity between treat-

ment strategy and mechanism. Multiple hypotheses exist concerning the primary mechanism re-

sponsible for AF and VF, but this remains a topic of contention [254]. In several of these theories,

a common theme is the presence of re-entrant circuits: spinning cyclone-like vortices of electricity

that move in a rotational fashion. Re-entrant circuits are postulated to randomly excite the my-

ocardium, resulting in fibrillation. Such re-entrant electrical circuits have been observed since early

work by Mines [161] and Garrey [89] in 1914, and have since remained a consistent observation in

mapping studies, both experimental models and in humans, as well as in computational models of

AF and VF. Given the consistent observation of re-entrant circuits during fibrillation, the prelim-

inary goal of this research is to investigate the nature of these re-entrant events to gain insights

into the mechanisms responsible for cardiac fibrillation, and avenues for possible treatments.

In Part I (chapters 3-4), the spatiotemporal stability of re-entrant circuits is investigated, to

determine whether targeted-ablation strategies may be feasible. This work stems from the hy-

pothesis that localised re-entrant circuits drive and maintain cardiac fibrillation in an autonomous

fashion, hence targeting these regions in a ‘point-and-shoot’ approach may lead to termination.

Towards this goal, I investigate entropy-based mapping, and apply this strategy to determine the

spatial and temporal stability of re-entrant circuits in atrial fibrillation episodes acquired from a

fibrillation-type computer simulation model, an ovine model of sustained AF, and human persistent
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AF patients [69].

Due to the intrinsic instability of re-entrant circuits implied by the findings of the entropy

study in Part I, the focus of the PhD subsequently moved towards understanding the origin of this

instability. Specifically, in Part II (chapters 5-9) I explore the formation and destruction processes

of re-entrant circuits using various stochastic process theory approaches to better understand how

these circuits are generated. This framework was applied to a computer simulation model, rat

AF and VF, ovine sustained AF, and human persistent AF patients [70]. Using this framework,

I further explore the temporal stability of the rate of formation and destruction of re-entrant cir-

cuits, and deduce that despite the apparent superficial randomness of fibrillation, the underlying

dynamics are robustly stable and can be accurately summarised from short-duration recordings.

Additionally, I explore how the formation and destruction of these re-entrant events can be sum-

marised, understood and even predicted using a compact, Markov chain birth-death framework,

and use this to explain the contribution of re-entrant circuit regeneration in the perpetuation of

fibrillation. In the final chapter, I demonstrate that these birth-death processes during cardiac fib-

rillation are scale-dependent, enabling translation of these findings to both mechanistic and clinical

mapping.

Collectively, these chapters aim to use computational approaches to develop gain insights into

the consistently observed, yet unexplained, unstable behaviour of re-entrant circuits plaguing the

field for over a century.

1.2 Aims of the thesis

This thesis aims to obtain insights into the potential mechanisms underlying persistent atrial

fibrillation (AF) and ventricular fibrillation (VF) through:

• Understanding the temporal and spatial characteristics of re-entrant circuits using Entropy-

based mapping of re-entrant circuits in long duration human, sheep and computer simulated

persistent AF

• Development of a universal quantitative framework to measure the process of re-entrant

circuit formation and destruction of in AF and VF

• Investigating the temporal characteristics of re-entrant circuit formation and destruction

processes

• Investigating whether the formation and destruction of re-entrant circuits can be summarised,

understood and predicted using a compact birth-death Markov chain framework

• Investigating whether re-entrant circuit formation and destruction is a scale-dependent pro-

cess governed by the field of view of mapping
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• Investigating whether the formation and destruction rates of re-entrant circuits can predict

the likelihood of spontaneous AF termination
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1.3 Structure of the thesis

Fundamental basic, clinical and technical background

Chapter 1 provides an introduction and establishes the motivation behind this thesis.

Chapter 2 provides an overview of cardiac anatomy and electrophysiology, the theorised mech-

anisms of AF and VF, approaches for AF/VF mapping and currently available treatments.

Part I: Investigates the spatiotemporal characteristics of re-entrant circuits using

entropy-based mapping

Chapter 3 provides a literature review about current AF analysis approaches, AF mapping

and information theoretic measures of entropy and its applications in cardiology.

Chapter 4 details the results from mapping re-entrant circuits in long duration AF using

entropy, in addition to the temporal stability and specificity of high entropy regions.

Part II: Investigates the formation and destruction of re-entrant circuits using stochas-

tic process theory

Chapter 5 provides a literature review about probability and stochastic process theory, and

its application in cardiac electrophysiology.

Chapter 6 details the development of a universal quantitative framework to characterise the

regeneration of re-entrant circuits in cardiac fibrillation.

Chapter 7 details an investigation into the temporal stability of re-entrant circuit formation

and destruction processes.

Chapter 8 investigates whether a Markov birth-death processes can be used to summarise,

understand and predict fibrillatory behaviour and spontaneous AF termination.

Chapter 9 investigates whether phase singularity formation and destruction processes are

scale-dependent.

Part III: Summary, concluding remarks and supplementary material

Chapter 10 provides a summary about the body of work outlined in this dissertation, and

discusses future direction for research.

Supplementary Results and Materials provides supplementary material for the research

outlined in this dissertation.

Part IV: Additional publications during candidature

6



Additional publications during candidature includes additional publications published

during candidature that are not included in this dissertation.
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Chapter 2

Basic Foundations

2.1 Cardiac Anatomy and Electrophysiology

2.1.1 The Anatomy of the heart

The human heart is a vital organ in the circulatory system, situated in the middle of the thoracic

cavity. The heart itself is enclosed by a membranous and double-layered pericardial sac, which

comprises of a tough and fibrous layer and a secretory lining. The fibrous outer layer helps to

anchor the heart and maintain its position within the chest by attaching itself to the connective

tissue separating the lungs. The second secretory lining discharges pericardial fluid to provide

lubrication and prevent friction within the pericardial layers during the beating action of the heart

[111,221].

Functionally, the heart can be thought of as a ‘dual pump’, with the left and right sides of

the heart behaving as separate pumps [221]. The organ comprises of four chambers, namely an

upper left and right atria, and lower left and right ventricles. A wall of tissue called the interatrial

septum separates the left and right chambers of the atria, allowing the right atrium (RA) to receive

deoxygenated blood returning from the inferior and superior vena cavae, while the left atrium (LA)

receives oxygenated blood from the pulmonary veins. The atrial wall itself is composed of three

layers that include connective tissue, endothelium and cardiac muscle. These layers are known as

the outer epicardium, the middle myocardium and inner endocardium [226,259].

In comparison, the ventricles are situated on the lower portion of the heart, as shown in Figure

2.1, and pump blood to the rest of the body. The right ventricle (RV) receives blood passing

through the tricuspid valve from the right atrium, and pumps it to the pulmonary artery through

the pulmonary valves upon ventricular contraction. From here, the pulmonary artery extends

from the right ventricle, branching off into the left and right pulmonary arteries. The left ventricle
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(LV) works in a similar fashion but receives blood passing from the left atrium through the mitral

valve. As the ventricles contract, blood in the left ventricle is pumped to the aorta through the

aortic valve, distributing oxygenated blood throughout the body. Like the atria, the ventricles

are separated into left and right chambers by the septum, and comprise of the same three-layered

heart wall. Unlike the atria however, the middle myocardial layer found in the ventricles is much

thicker, allowing the ventricles to generate the necessary force needed to pump the blood out of the

heart chambers and to the rest of the body. The ventricle walls also consists of papillary muscles,

which attach to the atrioventricular valves to control their opening and closure [226,259].

In a typically functioning heart, these chambers work harmoniously to deliver blood to the

lungs and various organs in the body, with the left and right ventricles being primarily responsible

for this pumping action. In comparison, the atria play an important role in directing blood flow

through the heart during the different phases of a normal cardiac cycle [25,221].

Figure 2.1: Anatomy of the human heart

2.1.2 Basic Cardiac Electrophysiology

Under normal function, the atria and ventricles contract with coordinated rhythmicity, allowing

blood to be ejected effectively to various organs and around the body [221]. Specialised cardiac

cells help this contractile motion to occur, and there are two types of such cells found in cardiac

tissue. Namely, these cells are: i) contractile cells and ii) autorhythmic cells, with the latter

being primarily responsible for electrical conduction throughout the heart. While contractile cells

account for 99% of cardiac muscle cells, they normally do not initiate their own action potentials

and are responsible for the mechanical work of pumping. In comparison, autorhythmic cells do

not contract but are specialised for conducting and initiating the action potentials that cause
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contraction of the working contractile cells [220]. The self-generated action potentials initiated

by the autorhythmic cells consequently allows the heart to generate its own rhythm, a property

known as autorhythmicity [121].

Figure 2.2: Schematic of electrical activity throughout the heart

Electrical activity is typically initiated in the atria by the sinoatrial (SA) node, and transmitted to the

ventricles through the atrioventricular (AV) node.

Unlike contractile cells that can be found more prevalently in the heart, autorhythmic cells

are found at specific sites. These electrically excitable sites allow action potentials, which provide

electrical activation, to propagate along a specialised pathway, resulting in coordinated contraction

of the heart muscle [121]. These electrically excitable regions include the sinoatrial node (SA node),

the atrioventricular node (AV node), the bundle of His (atrioventricular bundle) and Purkinje

Fibres [221].

It can be noted that the rates at which various autorhythmic cells generate action potentials

differ, as these cells have varied rates of slow depolarisation to threshold. The SA node, a small

specialised region located in the upper lateral wall of the right atrium, possesses the heart cells

with the fastest rate of action potential initiation, and hence, the fastest rate of autorhythmicity.

Consequently, other autorhythmic tissues are activated by action potentials propagating from the

SA node before they can reach their own slower pace and hence, the heart subsequently beats at

the pace set by the SA node (this typically ranges from 70-80 beats per minute). It is because of

this that the SA node is termed the ‘pacemaker’ of the heart [221] (Figure 2.2).

As such, under normal physiologic rhythm, also known as sinus rhythm, the action potentials

initiated in the SA node generate electrical impulses that pass to the atrio-ventricular (AV) node

through the conductive atrial tissue. As the atria and ventricles are isolated from one another
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due to the fibrous AV valves, the AV node is the only physiological pathway that allows electrical

conduction to flow between them. Once electrical activation reaches the AV node, a specialised

tissue called the His-Purkinje system, otherwise known as the His-bundle, spreads out in a web-like

fashion throughout the ventricles to allow the ventricular muscle to become electrically activated

and contract. Consequently, the ventricles are coordinated to contact synchronously to maximise

the expulsion of blood from the heart and to the rest of the body [25] (Figure 2.2).

2.1.3 The Action Potential

The cardiac action potential describes the electrical activity within the heart’s cardiac cells, known

as cardiomyocytes. This arises from the flow of ions through membrane-bound proteins know as

ion channels. These ion channels form the basis of cardiac electrical excitability. Due to changes

in the electrical potential across the membrane, ion channels will open to allow ions in or out of

the cell along their electrochemical gradients [221]. The flow of charged ions produces an electrical

current, altering the membrane potential towards the equilibrium potential E, which represents the

potential at which the electrochemical gradient for that ion species becomes zero. Different ionic

species will possess different equilibrium potentials, given mathematically by the Nernst equation

[270] (equation 2.1):

Eion =
RT

zF
ln

[ion]internal
[ion]external

(2.1)

where Eion is the equilibrium potential for the ion species, R is the universal gas constant, T the

temperature in kelvins, z the ionic charge, F Faraday’s constant and [ion] the ionic concentration.

The Nernst equation gives the electric potential whereby the flow of ions across a cell membrane,

permeable to only a single ion, changes or reverses in direction. As such, it is also oftentimes

referred to as the reversal potential [270].

In reality, however, cardiomyocytes possess several various ion channels, and therefore the

true equilibrium potential will result from a balance between all the concentration and electrical

gradients of individual ions. For monovalent ions, this is described by the Goldman-Hodgkin-Katz

(GHK) equation [173] (equation 2.2):

Vm =
RT

F
ln(

∑
Pi[ion

+
i ]internal +

∑
Pi[ion

−
i ]internal∑

Pi[ion
+
i ]external +

∑
Pi[ion

−
i ]external

) (2.2)

where Vm is the equilibrium membrane potential and Pi the permeability of positively charged

ions (cations) or negatively charged ions (anions). To predict the equilibrium potential with consid-

eration to the presence of divalent ions (e.g. Ca2+), higher order equations can be used, however,

due to the low resting permeability of these ions their contributions are usually considered neg-

ligible. Solving the GHK equation using experimental values for permeability and concentration
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will accurately predict the resting membrane potential of cardiomyocytes, which is approximately

-90mV.

At resting potential, if the membrane potential is significantly perturbed above a threshold of

approximately -60mV, depolarization will occur. This occurs due to rapid opening of the sodium

Na+ channels, which allows sodium ions to flow into the intracellular space. In turn, this simulta-

neously leads to an increase in the membrane potential [116]. The change in the transmembrane

voltage triggers calcium Ca2+ and potassium K+ channels to open, leading to a decrease in the

transmembrane voltage. The inflow of calcium into the intracellular cells is a unique feature of

myocardial cells, and allows delayed repolarisation to occur, indicated by the plateau in Figure

2.3. This phase is referred to as the absolute refractory period, and during this phase, the cell

becomes unexcitable until the transmembrane voltage decreases to approximately -20mV. As more

K+ enters the cell, the transmembrane voltage continues to decrease and the action potential

reaches the relative refractory period, whereby the cell is excitable again but is inhibited. When

the cell reaches resting potential once again, ionic concentrations and distributions are completely

recovered [116] (Figure 2.3).

Figure 2.3: Action potential of the human myocardium. Adapted from [Malmivuo,1995]

2.1.4 Atrial Fibrillation

Atrial fibrillation (AF) is the world’s most prevalent arrhythmia. When an individual suffers

from atrial fibrillation, the rhythmic sequence of electrical conduction is disturbed and as such,

synchronous ventricular contraction is not achieved. In addition, the frequency of atrial activation

increases drastically in comparison to normal sinus rhythm, rising from 1-2Hz (60-120 beats per

minute) to 6-10 Hz. Activation in various parts of the chamber also becomes spatially asynchronous,
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which in turn causes uncoordinated and irregular contraction of the atria. Although the AV node

acts as somewhat of a low-pass filter, stopping high-frequency atrial impulses from propagating

to the ventricles, ventricular rate can increase up to 140-180 beat/min during AF. This increased

ventricular rate is stipulated to be the cause of most AF-related symptoms including chest pain,

palpitations and cardiomyopathy. An increased risk of stroke is also thought to be caused by stasis

of blood within the atrium [25].

Individuals with AF typically seek medical attention to treat symptoms associated with the

arrhythmia [214]. Common clinical manifestations of such symptoms include palpitations, fatigue,

chest discomfort, light-headedness and dyspnoea [54,148,214]. While these symptoms may not be

life-threatening, the downstream consequences of AF are much more serious, including an increased

risk of stroke [267], dementia [189] [189], heart failure [255] and mortality rate for those affected

[28,52]. In fact, AF triggers 20-25% of all strokes, and these are more severe compared to those of

other origins [162]. Additionally, the presence of AF alone increases the likelihood of stroke five-

fold, marginally larger than other risk factors such as coronary heart disease and hypertension,

which increase the risk of stroke by only two and three fold respectively [267]. The prognosis of

individuals with heart failure and acute myocardial infarction is also worsened by the presence of

AF [28,176].

Clinically, atrial fibrillation is classified into different phenotypes using an internationally recog-

nised nomenclature [125]. Specifically, AF can be classified as:

• Paroxysmal atrial fibrillation (PAF) typically self-terminating in most cases within

48 hours. Also describes AF episodes that terminate spontaneously or with intervention

(pharmacological or electrical cardioversion) in less than 7 days.

• Persistent atrial fibrillation (PersAF): atrial fibrillation that typically sustains for more

than 7 days and does not spontaneously terminate, but can be terminated with pharmaco-

logical therapy or with direct-current cardioversion. After cardioversion, sinus rhythm can

sustain for several days to months.

• Long standing persistent: atrial fibrillation that persists for over a year, and may or may

not be terminated by pharmacological therapy or electrical cardioversion.

• Chronic or permanent atrial fibrillation: atrial fibrillation that does not terminate with

both electrical and pharmacological cardioversion.

It is theorised that atrial fibrillation is caused by the interaction between initiating trigger and

the underlying atrial substrate. An initiating trigger may include rapid focal discharges from the

pulmonary veins, or an extrasystole. On the other hand, atrial substrate can refer to structural

or electrical characteristics. The AF phenotype classifications as listed above are thought to be

influenced differently by triggers and substrate (2.4). Paroxysmal AF is thought to be mainly
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trigger-based, arising often from ectopic foci in the pulmonary veins, whilst persistent AF is thought

to be the result of a complex interplay of triggers and the underlying substrate. Consequently, the

mechanisms underlying the more persistent forms of AF are less well understood [272].

Figure 2.4: The influence of trigger vs substrate on AF phenotypes. Adapted from [Wyse,2004]

2.1.5 Ventricular Fibrillation

Ventricular fibrillation (VF) is the most common cause of sudden death in the world, and is char-

acterised by high and uncoordinated depolarisations typically occurring at > 550 excitations per

minute [115]. As a result, the ventricles do not contract effectively and fail to pump blood into the

pulmonary and systemic circulation system, which can cause death within minutes [260]. Typi-

cally, VF will occur as ventricular tachycardia (VT) deteriorates, whereby VT is a more organised

arrhythmia characterised by high but regular excitation and contraction rates (> 100/min). VF

can result from the following [152]:

Impulse conduction:

• Functional and anatomical re-entrant circuit(s) can encourage VF to sustain

Abnormal impulse formation:

• Ectopic foci or extrasystoles can arise when after-depolarization, both early and late, over-

come the refractory threshold

• Purkinje cells around ischemic areas during an MI can increase automaticity and initiate VT,

leading to VF
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VF typically manifests as sudden collapse, usually due to cardiac arrest, which eventually leads

to sudden cardiac death (SCD). Patients may also demonstrate signs of acute myocardial infarction

such as chest pain, vomiting, nausea and shortness of breath prior to the event. If patients have a

known history of congestive heart failure or coronary artery disease, they may show a worsening

of chronic symptoms such as dyspnea, orthopnea, angina and pedal edema. Often patients will be

unresponsive, unconscious and have no palpable pulse at the time of presentation [152].

Epidemiological studies of VF in Australia are few, however, it is estimated that VF is respon-

sible for the majority of SCDs that occur [26]. As of 2015, the overall incidence rate of SCD in

Australia was 99.4 per 100,000 [269], and VF is thought to account for the majority of the 25,000

SCDs that happen nationally per annum. However, it is likely this number is an underestimate as

the true incidence rate of VF is not well reported.

Like atrial fibrillation, various substrate are thought to promote the occurrence of ventricular

fibrillation. VF is often associated with an acute myocardial infarction (MI), with 3-12% of cases

of MI developing VF [91]. Another 5% will also develop VF or VT within 48 hours of an MI [6].

VF can also come about due to other ischemic conditions (e.g. sub-acute ischemia or from cellular

abnormalities) within a scar border zone from the healed MI. Other forms of myocardial damage

such as progressive heart failure or channelopathies (e.g. Brugada and long QT syndrome) can

also favour VF. Such substrates can lead to alterations to the electrophysiological properties of the

cardiac cells (myocytes), leading to changes in the action potential dynamics [114].

Acid base disturbances as well as electrolyte disturbances, such as hyperkalaemia and hy-

pokalaemia, are also thought to increase the risk of ventricular fibrillation. Other homeostatic

disturbances such as hypo/hyperthermia, hypo/hypervolemia and hypoxia are also thought to

increase the risk of developing VF [114].

2.2 Theorised Mechanisms Underlying Atrial and Ventricu-

lar Fibrillation

Cardiac fibrillation is a phenomena that has been observed since ancient times. In 1543, Andreas

Vesalius published his classical anatomy book titled ‘De Humani Corporis Fabrica’, which noted

‘worm-like’ movements that occurred in the hearts of animals just prior to their death [2]. Since

then, debate has ensued about the precise mechanism responsible for cardiac fibrillation, and

although this has been intensely investigated, these mechanisms remain elusive to this day. This

is stark contrast to many other arrhythmias, such as AV nodal tachycardia, for which well-defined

mechanisms have been identified and can be safely targeted with fairly high rates of success [254].

While the atria and ventricles possess vastly different geometries, ionic mechanisms and global

structures, they share similar electrical wave propagation dynamics [192] and as such AF and VF
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share many of the same theorised mechanisms.

Generally, it is thought that AF and VF may be perpetuated by either ‘hierarchical’ or ’an-

archical’ mechanisms, whereby hierarchical mechanisms describe fibrillation that is being driven

by a rapid localised source, and anarchical mechanisms an arrhythmia that includes multiple,

non-localised sources that act chaotically to sustain the arrhythmia.Whether the complex wave

dynamics of fibrillation arise due to hierarchical versus anarchical mechanisms is a question that

has remained unresolved for over a century. Below, I discuss some of these theorised mechanisms

and their influence on the field.

2.2.1 Ectopic Foci

Ectopic foci classically describe a form of hierarchical mechanism constituting of rapidly firing focal

sources of electrical activity (Figure 2.5A). These focal sources may either be a single focus with

fibrillatory conduction, or multiple foci that discharge simultaneously. As myocardium remote from

this source is not driven in a 1:1 fashion, irregular conduction will occur at lower frequencies. Such

a theory is clinically attractive, as the ability to locate this source activity would allow targeted

treatments such as AF ablation procedures [172]. Although ectopic foci are often thought of as

a hierarchical mechanism, it is theorised that ‘polytopic ectopy’ in the form of disseminated focal

charges may cause anarchical behaviour and also result in fibrillation. However, at this present

time no convincing experiments have been reported to support this mechanism [214].

In the seminal study by Haïssaguerre et al., focal discharges emanating from the pulmonary

veins (PV) were shown to initiate AF [102]. Catheter ablation to isolate the ectopic beats arising

from the pulmonary veins can be achieved using a procedure known as pulmonary vein isolation

(PVI), which has proven fairly effective for the paroxysmal AF populace [56, 102, 187]. Ectopic

activity in the PVs is thought to occur due to cellular proarrhythmic mechanisms such as triggered

activity, micro-reentry and automaticity, and it is hypothesised that this is due to the presence of

abnormal myocytes [214]. However, there are divergent reports about the contribution of abnormal

cell types on focal behaviour and the occurrence of these cells in the myocardial sleeves [107, 108,

158,214,247]. It has also been suggested that the relative contributions of these distinct mechanisms

are likely varied amongst individual patients, which cannot be determined at the present time [102].

Although ectopic activity arising from the pulmonary veins seems to play an important role

in paroxysmal AF, PVI procedures have unfortunately been less successful for cases of persistent

AF [56, 184]. Underlying this may be the fact that separate mechanisms may be responsible for

triggering and sustaining fibrillation, which is a line of thinking that has recently become more

accepted. Further, it is postulated that as atrial fibrillation becomes more persistent, the interplay

between these mechanisms likely evolves, and that the maintenance of fibrillation likely involves a

separate mechanisms including some form of re-entry [254].
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Figure 2.5: Classical theorised mechanisms of cardiac fibrillation. Adapted from [Nattel,2002]

2.2.2 Re-entrant activity

A recurring and consistent observation seen in both AF and VF are re-entrant circuits. Re-entrant

activity was first noted by Garrey [89] and Mines [161] in the early 1900s, who noted that fibrillatory

contractions organise themselves into ‘vortex-like’ rotating waves. By the 1950’s it was generally

agreed that these re-entrant circuits could occur and disrupt the ability of neighbouring tissue to

conduct regularly, therefore giving rise to the chaotic appearance of fibrillation [115].

Generally speaking, a dissociation of refractoriness between different tissue zones is believed

to result in re-entrant activity, and consequently generates abnormal impulse propagation that

characterises fibrillation. The simplest model of re-entry is described by the leading circus model,

first described by Allesie [14] (Figure 2.6). In this model, a unidirectional wavefront creates circus

movement, leading to constant centripetal activation of the centre of the circuit rendering it contin-

uously refractory. Consequently, this forms a functional barrier that is able to sustain re-entry in a

similar vein to anatomical barriers such as scarring. The unidirectional block in tissue allows circus

movement to be initiated in one direction, and the impulse simultaneously radiates outwards to

activate neighbouring myocardium, and inwards towards the centre of the circuit. The wavelength

of the circuit is a critical feature of this re-entry, given by the product of the tissue refractory

period and the impulse conduction velocity. The smallest ‘leading circle’ circuit is one in which

its path-length/circumference is equivalent to its wavelength, as anything smaller will mean the

circulating wavefront will encounter refractory tissue and will therefore not sustain (2.6).

Special types of functional re-entry, known as rotors or spiral waves, are a modification of this

leading circus movement originating from observations of chemical reactions in excitable media

[263]. Instead of exhibiting a circular circuit, rotors have a curved or spiral wavefront (Figure 2.6).

The wavefront meets the wavetail of the rotor at a point known as a phase singularity (PS). The

wavefront velocity of the rotor is not constant unlike the leading circus model, due to the wavefront

curvature governing the current source-sink mismatch, whereby the ‘source’ of a wavefront refers to

the diffusion current generated by excited tissue tending to depolarise downstream cells, which acts

like a ‘sink’ [214]. The area closest to the PS will have the slowest conduction velocity as it is also
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the area with the highest curvature and in fact, the curvature is so high and conduction velocity

so slow that the propagating wavefront is unable to excite the centre of the rotor, rendering this

core effectively unexcitable. This creates an area of function block that is similar to the leading

circus circuit [254].

The critical difference between these two models is their behaviour in space. A leading circus

re-entrant circuit must remain fixed in space due to the centre of the circuit being completely

unexcitable. However, a rotor is able to move through space due to the constant source-sink

mismatch. Consequently, rotors under certain conditions can meander in complex trajectories and

forms, which has important implications on its sustainability and behaviour [254].

Localised re-entrant circuits

Although re-entry seems to be a key feature of fibrillation, it is argued whether they perpetuate

hierarchical or anarchical mechanisms as there has been support for both theories. In the former

hypothesis it is believed that stable, localised rotors can act as driver sources. This theory is

clinically attractive as localised re-entry can be targeted using ablation techniques to terminate

the arrhythmia.

Mapping studies have demonstrated the presence of localised, organised and high frequency

drivers during atrial fibrillation, thought to represent rotors (Figure 2.6B). The rotor model of

fibrillation in these studies postulates that despite the disorderly and chaotic appearance of fib-

rillation, the arrhythmia is actually continuously being driven by the highly organised activity of

a handful of high frequency re-entrant circuits. As a consequence, wavefronts are produced that

eventually degenerate into chaotic activity [244].

Schuessler et al. demonstrated early evidence of such organised, high frequency drivers us-

ing a perfused canine right atrial model whereby AF was induced using various concentrations of

acetylcholine (ACh). It was found that at lower concentrations of Ach, activation mapping re-

vealed multiple re-entrant wavelets and circuits. At higher concentrations of ACh, the re-entrant

circuits collapsed and formed a singular stable, high-frequency circuit that governed the resulting

fibrillatory activity [217].

Evidence for high-frequency re-entrant activity has also been shown in a Langendorff-perfused

sheep heart model using ACh. Bipolar mapping and optical fluorescence was used to sample

fibrillatory activity at various left and right atrial sites. The Fast Fourier Transform (FFT) was

used to determine the dominant frequency (DF) of local activation at each of the sites, and revealed

an ordered gradient of stable DFs between the LA and RA [155]. Subsequent studies extended this

approach to DF mapping in humans, and demonstrated DF gradients in paroxysmal AF. LA to

RA DF gradients in patients with paroxysmal AF were eliminated with successful ablation [142].

However, these gradients were not present in persistent AF patients, again suggesting a difference in
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Figure 2.6: Models of re-entry: Leading circus model (left) and rotor model (right). Adapted

from [Waks, 2014]

the mechanisms responsible for these varying AF phenotypes. Additionally, an important caveat of

DF analysis is that although animal studies have correlated maximal DF sites to rotor-like activity,

it is unclear whether all maximal DF sites are associated with rotors, especially in humans, or if

they can also present other types of electrical activity [254].

Lastly, studies conducted by Narayan et al. have also supported the existence of a small number

of rotors in relatively fixed spatial locations, which are thought to maintain the arrhythmia [169].

Although the original studies reported very high rates of success when ablating these regions,

several subsequent studies have been unable to reproduce the initially reported outcomes, even

using the same technology [227].

Multiple wavelet hypothesis

In 1959 Moe and Abildskov [163] proposed an alternative mechanism of fibrillation that extended

on the concept of re-entry. Using a computer simulated model of AF based on simple assumptions

about conduction velocity and refractoriness, Moe and Abildskov build on this in their 1964 study

to show that re-entrant wavelets are able to travel through an excitable medium in a seemingly

disorganised and chaotic pattern (Figure 2.5C) [165]. This is known as the ‘multiple wavelet

hypothesis’. The theory postulated that wavefronts continuously interact and result in wavebreak,

leading to the generation of new wavefronts. Simultaneously, the blocking, collision and fusion

of existing wavefronts will annihilate already existing wavelets. Therefore, as long as a critical

number of these re-entrant wavefronts exist in an appropriate substrate (e.g. atrial size and mass,
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tissue refractoriness and conduction velocity), these wavefronts hypothetically would be able to

re-excite the atria and give rise to chaotic fibrillatory conduction.

The existence of multiple wavefronts was demonstrated for the first time by Allessie et al. in

1985, shown in a canine atrial model after administration of ACh [12]. A number of reported

clinical observations also seemingly correspond to the multiple wavelet hypothesis. For example

results from the Maze procedure wherein subdividing the atria into multiple electrically indepen-

dent compartments causes it to become unable to sustain the arrhythmia [61, 62]. Additionally,

prolonged refractoriness has also been shown to decrease the stability of fibrillation [44,195].

Mother rotor

More recently, reports have emerged suggesting that the presence of multiple wavelets does not

necessarily exclude the co-existence of localised sources [124, 170]. It is argued that under certain

substrates, stable rotors known as the ‘mother rotor’ might actually generate multiple wavelets

referred to as ‘daughter wavelets’ [118,244]. This is known as the ‘mother wavelet hypothesis’.

In this theory, stable circuits split into excitation wavefronts because the tissue is not able

to conduct with a 1:1 ratio [177]. Subsequently, daughter circuits move into other parts of the

myocardium, causing irregular rhythm. Support for this theory has been shown in cases of VF, in

which large wavefronts have been shown to follow distinct pathways across the epicardium during

the initial few minutes of VF [168].

2.2.3 Other theorised mechanisms

Outside of the classical theories aforementioned, other mechanisms have been recently proposed as

the underlying mechanism of AF and VF. Development of advanced computational methods and

mapping has allowed deeper investigation into the relevant mechanisms pertaining to the mainte-

nance of fibrillation, including a high-level inverse solution-based analysis of surface electrogram

data [103] and the use of in vivo high-density contact mapping arrays [241]. These recent advance-

ments have offered new novel mechanisms that may potentially contribute to our understanding

about the maintenance of fibrillation.

Reports from Haïssaguerre et al. suggest that rotors are present but are evanescent in nature,

and although they tend to cluster at the edge of fibrotic regions, their location does not remain

fixed temporally [103]. In these studies, the median rotor duration was only 2.6 rotations, in

comparison to the minutes or hours reported by Narayan et al. Practically, if short-lived rotors

located in fibrotic regions do play a critical role in maintaining fibrillation, targeting rotors in

a ‘point-and-shoot’ approach would likely prove ineffective, though several groups are at present

working towards targeting zones with specific patterns and degrees of fibrosis [5, 156].
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Another theory stems from results from van der Does et al., who suggest a key role for

endocardial-epicardial dissociation, which provides a large number of breakthrough activations

on either surface to maintain fibrillatory behaviour [241]. Again practically, this would pose chal-

lenges in developing an effective ablation or treatment strategy, as endocardial-epicardial dissoci-

ation would likely produce a constant multiplication of fibrillation-maintaining sources via large

numbers of regional breakthroughs.

2.3 Measuring and mapping cardiac activity during fibrilla-

tion

The measurement and mapping of cardiac activity is central to the analysis of fibrillatory behaviour.

Advancements in technology have resulted in numerous methods for achieving this in recent years,

however, this brief review will summarise the mapping and measurement methods relevant to this

research.

2.3.1 The surface electrocardiogram (ECG)

The potential (voltage) differences arising from the electrical activity of the heart can be visualised

using an electrocardiogram (ECG). The ECG is commonly used to provide information about the

regularity and rate of the heart, in addition to the size and position of chambers, the effect of drugs

or therapeutic interventions, and whether any damage is present. As electrical activity propagates

through the myocardium, this gives rise to manifold potentials of various sizes. Summation of

these small manifold potentials can be approximated as the potential on the body’s surface and

can therefore be measured using electrodes placed on the skin. The ECG becomes the projection of

the spatial cardiac activity on the axis between these electrodes (Figure 2.7). Because the electrical

biopotential measured by the electrodes are usually small in magnitude, they must be amplified

before being recorded by an ECG recorder [256]. Under normal function, a physiologically normal

ECG will consist of the following (Figure 2.7) [221]:

• P wave: Occurs during atrial depolarization. The positive wave of depolarization propagates

from the SA node, and is conducted through atrial cells via gap junctions.

• PR interval: Corresponds to depolarization of the AV node (when electrical current passes

through the AV node). This causes a delay which allows ventricles to fill. On the ECG trace,

the PR interval appears as a flat line as the wave is too small to be recorded.

• QRS interval: A combination of the Q, R and S waves. The QRS complex occurs due to

depolarization of the ventricles, which in turn triggers contractions primarily responsible for

pumping blood throughout the body.
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• ST segment: Corresponds to the beginning of ventricular repolarization. As all of the

ventricular myocardium has a positive charge, there is no potential difference and hence the

segment appears as a straight line on the ECG trace.

• T wave: Represents ventricular repolarization.

Figure 2.7: Schematic of a ’normal’ ECG trace

The ECG is usually measured using conventional leads defined by Einthoven [74], Wilson [261]

and Goldberg [93]. The leads as described by Einthoven are bipolar, measuring the voltage between

the right arm (RA), left arm (LA) and left leg (LL) (Figure 2.8). In contrast, Goldberg’s lead

formation uses the same electrode locations but measures the voltage between one lead and the

remaining two leads, which are interconnected via a resistor (aVR, aVL, aVF, Figure). Wilson’s

definition included an additional 6 electrode positions on the chest, located in close proximity to

the heart. Voltage is measured on one of the chest electrodes using Wilson’s central terminal

(WCT) as the reference electrode. The WCT is produced by connect the R, L and F electrodes

using a resistive network that gives an average action potential across the body.

Atrial fibrillation will appear in the ECG as shown in Figure 2.8. Low amplitude, irregular

waves appear in the ECG due the irregular rhythm and feeble, uncoordinated twitching of the

atria. Likewise, ventricular fibrillation causes feeble, uncoordinated twitching of the ventricles

that results in no blood being pumped from the heart. On the ECG, this appears as extremely

uncoordinated electrical activity as shown in 2.8.
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Figure 2.8: Standard ECG leads and example surface ECGs during fibrillation
A: Conventional ECG leads for Einthoven (I, II, III) and Goldberger (aVR, aVL, aVF) configurations. B: Example

ECG traces for AF (top) and VF (bottom)

2.3.2 The intracardiac electrogram (EGM)

The cardiac electrogram (EGM) provides a trace of the electrical potentials of myocardial tissue

by means of placing electrodes directly on the tissue (intracardially), versus on the surface of the

body. The EGM is able to measure the tissue’s electrical potential as transmembrane currents in the

extracellular space create potential differences as cardiac muscle depolarizes, due to the differences

in the axial voltage gradient between inactivated and activated cells [25]. Like the ECG, the cardiac

EGM is measured as a potential difference recorded between two recording electrodes during the

cardiac cycle, referred to as a differential recording. Potentials are usually measured from one

source that is connected to the positive (anodal) input of the recording amplifier, and the second

from a source connected to the negative (cathodal) input [228]. Depending on the placement of

these electrodes, unipolar or bipolar electrogram configurations can be achieved.

Figure 2.9: Schematic illustrating unipolar and bipolar electrograms during the cardiac cycle.

Adapted and reproduced from [Stevenson, 2005] with permission.
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Unipolar EGMs can be obtained by positioning the exploring electrode within the heart, and

placing a second electrode (referred to as the indifferent or reference electrode) distant from the

heart such that it will record little to no cardiac activity. Usually, by convention the recording

electrode is in physical contact with the myocardium and is connected to the anodal input of

the amplifier, whilst the indifferent electrode is connected to the cathodal input. This configura-

tion results in the characteristic EGM morphology as wavefronts propagate towards the recording

electrode. Specifically, a small positive deflection is initially seen as the depolarisation wavefront

propagates towards the recording electrode. As the wavefront passes the electrode, the deflection

becomes steeply negative, which results in the characteristic biphasic complex as shown in Fig-

ure 2.9A. The maximum negative slope coincides with the depolarization of cardiac tissue that is

directly underneath the recording electrode [228]. It should be noted that one of the limitations

of the unipolar EGM is that it is vulnerable to external electromagnetic interference arising from

mains power, as well as electrical activity from other parts of the chamber (known as far-field

activity) [25].

For most clinical mapping, EGMs are recorded in the bipolar configuration (Figure 2.9B).

This is achieved by subtracting two unipolar EGM that have been recorded at proximate sites,

which in practice are usually adjacent poles of an intracardiac catheter. This mode is preferred in

clinical settings as far-field activity is largely overcome, which is particularly useful for recording

AF activity as ventricular depolarisations tend to be much larger in amplitude. However, when

compared to unipolar EGM, the timing of local activity is much less easily determined [220].

During sinus rhythm, the morphology of unipolar EGM demonstrate a relatively uniform ap-

pearance and predominantly negative deflections. Likewise, bipolar EGMs in sinus rhythm show

discrete complexes separated by periods of isoelectric activity. Contrastingly, EGMs during AF

are irregular and disorganised, with a more complex morphology. EGMs recorded during VF are

similarly irregular and complex (Figure 2.10).

Figure 2.10: Typical electrograms during sinus rhythm, AF and VF
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2.3.3 Fluoroscopy and 3D electroanatomical mapping

During experimental studies, it is often important to know exactly where in the heart data is being

collected from. This is also important during clinical procedures, as often the exact location of the

catheter is needed in order to perform an ablation. To achieve this, fluoroscopy is commonly used.

Fluoroscopy is a medical imaging modality that provides continuous, real-time X-ray images on a

monitor, achieved usually by passing an X-ray beam through the body. In this way, fluoroscopy is

able to provide a two-dimensional image of the heart and the location of any medical instruments

introduced into the body. However, a disadvantage is that it cannot relate local electrograms to

their spatial orientation, and radiation exposure also poses a risk to the patient, clinician and

medical staff [256].

To overcome these issues, 3D electroanatomical mapping systems are often utilised. These

systems have the benefit of reducing radioactive exposure, while also providing the ability to

measure the 3D anatomical location of catheters and the electrograms being measured. Commonly,

mapping systems such as the EnSite Velocity (Abbott), and CARTO (Biosense Webster, Diamond

Bar, CA, USA) are used clinically. Both systems use corresponding catheters that come in an

array of shapes and sizes (e.g. circular, spiral, straight), useful for various applications [245].

The EnSite Velocity system is an impedance-based system, using the electrode on the cather

to sense a 5.68 kHz low current signal, coupled onto the body using three pairs of large patches/-

electrodes placed on the thorax to produce a transthoracic orthogonal electric field surrounding

the heart. A sampling rate of 93 Hz is used to measure the field, allowing close to real-time

measurement of anatomical location [245].

The CARTO system instead uses an ultra-low magnetic field emitter, placed under the operating

table beneath the patient’s thorax, and a small passive magnetic sensor embedded onto the distal

electrode of the catheter. The magnetic field emitted will decrease in strength and change in

direction as a function of its distance to the catheter [245].

Figure 2.11: Anatomical 3D electroanatomical mapping
3D anatomical map acquired from EnSite Velocity (left) and a 3D triangulated mesh constructed in Matlab from

exported 3D point-cloud (right)
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From these systems, the 3D point cloud and triangular mesh vertices used to construct the 3D

anatomical map, as well as electrograms and ECG data can be exported (2.11), allowing analyses

to be performed outside of the CARTO and Velocity systems.

2.3.4 Phase Mapping

In mathematics and physics, a signal can be characterised by three fundamental characteristics: its

amplitude, frequency and phase. The amplitude of a signal refers to the magnitude of the physical

quantity measured over a particular time interval, for instance the voltage of an electrogram.

Frequency is the number of cycles undergone during one unit of time, which is the fundamental

repetition cycle of the signal. We can also describe a signal using its phase- a descriptor that

defines the relative ‘stage’ of a signal within its full cycle (2.12).

Figure 2.12: Descriptors of a signal and understanding phase
A: Descriptors of a signal: A signal can be characterised by its amplitude, frequency and phase. Here, two

sinusoidal waves with a phase delay θd (equivalent to the phase difference) of 90◦ is shown (right). B: The phase

of a signal can be given by θ, calculated by taking the position of its vector along the unit circle. This position can

be expressed either as Cartesian coordinates (left) or in polar coordinates (right). The instantaneous phase, θt,

gives the phase of the signal at a given time t.

Graphically, this concept of phase is illustrated further by the sinusoidal signal shown in Figure

2.12B. The phase of the signal at time instant t, known as the instantaneous phase, is given by the

relative position of the vector to the origin on the unit circle, whereby the unit circle represents

one full cycle (0 to 2π). This position can be given by the length of the vector r and angle θin

polar co-ordinates, or in the complex form a + jb in Cartesian co-ordinates, whereby j represents

the imaginary part of the complex number.
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Figure 2.13: Conceptualisation of phase mapping in cardiac electrophysiology, phase space plots

and the time embedding delay τ
A: An activation wavefront hits three electrodes at a slightly different times, and recorded activity (depicted as

sinusoids for simplicity) at t will correspond to a slightly different stage of the action potential cycle. The phase

difference, θd, can be used to track wave propagation. B: The phase θat time t (instantaneous phase) is given by

position of the vector relative to the origin on the phase space plot. C: Phase reconstruction is reliant on τ.

In the context of cardiology, phase can be used to study electrical wave propagation. Specifically,

phase is used to track the progression of a region of myocardium relative to the action potential by

measuring the phase difference between signals measured at proximate electrodes [237]. An example

of this is shown in Figure 2.13, whereby an activation wavefront is travelling through the heart

across three electrodes (E1, E2 and E3). Due to the spacing between the electrodes, the activation

wavefront hits each electrode at slightly different times, meaning that the activity recorded at

each electrode for the same referenced time point t will correspond to a slightly different stage of

the action potential cycle. This results in a measurable phase difference, which is proportional to

the distance between the electrodes and the velocity of the travelling action potential. Using this

principle, the phase distribution over time across these electrodes can be measured to understand

the wave propagation dynamics of the activation [237].

Practically, in order to track wave propagation over time the phase at each recorded site of the

heart must be obtained for each time step t. This can be achieved using time series analysis to

reconstruct a phase space plot, which takes the transmembrane potential V(t) as the state variable

and plots this against its time delayed version V(t+τ), whereby τis the chosen time delay (also

referred to as the time delay embedding) [39] [113]. Essentially, the method of reconstructing

phase from a phase space plot is based on the concept that the cardiac action potential can be

represented by a closed-loop trajectory through 2-D space. Because the phase space plot graphs

V(t) on the x-axis, and V(t+τ) on the y-axis, this allows the vector position with respect to the
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origin to be determined as shown in 2.13. Hence the instantaneous phase θ can be found using:

θ = tan−1
b

a
(2.3)

where b represents the vertical component of the vector, and a the horizontal component.

Although the phase space plot can be used to measure the instantaneous phase, this approach is

sensitive to the chosen time delay embedding τ. This is shown in Figure 2.13C, whereby a choice

of τthat is too small causes the values of V(t) and V(t+τ) to become highly correlated, resulting in

trajectories that are concentrated along the diagonal of the phase space plot (Figure 2.13C, left).

Contrastingly, choosing a value of that is too large causes decorrelation of the data and in turn

stretching and deformation of the phase space plot (Figure 2.13C, right) [39].

As an alternative, the Hilbert transform can be used as a substitute to more robustly compute

the instantaneous phase, and is now widely implemented in contemporary phase mapping studies

[131, 147, 170, 205]. The Hilbert transform works by transforming a real signal into a complex

signal by removing its negative frequencies. This is achieved in simple terms by generating a phase

shifted version of the original signal, and adding it as the imaginary part to the original real signal,

causing all negative frequencies to cancel out [113,237]. Mathematically, this is given by:

H[x(t)] =
1

π

∫ ∞
−∞

x(τ)

t− τ
dτ (2.4)

Once this is done, the signal will have the complex form a + jb, which is practically useful as

it simplifies calculation of the instantaneous phase to simply the arctangent of b (the imaginary

component) divided by a (the real component) using equation 2.3.

Plotting the phase values at each recorded site of the heart for all time points t results in phase

maps such as those shown in Figure 2.14. Phase is colour coded, allowing visual interpretation of

the propagation of electrical activity. An example of a single, localised rotor is shown in Figure

2.14A, whereby the beginning of an action potential cycle corresponds to a phase of -πshown in

blue, and the end of the cycle with a phase +πof shown in red. The rotational movement of

the rotor can clearly be seen. Similarly, Figure 2.14 shows phase maps for human persistent AF.

Propagation in this instance shows multiple complex wavefronts.
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Figure 2.14: Example phase maps from computer simulations and human AF
Example phase maps showing electrical wave propagation of a stable localised rotor from computer simulated

fibrillation (top), and complex wave propagation in an example case of human persistent AF.

2.3.5 The Phase Singularity

An important feature of phase mapping is the phase singularity (PS), regions in which activation

wavefronts hinge and rotate about in an organised manner (Figure 2.15). Physiologically, they

therefore coincide with re-entrant activity such as rotors and wavelets. The reason for this is that

in phase space, a phase singularity is a topological defect that occurs only when surrounding points

progress through a complete cycle from −π to +π (e.g. cycles through all colours from blue to

red). Consequently, all the surrounding phase values converge and the phase at the central point

itself becomes undefined [39].

Figure 2.15: Conceptualisation of a phase singularity (PS), with PS indicated by black circle
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To locate PS, a number of methods have been developed. Bray et al. [38] defined a phase

singularity in terms of topological charge, nt, given by 2.5:

nt =
1

2π

∮
c

∇φ · ~dl (2.5)

where φ(~r) is the local phase, and the line integral is taken over a path l around a closed curve

c, which surrounds the PS. In this formulation, a phase singularity is evaluated using the gradient

of the phase as a wave vector, k :

(∇× ~k) · ẑ ≡ lim
a→0

1

πa2

∮
c

~k · ~dl (2.6)

where a is the radius of the circular path c. If a small circular path is evaluated, then the

topological charge nt (given by equation 2.6) will be proportional to the curl of the wave vector k.

The curl of k should be 0 everywhere that the phase φ is differentiable, and non-zero only at the

phase singularity itself where φ is indeterminate [38].

In contrast, Iyer and Gray developed an automated algorithm to perform this PS detection,

using the notion that although the phase at the centre of the rotation is undefined, neighbouring

sites show a continuous progression of phase equal to 2π around the centre [113]. Consequently,

the location of a PS on a phase map can be given by evaluating the difference in phase over a

discrete path, and if this path is equal to ± 2π, then the path surrounds a PS:

∮
c

∇φ · ~dl = ±2π (2.7)

where equation 2.7 is a rearrangement of equation 2.5. Although the path length can be varied,

Iyer and Gray implement a path length of 8 pixels as shown in Figure 2.16A. Consequently, the

algorithm identifies 4 pixels wherein the surrounding path equals ± 2π, and the intersection of

these 4 pixels locates the PS (Figure 2.16A) [113].

More recently, Kuklik et al. built on this to develop an extended topological charge method

that more robustly detects PS (Figure 2.16B). In cases where a discrete number of electrodes are

used, the integral has to be discretised and approximated. The loop c therefore becomes a ring

of electrodes encircling the point to be evaluated for a PS. This means that for a low number of

electrodes, false detections can occur much more easily as the path may encompass more than

one wavefront, leading to artificial phase differences. To avoid this, a double ring approach was

developed whereby the loop comprised of two paths: an inner 2 x 2 path, and a larger 4 x 4 path.

Such a formation results in a positive PS detection only if one phase difference greater than π is

present in both the inner and outer ring [136].
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Figure 2.16: Line integral method (adapted from [Iyer,2001]) vs. extended topological charge

method (adapted from [Kuklik, 2017])

2.4 Current AF and VF Treatments

Currently, cardioverting the AF to sinus rhythm either electrically or pharmacologically remains

the most commonly used strategy, as these methods can help address the two main concerns

associated with AF: (i) reducing thromboembolic risk and (ii) alleviating the haemodynamic effects

associated with poor cardiac output [148]. Pharmacological methods of cardioversion employ

various antiarrhythmic drugs to restore and maintain sinus rhythm [139]. Unfortunately, such drugs

can often be ineffective or poorly tolerated and are associated with adverse side effects. Virtually

all antiarrhythmic drugs have shown evidence of increased proarrhythmic effects, with the potential

of inducing life-threatening arrhythmias. Furthermore, the success of such drugs is limited; AF is

found to recur in 42-67% of treated patients [139]. In comparison, electrical cardioversion uses a

transthoracic direct current to revert the patient’s heart back into sinus rhythm, a method that has

been used since first described by Lown et al. in 1962 [151]. The initial success rate of electrical

cardioversion is reportedly between 50-90% [242, 243], though AF often quickly recurs and only

27-42% of patients remain in sinus rhythm after 1 or 2 years [138,243].

An appealing alternative treatment that has been gaining interest within the last decade is

catheter ablation. Catheter ablation is a potentially curative treatment for atrial fibrillation (AF),

which uses percutaneously induced catheters to apply focal burns to specific areas of heart muscle

in order to cease or modify the AF. This method was first popularized following the breakthrough

investigation published by Haïssaguerre et al. in 1998 [102], which reported successful termination

of up to 90% of paroxysmal AF (PAF) cases using catheter ablation on ectopic triggers located

at the pulmonary veins. Although pulmonary vein isolation (PVI) is recognized as a landmark

development for the treatment of paroxysmal AF, the extending application of ablative therapies
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for the persistent AF populace has seen relatively lower rates of success. In fact, current literature

has reported that less than 50% of patients maintain sinus rhythm following a single ablation

procedure, irrespective of the ablation targets that are used [56, 190]. Consequently, the optimal

approach to ablation in the persistent AF population is currently the subject of ongoing debate,

as effective ablation targets remain unknown.

Treatment of ventricular fibrillation is a little more complex as the onset of this arrhythmia often

happens suddenly and leads to sudden cardiac death (SCD). Subsequently, treatments typically

focus on trying to restore blood flow to prevent damage to organs during a VF episode [22]. This

usually includes cardiopulmonary resuscitation (CPR) to help maintain blood perfusion throughout

the body, and delivery of an electrical shock via defibrillation. Oftentimes, the electrical current

provided by the defibrillator will interrupt the abnormal rhythm and allow conduction to resume.

If normal rhythm isn’t resumed after CPR and defibrillation alone, medications such as epinephrine

and amiodarone may be given. Unfortunately, however, the success rates for defibrillation are low

in out-of-hospital settings [75]. Additionally, success rates of resuscitation decrease the longer the

VF episode persists, hence it is vital that VF is detected as promptly as possible.

To prevent future episodes, medications including beta-blockers may be prescribed, especially

in patients at high risk of VF and SCD. An implantable cardioverter-defibrillator (ICD) is also

often used to monitor heart-rhythm and send an electrical signal to the heart if the rhythm is too

slow, or if ventricular fibrillation or tachycardia is detected. In some cases of severe heart coronary

artery disease, blood flow may be improved via surgeries such as a coronary angioplasty and stent

placement, or a coronary bypass surgery [133].
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Part I

Investigating the spatiotemporal

characteristics and specificity of

entropy-based rotor mapping
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Chapter 3

Part I foundations and literature

review

3.1 Introduction

As discussed in chapter 2, although atrial fibrillation is the most common cardiac rhythm disorder in

the world, treatment of AF is unfortunately complicated by the efficacy of the current treatments

available. Although touted as a potentially curative treatment, catheter ablation outcome in

persistent AF patients remains poor, with studies reporting maintenance of sinus rhythm in less

than 50% of patients following a single ablation procedure [56, 190]. From this, it is clear that

improvements to ablation strategies are required.

At the heart of this is the highly complex wave dynamics of AF, which have thus far been

responsible for the difficulties in identifying effective ablation targets. In recent years, the prevailing

school of thought is that rotors play a key role in maintaining the arrhythmia, and hence may be

effective ablation targets. However, ablation of rotors hinges on their stability both spatially and

temporally (spatiotemporal stability), as instability would make targeting these rotors in a ’point-

and-shoot’ approach incredibly difficult and even close to impossible.

A number of AF mapping approaches have attempted to identify rotors using various technolo-

gies and methods but unfortunately, these have lead to conflicting outcomes [166, 169] or are still

undergoing investigation [35,211,218]. A major limitation of many of these approaches is that they

utilise internal or company-specific proprietary technology algorithms, which has had important

consequences for reproducibility and independent validation, and has also led to growing scepticism

regarding the viability of individual patient-level mapping in the AF ablation field.

In light of this, it is clear that in order to improve ablation outcomes, three important factors
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must be considered:

• The identification of effective AF drivers

• Establishing more open source, non-proprietary AF mapping methods

• Investigating whether rotors are in fact stable in both time and space, such that they can be

targeted

The purpose of Part I of this research, therefore, was to address these fundamental knowledge

gaps through exploration of computational, entropy-based (information-theoretic) approaches for

AF mapping.
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An overview of information theory in cardiac

fibrillation

The material contained within this chapter has been published in Dharmaprani, D. et al., 2018.

Information theory and Atrial Fibrillation (AF): A review. Frontiers in physiology, 9.

The core theme of the chapter is to detail the use of information theory in atrial fibrillation. Dhani’s

contribution to the paper was conducting the literature research, and formulating and writing the

manuscript.

3.2 Current AF mapping and electrogram analysis approaches

To date, a number of signal processing based approaches designed to guide clinical AF ablation

have been explored. Such approaches typically rely on analysing AF electrograms to extract certain

characteristics that are potentially useful for the selection of ablation targets. An example of one

such potentially useful characteristic is fibrillatory rate. As the frequency of atrial activation

increases drastically during AF in comparison to normal sinus rhythm, rising from 1-2 Hz (60-120

beats per minute) to 6-10 Hz [25], extracting fibrillatory rate is thought to infer regions of interest.

Measuring fibrillatory rate in the time domain is usually achieved through measuring the AF cycle

length (AFCL), which is based on the interval between consecutive local activation times (LAT)

[33, 181]. Unfortunately, acquiring precise annotations of LATs from bipolar electrograms proves

difficult in practice, as bipolar EGM signals rely heavily on the alignment of the electrode bipole in

relation to the activation front, and hence are prone to providing incorrect and ambiguous activation

times. Unipolar signals can also become misinterpreted, as these signals integrate considerable far-

field activation [279].

Analysis of fibrillatory rate in the frequency domain has also been explored, primarily through

dominant frequency (DF) analysis [25,30]. The frequency spectrum of the EGM in AF is analysed

to extract the spectral peak, also known as the dominant frequency, which is often considered

a substitute for the local activation rate in the frequency domain [155]. Although DF is often

considered a surrogate measure, poor correlation of DF to the activation rate and local cycle length

in the time domain has been previously reported [76,174]. The temporal dynamics of EGM signals

also severely impact the ability to accurately analyse DF [174]. Additionally, the spatiotemporal

stability of DF has been widely debated, with some studies claiming to observe short periods of

stability [134], whilst others instability [100, 119], hence imposing implications for AF mapping.

Clinical results using DF analysis are also somewhat mixed, with AF termination occurring in 72%

of paroxysmal AF patients, but only 11% of persistent AF patients as reported by Atienza et al.
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[18].

Electrogram analysis approaches also commonly examine the complexity of the EGM signals

to help identify possible ablation targets. In 2004, Nademanee et al. [166] introduced EGM

fractionation based approaches to ablation. In the study, complex fractionated atrial electrograms

(CFAE) were defined as electrograms with a very short AFCL (<120 ms) averaged over a 10

second segment, or an EGM comprising of two or more deflections and/or perturbation of the

baseline with continuous deflection [166]. Selection of CFAEs in the initial study were highly

subjective however, as these were identified via visual inspection. In a bid to standardise the

selection of CFAE sites, automated methods utilising quantitative approaches were developed, and

even implemented in commercial mapping systems [196,212,250]. Unfortunately, these still require

user inputs for parameter definitions and thresholds, and hence make replicability difficult [25].

The spatiotemporal stability of CFAE sites also poses a further issue, as basket recordings with

a stable position have reported that CFAE sites are highly temporally unstable, with sequential

maps failing to identify CFAE sites in one third of cases [100]. Clinical studies using CFAE guided

ablation have also had minimal success, with many studies failing to replicate the promising results

as reported in the initial study conducted by Nademanee et al. [166], showing instead a lack of

incremental benefit with CFAE ablation [184–186,251].

Another approach to analysing electrograms is multivariate electrogram analysis, which aims

to assess the spatiotemporal relationship of atrial activity using multi-electrode recordings as op-

posed to EGMs acquired sequentially at various atrial sites [25]. One specific multivariate EGM

analysis technique is Hilbert phase mapping, which allows the phase of atrial signals to be observed

and hence, the spatial propagation of local activation waves (LAWs) [237]. Phase mapping tech-

niques were the first to portray spiral waves as the drivers of fibrillation [98, 113], and have been

demonstrated in both ventricular and atrial fibrillation models [155]. Unfortunately, a meaningful

interpretation of the Hilbert transform relies on the signal being of one mode and hence, the com-

plex nature of EGMs makes Hilbert phase estimation challenging [25]. Clinically, Hilbert phase

maps have been utilised most notably by Narayan et al., with an approach known as focal impulse

rotor modulation (FIRM) [169]. FIRM based ablation reported the identification of rotors during

human AF in a number of cases, and a slowing or termination of the AF in 86% of patients using

FIRM guided techniques [169]. In a second case series however, AF slowing or termination was

achieved in only 50% of patients [27].

Whilst this summary provides only a brief overview of some of the commonly used AF analysis

approaches, it is evident that current methods provide variable results that are also hard to repro-

duce. As such, this warrants the exploration of new AF analysis techniques, which may improve

the selection of ablation targets and in turn the success of ablation procedures.
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3.3 A new avenue for mapping using information theory

Information theory is a branch of mathematics that incorporates probability theory and statistics

[18, 19]. Modern information theory was established after the publication of Claude E. Shannon’s

seminal original paper [219], which earned him the title of pioneer and founding father of infor-

mation theory. Shannon’s work introduced, for the first time, a number of key ideas that shaped

the field of information theory, including the concept of digitizing information into binary digits

known as ‘bits’, the formal architecture of communication systems, and source coding, which deals

with the efficiency of data representation. In short, the scope of information theory focuses on the

transmission, processing, storage and receiving of messages [246]. Although information theory

was initially developed for use in communication systems, principally concerning itself with the

transmission of telecommunication signals, it is now commonly used in a number of fields.

Information theoretic-based approaches may be an appealing new avenue in AF mapping, as

they have i) a strong theoretical foundation in mathematics [68] and ii) use quantitative definitions

rooted in intrinsic signal properties, instead of arbitrary, empirically derived definitions. In addi-

tion, although information theoretic approaches are seldom used in the field of cardiology, such

techniques are already prevalent and widely accepted in other disciplines such as engineering [1],

neurology [41], computer science [201], physics [157], quantum computing [175] and linguistics [31].

3.4 What is information and how can it be measured?

As Shannon argued, the semantic aspects of communication can be thought of as irrelevant to the

engineering problem [219]. Consequently, the term ‘information’ in reference to information theory

does not refer to the meaning of a message as one might assume intuitively, but instead how much

can be learnt from that message [150]. To conceptualize this further, take for example the scenario

in which someone is asked to guess a number from 1 to 10, whilst obtaining help from a friend

through clues. With respect to information theory, the clue itself does not matter, but the amount

of information that can be inferred from the clue does. As such, if they are told that the number

is less than 11, then this clue is deemed uninformative. On the other hand, if they are told that

the number is even, then this fact is considered much more informative, though revealing that the

number is odd would also be equally as informative, as these both reduce the possible selections to

5. In this respect, information can be thought of as how much is learnt, rather than what is learnt

[219].

Relating to this concept is the information theoretic measure known as ‘entropy’. As informa-

tion can alternatively be thought of as the amount of uncertainty that is eliminated or resolved,

measuring this uncertainty will intuitively quantify information. Conceptually speaking, entropy

utilizes this principle to measure information content, with greater uncertainty in turn generating
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higher entropy [60, 99, 219]. As entropy increases with uncertainty, it will be maximal for com-

pletely random systems [58]. Such metrics have potentially useful clinical implications, particularly

with respect to diagnostic tools using biological signals and understanding the underlying dynamic

properties of physiological systems [59].

Although there are several ways that information can be measured outside of entropy, it is one

of the most prevalently used classical measures of information theory, particularly in the context

of AF. With this in mind, entropy-based approaches to quantifying information will be the focus

of this review, and an overview of the various entropy algorithms commonly used to analyze AF

will be described in the following.

3.4.1 Shannon Entropy (ShEn)

Named after Claude E. Shannon himself, Shannon entropy is the classical measure of information

theory and measures the Shannon information content of a random variable [219]. It was first

introduced by Shannon to describe the relationships between information, noise and power in a

digital communication stream [3], quantifying the amount of storage required to store a signal (in

bits) [238]. Now, it is also commonly used as a measure of information content across many fields.

Shannon entropy (ShEn) can be defined as:

ShEn = −
M∑
i=1

p(i)log2p(i) (3.1)

whereM is the number of discrete values the variable can take, and p(i) the probability density

function of the variable x assuming the ith value. Note that Shannon entropy is given in the unit

bits [219].

An intuitive example of how information is quantified using ShEn is the simple coin toss. A fair

coin with a head and tail will result in maximum entropy, as the outcome cannot be predicted. As

a result, the probability of choosing the correct outcome is 1
2 , as there are two possible outcomes

that may occur with equal probability. Each coin toss will deliver one bit of information, as [219]:

ShEn = −
2∑
i=1

1

2
log2

1

2
= 1 bit (3.2)

Conversely, a double-headed coin will result in an entropy of zero, as the probability of the

outcome is 1/1. Hence there is no uncertainty, and no information is gained from the outcome of
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the coin toss [219]:

ShEn = −
2∑
i=1

1log21 = 0 bits (3.3)

In AF analysis, ShEn is often used to measure the information content of an ECG or EGM.

Typically, this is achieved by constructing the amplitude distribution or histogram of the signal

[25, 84] . Specifically, a voltage histogram can be acquired by binning signal samples according to

its amplitude. Following this, the relative probability density function p(i) is obtained by dividing

the sum of counts in each amplitude bin by the total number of counts. In effect, ECG or EGM

with regular morphologies (i.e. signals that only possess a few states) will yield a narrow amplitude

distribution [84]. Conversely, complex morphologies containing a number of dissimilar deflections,

such signals in AF, will lead to more varying amplitudes and in turn a broader amplitude dis-

tribution (Figure 3.1). In effect, as ShEn is taken a sum of the probabilities, broader amplitude

distributions will result in higher ShEn [83, 84]. The ShEn equation defined in 3.1 can be classi-

fied as a ‘static’ measure, as it does not consider any temporal information when describing the

observed probability distribution. In other words, it measures information content by quantifying

the amount of information contained only in the present value of the time series [273].

Figure 3.1: Schematic showing high ShEn correlating to centre of rotors. Adapted from

[Ganesan,2012]
Schematic showing relationship between ShEn and the amplitude distribution in a simple rotating wave.

Amplitude distribution (histogram) is generated by binning samples of the signal in amplitude bins. Bipoles

positioned in location 1 and 2 (at the periphery of the rotating wave) experience consistent activation direction,

leading to more regular EGM morphology and a narrow amplitude histogram. Conversely, the bipole at position 3

(at the rotor pivot) experiences sharp local deflection, but secondary activity as the wavefront changes direction,

including intermediate activity and an inverted potential. Consequently, signal values are binned over a broader

range of amplitudes, leading to higher ShEn
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3.4.2 Approximate Entropy (ApEn)

In contrast to the ‘static’ measure of ShEn described in 3.1, ‘dynamic’ measures of entropy are

those that study the information content of a process representing the activity of a system that

is changing over time. An example of such a dynamic measure of entropy is conditional entropy

[273].

Conditional entropy, also referred to as the Kolmogorov-Sinai entropy, is defined as the average

rate of creation of new information [73]. Generally speaking, the current state of an observed

process is partly determined by its past, but also conveys some amount of new information that

can’t be inferred from the past. Conditional entropy measures this residual information to quantify

the rate of creation of new information [273]. In mathematical notation, this can be given by:

C(X) = (H(Xn)|X−n ) = (H(X−n , Xn)−H(X−n ) = −E[logp(xn|x1, ..., xn−1)] (3.4)

where p(xn|x1, ..., xn−1) is the conditional probability that X assumes the value xn at time n,

given that previous values are taken at x1, . . . , xn−1. In effect, if the process is fully predictable,

the system will not create new information and hence the conditional entropy is equal to zero.

Contrastingly, a fully random process produces information at the maximum rate and will yield

maximum conditional entropy. If the process is stationary, the system will produce information at

a constant rate, and therefore the conditional entropy will not change over time [273].

A number of entropy estimates and measures have been developed to quantify conditional

entropy. One specific example, which is commonly used to study physiological signals, is Approxi-

mate Entropy (ApEn). ApEn is a regularity metric that was originally developed for physiological

signals such as heart rate. As accurate entropy calculation using regularity statistics is often found

unfeasible in real-life applications due to the influence of system noise and the large amounts of

data required, Steve M. Pincus developed ApEn to manage these limitations [194]. It can be

noted that the approximate entropy family of statistics has been widely implemented in clinical

cardiovascular studies [65,79,92,109,149,208,216,234].

Specifically, ApEn quantifies the amount of regularity in a signal by measuring the logarithmic

likelihood that runs of patterns similar to one another will remain similar when incrementally

compared [204]. The prevalence of repetitive patterns in a signal is identified by forming a sequence

of vectors using the time series data, and measuring the difference between them. If the relative

difference between any pair of corresponding measurements is less than the length of the pattern,

the pattern is deemed similar. In mathematical notation, this can be expressed using the equation:

ApEn(SN ,m, r) = ln
Cm(r)

Cm+ 1(r)
(3.5)
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where m is the pattern length, r is the similarity criterion or threshold, and Cm(r) the preva-

lence of patterns of length m in the sequence SN [194]. ApEn is quantified in bits. Conceptualizing

ApEn further, take for example two time series, t1 and t2:

t1 = (1, 2, 1, 2, 1, 2, 1, 2, 1, 2 . . .)

t2 = (1, 2, 1, 1, 1, 2, 1, 2, 2, 1 . . .)
(3.6)

As t1 follows a very regular pattern alternating between 1s and 2s, knowing that a term is valued

at 1 will consequently allow the next value to be predicted, which in this case is always 2. Thus, t1

possesses high predictability and low conditional entropy. Conversely, t2 demonstrates a much more

random pattern and hence will possess greater conditional entropy. Translating this to the cardiac

space, a signal in normal sinus rhythm will exhibit periodicity and relatively uniform complexes,

thus ApEn will detect the presence of similar patterns and identify this regularity (Figure 3.2). On

the other hand, signals with complex morphologies will exhibit less regular patterns, hence yield

higher ApEn [194].

Figure 3.2: Schematic showing high ApEn correlating to centre of rotors
ApEn examines the presence of repetitive patterns by measuring the difference between the template vector and

the rest of the time series data. As ApEn will compare a vector to itself, the regularity of the overall signal is

increased.

Computationally speaking, as opposed to the binning method used in ShEn algorithms, a kernel

estimator is often used when calculating ApEn. Specifically, the kernel estimator is a model free

approach of constructing a probability distribution of a variable, which centers kernel functions at

each outcome of the variable and uses the estimated probabilities to compute appropriate entropy

estimates [273]. The distance of each point in the time series to the reference point is weighted

depending on the kernel function, and commonly, a Heaviside kernel function is used. The Heaviside

kernel sets a threshold r as the weight for each point, which is equal to the width of the Heaviside

42



kernel function and determines the precision of the density estimation. A small r obtains a more

detailed estimate, but requites more data points to ensure accuracy, whilst a larger r yields coarse

probability estimates as too many points neighboring the reference will be included. With this in

mind, r is typically set to a fraction of the data variance in practical applications, e.g. a function

of the standard deviation of the dataset, to remove the dependence of entropy on the amplitude of

the observed process. Other estimators, such as linear and nearest neighbor estimators, are also

available but are not as widely utilized in ApEn computation [273].

Another important computational consideration is the length of the compared runs or window

length m. The window length m allows the ApEn algorithm to search through the sequence SN

and measure the likelihood or prevalence, Cm(r), that runs of patterns similar for m observations

remain close on the next incremental observation [274]. Although there is no established consensus

for ApEn parameter selection, it is typically suggested that an m = 2 be used for clinical data.

Though such a value is frequently used in literature and allows comparison of study results to other

published findings, it is important to acknowledge that ApEn estimates depend strongly on the

combination choice of m,r and the epoch length N. Hence, thoughtful consideration with respect

to what m represents in a biological sense is necessary for each individual dataset [274].

3.4.3 Sample Entropy (SampEn)

Another estimate of conditional entropy is sample entropy (SampEn). SampEn is a modified ren-

dition of ApEn that works in much the same fashion [204]. Computationally, however, SampEn

differs in two primary ways: i) it is not length dependent and ii) it does not include self-comparison

of the template vector. In ApEn calculations, the template vector (the vector being matched to)

is compared to all others in the time signal, including itself. As a consequence, the probability of

the vector Cm(r) will never equal zero. As a result of this, the overall ApEn is lowered, since a

self-match will create the appearance of increased regularity. By foregoing comparisons between a

vector and itself (Figure 3.3), Richman et al. were able to create the SampEn family of statistics

with an ability to avoid this biased regularity [204]. SampEn is derived from previous approaches

established by Grassberger et al. [94, 95], and uses the natural logarithm of the conditional prob-

ability that two vectors that are similar at m points will remain similar at an incremental point.

Specifically, SampEn can be defined mathematically as:

SampEn = −log
∑
Ai∑
Bi

= −log A
B

(3.7)

where Ai is the number of matches of length m+1 with the ith template, Bi the number of

matches of length m with the ith template and SampEn the entropy measured in bits.

Like ApEn, SampEn is also commonly computed using kernel estimators. Computationally,
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estimation of SampEn using kernel estimation is achieved using the conditional entropy equation

3.4, which is implemented with the Heaviside kernel function and uses the maximum norm to

compute distances [273]:

C(X) = H(Xn|Xm
n ) = −ln 〈p(xn, x

m
n 〉)

p(xmn )
(3.8)

where p(xmn ) is used to estimate the joint probability distributions p(xn−1), ..., xn−m and

p(xn, x
m
n ) in the m-dimensional and (m + 1) dimensional spaces spanned by Xm

n and (Xn, X
m
n ).

Note that 〈.〉 represents the averaging across patterns, and K represents the Heaviside kernel

function:

K = Θ = (‖xn − xi‖) =

1, if ‖xn − xi‖ ≤ r

0, if ‖xn − xi‖ < r

(3.9)

and p(xn) the kernel estimate of the probability distribution:

p(xn) =
1

N

∑
i

= 1NK(‖xn − xi‖) (3.10)

where ‖.‖ is the maximum norm. Consequently, this kernel estimate of conditional entropy

reduces the bias seen in ApEn [273].

In studies, SampEn demonstrated greater robustness over a broad range of conditions, poten-

tially making it a more useful algorithm in studies analyzing physiological data [203]. SampEn also

showed greater performance with short datasets, showing less dependency on the data length in

comparison to ApEn estimates [274]. Like ApEn however, SampEn is also sensitive to parameter

choice, though showed greater relative consistency over a broad range of possible combination val-

ues for r,m and N [59]. Despite this, care should still be taken when choosing SampEn parameters.

3.4.4 Multiscale Entropy (MSE)

As discussed, ApEn and SampEn approaches evaluate the appearance of repetitive patterns to com-

pute the regularity of a signal and calculate entropy. One potential limitation of these methods,

however, is that increased entropy may not always translate to increased dynamical complexity. As

Costa et al. argue, entropy-based measures such as the Kolmogorov complexity and entropy rate,

grow monotonically with randomness [58]. Consequently, such measures will yield high entropies

for uncorrelated random signals such as white nose, which possess low predictability but are not

structurally ‘complex’. A randomized time series will also yield higher entropy than the original
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Figure 3.3: Schematic showing high SampEn correlating to centre of rotors
Like ApEn, SampEn also examines the presence of repetitive patterns by measuring the difference between the

template vector and the rest of the time series data. Unlike ApEn, SampEn excludes self matches and avoids

biased regularity

signal, despite the fact that the process of creating surrogate data destroys correlations and de-

grades the information content of the time series. With this in mind, Costa et al. aimed to develop

a quantitative measure of dynamical complexity with three basic hypotheses in mind: i) that the

complexity of a biological system reflects its ability to function and adapt in an evolving environ-

ment; ii) biological systems operate between multiple spatial and temporal scales, thus possessing

multiscaled complexity; and iii) a number of disease states that reduce the adaptive capacity of

the individual seemingly degrades the information carried by output variables. As such, Costa et

al. introduce a multiscaled entropy (MSE) approach that quantifies entropy over a range of time

scales [59].

Using MSE, measurements have the ability to reflect that both completely ordered and com-

pletely random signals are not truly complex, and identifies that correlated random signals are

more complex than uncorrelated random signals [58, 59]. The inclusion of measurements from a

variety of temporal scales also includes two major advantages: i) the ability to assess complexity

at longer and shorter time scales and ii) quantification of the overall system complexity, which is

equal to the sum of entropy values over all temporal scales [42].

Computationally, MSE implements the SampEn algorithm to assess complexity. The primary

motive for using SampEn as opposed to ApEn is its greater consistency over a broad range of r,m

and N values, as well as its reduced dependency on the time series length [59]. In comparison to

the multiscaled complexity approach introduced by Zhang et al. for physical systems [277], which

is based on ShEn, the use of SampEn also allows MSE to become better suited to physiologic time

series. The use of Shannon’s definition of entropy in Zhang’s method requires a large amount of
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virtually noiseless data in order to accurately map to a discrete symbolic sequence, which introduces

limitations when applied to free-running physiologic signals [59].

In recognizing these considerations, Costa bases MSE on a modification of Zhang’s and Pincus’

approaches. Specifically, MSE comprises of two steps: i) ‘coarse-graining’ of the time series, which

derives the representations of a system’s dynamics at varying temporal scales (a form of resam-

pling) and ii) application of SampEn on each of the coarse-grained time series [59]. Specifically,

construction of a coarse-grained time series involves averaging a successively increasing number of

data points using non-overlapping windows. Mathematically, each element of the coarse-grained

signal is computed using:

y
(τ)
j = 1/τ

jτ∑
i=(j−1)τ+1

xi (3.11)

where τ represents the scale factor and 1 ≤ jN/τ . In effect, the length of each coarse grained

data will equal the length of the original time series divided by the scaling factor τ [271].

Following this, SampEn is used to calculate an entropy estimate for each coarse-grained time

series plotted as a function of the scaling factor τ . This step is referred to as the multiscale

entropy analysis. In traditional uses of SampEn, data from certain pathologic time series that may

be chaotic/unpredictable but arise from less physiologically complex systems and mechanisms,

such as data from episodes of atrial fibrillation, will result in higher SampEn. This is because such

SampEn estimates are based on a single scale and hence will not account for features related to

structure and organization on other scales. The MSE results published by Costa et al. support

this, showing that at a single scale, the entropy assigned to the time series of atrial fibrillation

and congestive heart failure patients is higher than those of healthy patients. Contrastingly, when

analyzed at multiple scales, the time series of healthy subjects are assigned with highest entropy,

reflecting that healthy cardiac dynamics are the most physiologically complex [59]. Whilst these

results contradict those obtained using traditional ShEn, SampEn and ApEn algorithms, they more

accurately reflect the physiological complexity of the underlying system.

It is important to note that although Costa’s MSE algorithm is widely used in multiple fields,

this approach still suffers from limitations. First, spurious MSE oscillations are introduced due to

the inefficient process of eliminating fast temporal scales, and the original coarse graining procedure

also artificially reduces MSE. To rectify these issues, Valencia et al. develop a refined multiscale

entropy approach (RMSE) [240]. The RSME approach utilizes a low-pass Butterworth filter instead

of an FIR filter to eliminate fast temporal scales, which ensures a more accurate elimination of

components above the specified cut-off frequency. In addition, RMSE uses a refined coarse graining

procedure that implements a continuously updating r, defined as a percentage of the standard

deviation of the filtered series. In effect, this compensates for the decrease in variance related to

the filtering procedure for removal of the fast temporal scales [240].
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Though RSME overcomes spurious MSE oscillations and biased reduction of MSE estimates,

it is difficult to reliably compute over short time series. In response, Faes et al. introduce the

linear MSE (LMSE) method [77], which utilizes linear state-space models to provide a multiscale

parametric representation of an autoregressive process observed at multiple time scales. LMSE

exploits the state-space parameters to quantify the complexity of the process. Results show that

in comparison to both RSME and MSE, application of LMSE to short cardiovascular data provides

a better description of the physiological mechanisms producing biological oscillations at different

temporal scales [77].

Another limitation of MSE is that the statistical reliability of SampEn for a coarse-grained time

series is reduced as the time scale factor τ increases. This is because for an N point time series,

the length of the coarse-gained series at scale factor τ is N/τ . Consequently, the larger the scaling

factor, the shorter the coarse-gained series and hence, the variance of the estimated entropy will

increase as the scaling factor increases. To overcome this, Wu et al. developed the concept of a

composite multiscale entropy (CSME) to reduce the variance of estimated entropy values at large

scales [254]. Specifically, CSME achieves this by calculating the sample entropy of all coarse-gained

time series and finding the mean of the τu entropy values, rather than only the first coarse-grained

time series as proposed by Costa [254].

3.4.5 Wavelet Entropy (WE)

While the aforementioned algorithms all compute entropy in the time domain, entropy estimates

can also be calculated in the frequency space. Broadly speaking, computing entropy in the fre-

quency domain consists of transforming the time series using methods such as the Fourier transform

or wavelet decomposition [207]. Although signals used within the medical field are predominantly

presented in the time domain, representation in the frequency domain may provide advantages

in certain applications. For example, studies have postulated that the frequency band with the

highest strength correlates to the cycle length derived from time domain analysis [174], which

is annotated as the dominant frequency (DF) [211]. This becomes potentially useful in signals

with deflection, varying amplitudes and more complex temporal patterns, wherein time domain

measurements of the cycle length are likely to be inaccurate [20]. As this is often the case during

AF, frequency-based analyses may provide a better measurement of the atrial rate. It should be

noted, however, that the frequency spectrum may also be determined by other factors outside of

cycle length, such as morphology and amplitude. As such, wavelet entropy methods that combine

both entropy and frequency analysis may provide additional insights and more robust analyses in

comparison to DF analysis alone [76,174].

Specifically, wavelet entropy (WE) combines entropy and wavelet decomposition to provide an

estimate of the degree of disorder present within a signal [207]. The wavelet entropy of a signal
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can be given by:

WE = −
N∑
j=1

Ej log(Ej) (3.12)

Where Ej is the relative energy associated with the wavelet coefficient at scale j and N the

number of wavelet decomposition levels. Calculating entropy in this way provides a measurement

of the amount of order or disorder in a signal, wherein WE will assume a value that is very low

and close to zero for an extremely organized signal such as a periodic mono-frequency event, and

high WE for random signals such as white noise [209]. Consequently, EGM or ECG signals with

greater complexity and irregularity will result in high WE.

3.4.6 Transfer Entropy (TE)

Transfer entropy (TE) is an information theoretic measure that can be used to understand the

information transfer between joint processes [24]. In systems consisting of more than one com-

ponent or variable, understanding information transfer between these variables can be extremely

useful in determining its structure and mechanism. Many studies have attempted to study such

relationships using an alternate information-theoretic measure known as mutual information (MI),

which provides a model-free approach to quantifying information overlap between two variables

[252]. Specifically, this is achieved by measuring the amount of information that can be learnt from

one random variable by observing another. Unfortunately, MI measures do not capture dynamical

and directional information exchange, and hence poorly describe causal relationships [215]. For

example, MI is symmetric under the exchange of signals and cannot differentiate between response

and driver systems. Secondly, MI captures only the amount of information that is shared by two

signals, rather than the information being exchanged (which better relates to causal dependence).

To provide an asymmetric measure, delayed MI, which measures MI between a signal and another

lagged signal, has been proposed. Though delayed MI reflects certain dynamical structures as

a result of the time lag, it is still flawed and can cause issues when shared information from a

common input or history is present. To address these problems, Schreiber et al. develop trans-

fer entropy (TE) to provide an alternative information theoretic measure that shares some of the

desired properties of mutual information, but also considers the dynamics and directionality of

information transfer [215].

To measure TE between two variablesX and Y , one needs to measure the amount of uncertainty

(entropy) that is reduced in future values of Y by knowing past values of X, given the past values
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of Y . In mathematical notation, the TE between X and Y can be given by:

TE(X → Y ) =
∑

yt+1,ynt ,x
m
t

p(yt+1, y
n
t , x

m
t log

p(yt+1|ynt , xmt )

p(yt+1|ynt )
(3.13)

where xmt = (xt, . . . , xt−m+1), ynt = (yt, . . . , yt−n+1), and m and n the orders of the Markov

processesX and Y respectively [252]. Typically, TE estimations use the Shannon entropy algorithm

during computation to provide a measure of the uncertainty between X and Y [215].

It can be noted that the concept of transfer entropy shares some overlap with the statistical

notion of causal influence termed Granger causality (GC) [24], which uses prediction via vector

auto-regression to measure causality. Specifically, given sets of inter-dependent variables X and Y ,

Granger causality will say X Granger-causes Y if Y assists in predicting the future of X, beyond

what X already predicts about its own future. In contrast, the information theoretic notion of

transfer entropy is framed in the context of resolving uncertainty. For example, it can be said that

the transfer entropy from Y to X is the degree to which Y disambiguates the future of X, beyond

what X already disambiguates about its own future. This relationship was explicitly explored

and detailed by Barnett [24], who shows that under Gaussian assumptions the concept of Granger

Causality and Transfer entropy are in fact equivalent.

Although TE is prevalently used in neuroscience to understand the causal relationships between

parts of the brain and responses to stimuli [252], it has thus far received little attention in the

cardiac space.

3.5 Limitations of entropy

Although entropy is widely used in many fields, reliable estimation of information-theoretic quanti-

ties from empirical data can prove difficult. Firstly, the sensitivity of entropy estimates with respect

to parameter selection can be problematic. Discretization of a time series using bins as commonly

done in ShEn algorithms can pose potential problems, as inappropriately selecting bin-widths can

lead to greater bias and reduce the accuracy of entropy estimates [197].

Additionally, both ApEn and SampEn show significant 2-way and 3-way interactions between

m, r and N , hence are influenced heavily by the combination choice of these parameters [274].

Appropriate parameter selection is particularly critical when analyzing short data sets, as ensuring

there is a sufficient number of matches can be problematic [140]. This can be seen in rapid diagnosis

of AF. In such cases, choosing an m that is too large or r that is too small will result in too little

template matches to estimate the conditional probabilities accurately. Conversely, if m is too

small and r too large, all templates will match each other and cardiac different rhythms cannot be

discerned. Although SampEn is relatively more stable across varying data lengths in comparison to
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ApEn, inappropriate parameter selection, particularly in the choice of r, can still lead to inaccurate

entropy estimates [140].

In addition, although bipolar EGM entropy-based approaches of AF mapping (such as ShEn

mapping) have been proposed for identification of rotational activity, problems may be encountered

in areas where wave propagation dynamics mimic such rotational sources. For example, areas in

which multiple waves precess and cross propagate in varying directions may instead appear to

originate from a single rotational source and hence, result in high entropy estimates similar to those

seen for rotors. This could potentially present problems for a targeted entropy guided ablation

strategy in the future.

3.6 Information theory and the intracardiac electrogram

Relating to the electrogram (EGM) morphology is the previously discussed concept of entropy.

When applied to the intracardiac electrogram, entropy approaches have the potential to provide

clinical insights into the underlying dynamics of AF. As entropy is linked to the information con-

tent of a signal, EGM with complex, non-uniform morphology will result in greater uncertainty

and higher entropy. Conversely, an EGM with a regular, periodic morphology will result in lower

entropy [84]. This characteristic makes entropy particularly useful in AF applications in which

the ability to distinguish between AF and non-AF signals is required (AF detection algorithms),

and where changes in the EGM morphology are thought to correlate to important AF triggers

or substrates (AF mapping). The identification and localization of rotors provides a particularly

interesting application of entropy within the AF mapping space, as it has been demonstrated that

the pivot zone of a rotor experiences greater spatial uncertainty of wavefront direction, resulting

in less stable bipolar EGM morphologies that can be quantified by entropy [17,83,84]. Other wave

propagation dynamics are less well explored in relation to entropy, though additional mechanisms

of interest (such as complex wavelet interaction regions) may also yield useful entropy characteris-

tics. If statistical information theoretic approaches such as entropy can be used to pinpoint such

potentially important AF landmarks, a targeted ablation strategy may become possible in the

future.

In some ways, the concept of entropy shares some conceptual overlap with the notion of frac-

tionation. Broadly speaking, the term fractionation is used to describe EGMs that possess multiple

deflections and are prolonged, although no precise consensus definition currently exists [24, 166].

As such, like entropy, CFAE essentially aims to provide some definition to describe the complexity

of an electrogram. A number of sources are said to be responsible for fractionation, with the local

collision of multiple wavelets, local re-entry and zones of slow conduction said to result in EGM

fractionation during AF [66, 254]. Consequently, it is thought that there is some relationship be-

tween CFAE and the maintenance of AF, thus CFAE mapping and CFAE guided ablation have
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previously been explored [29, 47, 106, 166]. Though both CFAE and entropy aim to capture the

qualitative property of signal fractionation to some degree, entropy is differentiated from CFAE

by having a quantitative definition rooted in signal processing and mathematics, and does not use

empirically derived definitions.

Outside of fractionation, entropy-based analysis of the EGM also has the potential to provide

insights about the complex wave propagation dynamics underlying AF. For example, transfer

entropy may possess the ability to determine information flow during AF and in turn, uncover

causality and electrophysiological pathways between various regions of the heart that may be

involved during AF propagation. Consequently, analysis of information flow may be useful for

identifying the atrial regions central to maintaining AF [132].

3.7 Current studies using information theoretic approaches

in atrial fibrillation

Though information theoretic and entropy-based approaches remain relatively limited within atrial

fibrillation research, a handful of studies have explored their use. Broadly speaking, the use of

entropy in AF can be categorized into three groups, namely: i) entropy for AF detection, ii)

entropy for AF characteristic determination, and lastly iii) entropy for AF mapping. Some of the

approaches using entropy in the current literature will be broadly discussed in the following, with

particular focus on the role of entropy in AF mapping.

3.7.1 Entropy for AF detection

Presently, with respect to the study of atrial fibrillation (AF), entropy is most widely used for the

detection of AF in ECG recordings and Holter monitors. As AF episodes occur paroxysmally in the

majority of patients, human-based diagnosis of AF can oftentimes be difficult and time consuming,

hence automated and computerized methods of AF detection have become a lucrative diagnostic

application of entropy [63,209].

Many algorithms have been developed to detect AF, which can often be broadly categorized

as being based on either i) P-wave detection or ii) RR interval (RRI) variability [144]. Of these

two methods, AF detection using the temporal variability of the RR interval has become a much

more common approach in literature as analysis of the P-wave morphology is often difficult, as

ECGs can be noisy and are prone to motion artefact. In addition, the determination of a P-wave

fiducial point is challenging due to its low amplitude during AF which makes it more susceptible

to corruption through noise, in turn lowering the signal-to-noise ratio [64,143,209].

Various studies have used Shannon entropy (ShEn) in conjunction with various other measures
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of complexity such as the Turning Points Ratio (TPR) [64], Root Mean Square (RMS) of successive

RR differences [64], symbolic dynamics [278] and time-varying coherence functions (TVCF) [144],

among others, to better capture the randomness in the signal and detect variability of the RRI time

series. As ShEn can be used to measure the level of uncertainty and information size in the signal,

it can reflect whether the ECG morphology exhibits irregularities, and hence variability in the

RRI time series. Results using these methods demonstrate high rates of sensitivity and specificity

upwards of 95% [64,144,278], indicating the feasibility of entropy for detecting RRI variability.

Although the RRI time series approach is frequently used, widely available and capable of

providing adequate AF detection in a number of cases, entropy-based approaches have also been

used independently to detect AF [45,140]. Sample Entropy (SampEn) algorithms have been used

to detect the probability that runs of AF will match with others within the time series [140,204]. A

benefit of SampEn is its ability to use short runs or bursts of AF as a template for matching, hence

avoiding issues relating to short AF episode durations that are common with RRI variability-based

methods. These studies showed that SampEn provided a high degree of accuracy in distinguishing

AF from sinus rhythm (5%), but encountered errors when atrial or ventricular ectopy were present,

as this increased the entropy of the signal [45,140].

The use of wavelet entropy (WE) for AF detection has also been explored in single lead elec-

trograms [209]. This method was used under the premise that using entropy and wavelet decom-

position in conjunction increases the robustness of the detection algorithm to noise, artifacts and

non-stationarities. Ródenas et al. use this method to calculate the WE on a TQ interval to identify

the presence and absence of the P-wave in each beat of the ECG, which in turn determines the

presence of AF. Results demonstrated a discriminant ability of approximately 95% [209], which is

comparable to results from other studies [45,140].

3.7.2 Entropy for AF prediction and characteristic determination

To effectively treat atrial fibrillation, an understanding of the arrhythmia itself is also crucial. As

such, another application of entropy is its use in determining the various characteristics of AF. One

such area that has been studied are the changes in the RR interval dynamics preceding the onset

of postoperative AF, as studying these characteristics may enable prediction of postoperative AF

episodes. It has been hypothesized that heart rate variability (HRV), which can be used as an

indicator of cardiac sympathovagal balance, would alter before the onset of postoperative AF and

could be measured using entropy algorithms. Findings on this have been conflicting, however, with

Hogue et al. showing a decrease in ApEn upon the onset of AF [109], whilst other studies show

entropy and HRV analyses provide little predictive value when studying the onset of postoperative

AF [15,46].

Adding to this, it is argued that the ability to predict the spontaneous onset of AF for non-
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postoperative patients is also important as it may allow prevention using electrical stabilization

and various pacing techniques [235]. A number of studies have used ApEn and SampEn to predict

the onset of paroxysmal AF (PAF), as these measures have the ability to measure the regularity

of the time series signal, and hence quantify the heart rate variability (HRV) [253] [15] [222].

Findings showed that ApEn and SampEn could predict the onset of AF as entropy of the HRV

reduced significantly in ECG preceding AF, in comparison to those distant from an AF episode

[222,235,253].

In the same breath, predicting the termination of PAF may also have clinical implications, as

it may in turn help improve management of the arrhythmia and avoid unnecessary treatments.

Specifically, SampEn has been used to study the atrial activity (AA) organization from surface

electrocardiograms (ECG) and predict the spontaneous termination of AF. It has been shown that

SampEn of terminating AF episodes are lower in in comparison to non-terminating episodes [9–11].

Lastly, analysis of the HRV complexity using SampEn have also been used to evaluate the

characteristics of both PAF and persistent AF. The study conducted by Sungnoon et al. aimed to

test the hypothesis that impairment of cardiac autonomic control relates to increased irregularity

in the AF signal. It was found that increased atrial signal irregularity as reflected by SampEn was

consistent with an impairment of cardiac autonomic function in both PAF and persistent patients

[229].

3.7.3 Entropy for AF mapping

AF mapping is pivotal to catheter ablation, as this helps locate AF triggers and substrates to

guide the selection of ablation targets [25]. Currently, optimal ablation targets for persistent AF

are still debated, as the mechanisms underlying this AF type are not yet well understood [117].

As a consequence of this, many approaches to AF mapping have been explored.

Masè et al. explore the use of entropy for quantifying synchronization during atrial fibrillation

[159]. In this study, a synchronization index (Sy) was developed using Shannon entropy (ShEn)

[219] to quantify the degree of synchronization during AF. Although AF is often described as

being desynchronized, a certain amount of synchronized electrical activity is in fact present, and

quantifying this was thought to facilitate the identification of various propagation patterns that

may be associated with AF, and hence improve understanding on AF mechanisms and treatment.

Sy was defined by quantifying the complexity of the distribution of the time delays between sites

using ShEn estimates. Findings from this study showed that a progressive and significant decrease

in Sy correlated with increasing AF complexity, using definitions for complexity classes as defined

by Wells et al. [258]. Sy was also calculated on the whole right atrial chamber, showing the

existence of spatial heterogeneities [159].
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Following this, a number of studies have also utilised entropy for the identification of rotors

during AF [83,84,188,236]. There exists various schools of thought about the mechanisms driving

an AF episode, with the rotor theory suggesting that AF is maintained by sites of rotational

activation referred to as spiral waves or rotors [171,214]. There is clinical and experimental evidence

to support this theory, and as such, rotors are thought to be potentially effective targets for ablation

[169, 217, 225, 244]. Building on this, Ganesan et al. hypothesized that rotors could be identified

through regions of high Shannon entropy, as wavefronts encircling the rotor pivot should result in

broadening of the amplitude distribution of bipolar electrograms (EGM) due to their direction-

dependent nature [84]. Findings showed that maximum ShEn co-located with the rotor pivot in

computer simulated spiral waves, rat and sheep models, and human AF. Ganesan et al. also further

explored the characteristics of high ShEn regions at rotor pivot zones [83] to test the hypothesis

that pivot points possess higher ShEn than electrograms recorded at the periphery. It was found

that the rotor pivot not only coincided with higher ShEn than those found at the periphery of

the spiral wave, but also that pivot zones consistently resulted in maximum ShEn, irrespective of

bipolar electrode spacing, signal filtering and rotor meander.

In a following independent study, Arunachalam et al. supported the ability for ShEn to iden-

tify rotors in isolated rabbit hearts [17]. Specifically, ShEn-based mapping techniques were used to

identify pivotal rotor points in optically mapped data acquired from the rabbit hearts, following

which the mapping approach was applied to clinical intracardiac human data. Results demon-

strated that ShEn could accurately identify the rotor pivot in optically mapped data with known

pivot zones, supporting findings published by Ganesan et al.. In a more recent study, however,

Annoni et al. report that the performance of ShEn is greatly affected by the presence of artifacts,

suggesting that other techniques such as multiscale frequency (MSF), Kurtosis (Kt) and Multi-

scale Entropy (MSE) provide more accurate and robust detection of rotors [16]. In a similar vein,

Orozco-Duque et al. utilize approximate entropy (ApEn) for localizing rotors, under the hypoth-

esis that complex fractionated electrograms (CFAE) are generated by the pivot point of a rotor

[188]. Findings suggest that regions of high ApEn also co-located with the rotor pivot. Ugarte

et al. also study the relationships between CFAE and the rotor pivot using ApEn [236], under

the argument that a non-linear dynamic measure will better capture the property of fractiona-

tion in comparison to the empirical definitions proposed in the original CFAE study [166]. After

simulating AF in a 3D human atrial model, results showed a positive correlation between ApEn

and levels of fractionation, suggesting the ability of high ApEn regions to co-locate areas of high

fractionation, and in turn the rotor pivot [236]. Sample entropy (SampEn) based approaches have

also been explored for this purpose, with Cirugeda-Roldán et al. using SampEn to characterize

the degree of fractionation in atrial electrograms [55]. A specificity of 86% and a sensitivity of 77%

was reported when discerning between CFAE and non-CFAE electrogram signals.

Investigating the mapping of rotors further, Hwang et al. examined ablation approaches based

on Shannon entropy (ShEn) in both 2D and 3D models [110]. The study compared ShEn to
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other rotor mapping approaches commonly used in literature, namely: phase singularities (PS),

dominant frequency (DF) and CFAE cycle length (CFAE-CL). Results from virtual ablation showed

that ShEn, PS and CFAE-CL guided approaches did not result in AF termination or modify the

AF into slow atrial tachychardia, whilst virtual DF ablation successfully achieved these end-points.

Additionally, in 2D and 3D in-silico models, ShEn was shown to overlap with 33.2% and 27.5%

of the rotor tip trajectory respectively, which was outperformed by DF wherein a 71% and 39.7%

overlap was seen in the 2D and 3D models respectively [110].

Outside of rotor mapping, entropy can also be used to study causality and information flow.

Transfer entropy (TE), which determines the directed exchange of information between two systems

[215], can be used to investigate the direction and degree of information flow between electrograms.

In a study conducted by Kosna et al., TE was used to study information flow between electrograms

recorded in the high right atrium (HRA), coronary sinus (CS) and left atrial appendage (LAA)

[132]. Findings demonstrated that information flow in the heart is symmetric, and that the direc-

tion and amount of information flowing between neighboring sites in the atria could be quantified

using TE [132]. This suggests that studying information flow between different areas of the atria

may provide useful insights into the complex wave propagation dynamics during AF.

Recalling the connections between transfer entropy and Granger causality (GC) as discussed

previously, work published by Alcaine et al. [8] uses Granger causality based definitions to develop

a multi-variate predictability framework to study information flow and causal relationships between

different cardiac sites during AF. Using GC, causal interactions were analyzed between different

atrial sites during different rhythms, by considering EGM as stochastic processes that interacts

with neighboring atrial sites through information exchange that is driven by atrial activity. Pre-

dictability measures were also obtained from the residual variances of linear predictions performed

with multivariate autoregressive (MVAR) modelling of involved EGM signals. As such, Alcaine’s

framework provides a measure of regularity for individual EGMs, in addition to the connectivity

between neighboring sites [8]. Using computational simulations and clinical basket catheter data

acquired from patients in paroxysmal AF, the study showed that the framework not only allowed

different rhythms to be identified (using the regularity measures), but also that the underlying

cardiac activity, acquired from simultaneous multi-electrode basket recordings, could be tracked

and mapped using GC-based definitions. Although GC is a statistical concept rather than an

information theoretic approach, this study demonstrates its connection to transfer entropy and its

ability to also study causal relationships.

3.8 Summary and research gaps

Unfortunately, although AF has been a long-standing topic of research, there remains continuing

debate regarding the mechanisms underlying the dynamics of the heart rhythm disorder. Currently,
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there is some consensus that AF is the result of an interplay between substrate and triggering

mechanism, though it is agreed that this interaction is not yet completely understood, nor is the

triggering mechanism responsible.

Due to the complexity in understanding the AF phenomenon, establishing effective mapping

approaches have proven hugely difficult, especially for real-time methods that can be used for

guided ablation. While direct wavefront mapping during clinical AF procedures would be extremely

valuable, current challenges make this approach practically impossible. With this in mind, a

logical substitute is to take advantage of the intracardiac electrogram (EGM), which is the primary

recording modality currently employed in electrophysiology (EP) clinics. Quantitative analysis of

the EGM signal properties using information theoretic approaches has the potential to provide not

only a clinically interpretable direct translation to what is seen in practice, but also insights into

the system dynamics underlying AF. Aiming to understand the AF dynamics indirectly through

analysis of the signal properties is not a left-field approach, as other well studied methods such

as CFAE and DF use similar principles. Unlike these techniques, however, information theoretic

approaches have the benefit of being less reliant on empirically derived definitions.

However at this time, few information theoretic approaches have been explored in the context

of atrial fibrillation, particularly in AF mapping applications. Further studies are required to

explore the various characteristics of measures such as entropy during AF, and understand their

relation to the AF physiology. For example, there is room for studies to observe the spatial and

temporal stability of EGM entropy, as this is an area that has not been investigated thus far.

Understanding the spatiotemporal characteristics of AF may determine the presence or absence

of spatial and temporal stability, which is important for developing novel adjunctive or primary

ablation strategies based on high entropy regions as targets.

In summary, while information theory has proved a useful tool for analysis of physiological

signals in other fields, it remains underutilized and under-explored in AF studies. As the AF

phenomena is far from being understood, understanding the arrhythmia from a signal property

perspective and using new approaches may be key to determining effective ablation targets and

strategies for the ever increasing AF population.
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Chapter 4

Spatiotemporal stability and

specificity of high bipolar

electrogram entropy regions in

sustained atrial fibrillation:

implications for mapping

The material contained within this chapter has been published in Dharmaprani, D., et. al., 2019.

Temporal stability and specificity of high bipolar electrogram entropy regions in sus-

tained atrial fibrillation: Implications for mapping. Journal of electrocardiology, 53, pp.18-

27. The core theme of the chapter is to research the use of entropy-mapping for atrial fibrillation,

and assess the spatiotemporal stability of high entropy regions to make inferences about underlying

re-entrant activity. Dhani’s contribution to the study was data collection, development of the code-

base, signal processing and computational analyses, statistical analysis, writing the manuscript and

providing input for the conception of the study.

4.1 Introduction

Ablation outcome in persistent atrial fibrillation (AF) is a key area requiring improvement, with

studies reporting the maintenance of sinus rhythm in less than 50% of patients following a single

ablation procedure [56]. From this, it is clear that new approaches to human AF mapping are

required [43,248].
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To date, a limitation of many of the emerging mapping approaches is that they have utilised

internal or company-specific proprietary technology algorithms [25]. The paucity of externally ver-

ifiable algorithms has had important consequences for reproducibility and independent validation,

and has led to growing scepticism regarding the viability of individual patient-level mapping in

the AF ablation field [40]. In multiple instances, initially promising single-centre ablation results

using novel mapping strategies [166,169] have been unable to be replicated in independent mapping

studies [27] or well-conducted randomized controlled trials [19,248]. In this context, there remains

a compelling case for rigorously performed, mechanistically-based, open-source signal analysis and

mapping studies to improve mechanistic understanding of AF dynamics, and in turn improve

ablation outcomes.

To address this, the use of an information theoretic measure known as entropy has recently been

explored in AF applications to map rotors and provide insights into bipolar electrogram (EGM)

signal properties [68]. The reasoning behind this is: i) experimental studies have suggested rotors

as a potential AF driver [13,118,155,225], ii) entropy is well established outside of cardiology and

is commonly utilised to provide insights into the dynamics of biological systems, with uses such

as anaesthesia monitoring [239] and for the detection of epilepsy [180], and iii) entropy algorithms

are open source, which may resolve the issue of reproducibility. In addition, bipolar electrograms

are the most commonly used recording modality in clinical electrophysiology, making these signals

readily available for entropy analysis whilst also providing a direct and interpretable translation

to what is seen clinically. Lastly, high bipolar electrogram Shannon entropy (ShEn) has been

demonstrated by our group to be associated with the pivot of rotors [25,83,85], and subsequently

entropy-based identification of the rotor pivot has been independently observed by multiple groups

using a variety of entropy-based approaches, and in multiple model systems [17,146,188,236].

Although the association of high entropy to the rotor pivot has undergone rigorous valida-

tion, application of entropy-based approaches to clinical ablation is reliant on two current gaps in

literature: i) the spatiotemporal characteristics of entropy and ii) the specificity of high entropy.

Specifically, spatial and temporal (referred to as spatiotemporal) stability determines whether high

entropy regions are long standing and appearing consistently in the same regions over time, which

would allow targeted ablation. On the other hand, specificity of high entropy determines whether

these areas occur at only the pivot of rotors, or also other wave propagation patterns. The presence

of both stability and specificity is critical to the feasibility of employing entropy for clinical AF

ablation.

To address these gaps, the aim of this chapter was to explore the spatiotemporal characteristics

and specificity of entropy using three studies: i) a medium-duration human basket catheter AF

study, ii) a long-duration tachypaced sheep basket study, and iii) a computational AF study. These

studies investigate the spatiotemporal stability of bipolar EGM entropy using three entropy-based

measures of information content, Approximate Entropy (ApEn), Sample Entropy (SampEn), and
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Shannon entropy (ShEn), applied to bipolar electrograms in prolonged recordings (≥ 5 minutes) in

human and (≥ 20 minutes) animal experimental AF. To provide further insights into the potential

AF mechanism responsible for the temporal characteristics seen in human and sheep models, a

computer simulation study was performed to observe stability patterns in varying wave propagation

scenarios.

4.2 Methods

4.2.1 Data Acquisition

Human AF Recordings

The vast majority of mapping studies available presently explore EGM properties using sequential

AF mapping. However, a limitation of this approach is that it is limited by the inherent spatiotem-

poral stability of AF. Stable basket recordings can overcome this issue, and provides a means to

assess the medium to long term temporal characteristics of electrograms [100]. Patients (n = 12)

undergoing ablation for AF were recruited. Patients provided written informed consent with study

approval by the Southern Adelaide Local Health Network Human Research Ethics Committee.

64-electrode basket catheters (Constellation, Boston Scientific, MA, 48mm (4mm spacing), 60mm

(5mm spacing)) were utilized, based on pre-procedural computed tomographic scan atrial dimen-

sions. Bipolar electrogram recordings [231] were obtained in spontaneous or induced AF lasting at

least 5 minutes, similar to the protocol of Habel et al. [100]. For cases of induced AF, fibrillation

was induced through rapid atrial pacing from the coronary sinus. 5-minute recordings were taken

in the anterior left atrium (LA), posterior LA and right atrium (RA). Anatomical stability was

verified by regular fluoroscopic visualization, and in NavX (Abbott, IL, USA). Signals were filtered

from 30 Hz to 500 Hz with a sampling frequency of 1000 Hz using the Bard EP system (Laboratory

System Pro, Boston Scientific, MA). Patient baseline characteristics are detailed in Supplementary

Results A.

Sheep AF Recordings

To cross-validate findings in a secondary model system and allow for prolonged recordings of AF,

an ovine model of sustained AF was also studied. To achieve AF, pacemakers were implanted

in sheep and a rapid pacing protocol was carried out for ∼16 weeks. To perform pacemaker

implantation, sheep were anaesthetised with sodium thiopentane 1g/sheep and 2-4% isofluorane

in O2. A customised single chamber permanent pacemaker (Medtronic, Dub, IE) was implanted

within a subcutaneous pocket in each sheep’s neck, and a pacing lead (Abbott, IL, USA) was

introduced via the right internal jugular vein and screwed into the right atrial appendage guided by
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periodic fluoroscopy and pacing lead signals. To prevent against infection, intramuscular injections

of Noracillin (2mg/50Kg) was administered immediately prior to and for the following 5 days

after the pacemaker implant procedure. An anaesthetic and anti-inflammatory agent (Rimidyl,

1ml/12.5Kg) was also administered during surgery and for the two days following. Following one

week of recovery, the rapid pacing protocol was carried out. Pacemakers were set at an initial

pacing rate of 200 beats per minute (bmp) or, if this rate could not be achieved, as high as possible

while still maintaining capture. Pacing continued at this rate for 1-2 weeks to abbreviate the atrial

tissue’s effective refractory period and once achieved, the pacing rate was incrementally increased

to allow for development of atrial fibrillation substrate over an 8 week period. The final rate

of pacing (400 bpm) was maintained for 6 weeks to develop appropriate fibrillation substrate to

promote sustained AF. Packemakers were interrogated weekly.

After successful induction of sustained AF, an electrophysiology study was undertaken under

general anaesthesia using a 64-electrode constellation catheter (48mm). Bipolar electrograms were

filtered from 30 Hz to 500 Hz, and sampled at 1000 Hz. For each sheep, ≥ 20 minutes of intracardiac

data were obtained in both the left and right atrium. Anatomical stability was verified by regular

fluoroscopic visualization, and in NavX (Abbott, IL, USA).

Computer Simulations

To provide further insight into the AF mechanisms underlying the human and animal entropy

temporal characteristics, experimental results were compared to computational simulations demon-

strating varying wave propagation patterns during fibrillation. This was particularly helpful as

entropy mapping does not visualise the underlying wave propagation. Specifically, this study in-

vestigated simulations of: i) a single planar wave, ii) a single stable spiral, iii) colliding planar

waves, iv) a stable spiral surrounded by moderately disorganised wave break-up, v) a stable spiral

surrounded by highly disorganised wave break-up and vi) multiple wavelet re-entry without stable

spirals (Figure 4.10 - 4.12).

Computer simulations were carried out on two-dimensional, isotropic, square grids based on

the Tusscher-Panfilov model [232]. The rectangular grid used 80x80 diffusively coupled simulation

nodes with a diffusion coefficient set to 0.02, which governs how the action potential is transmitted

between coupled cells. If the diffusion coefficient is small, then propagation is slow and vice versa

[86]. The system was integrated using a forward Euler scheme with no-flux boundary conditions,

which causes an action potential propagating towards the edge of the 2D simulation to annihilate.

This boundary condition is often used in simulations as it is thought to provide a realistic repre-

sentation of a sheet of tissue being sliced out of the myocardium [198]. To achieve annihilation,

the no-flux boundary condition causes the incoming wavefront to encounter a mirror image wave

upon reaching a boundary.
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In order to vary the degree of dynamical instability (e.g. the amount of wave break-up) and in

turn the complexity of the dynamics of wave propagation, the value of the action potential recovery

variable µ1 was varied between 0.02 and 0.2. This simplified model was used only to illustrate the

link between different wave propagation dynamics and the resultant entropy characteristics. There

are several mechanisms thought to play an important role in the maintenance of fibrillation (e.g.

fibrosis, automaticity, heterogeneity of effective refractory period etc.), however, exploration of all

potential factors is beyond the scope of this work and hence the study decided to simply focus

on the spatiotemporal stability and specificity of entropy in relation to various wave propagation

patterns. Since it was not the aim to model the detailed electrophysiology of the atria but rather

show specific mechanisms, arbitrary units were used. Further details about the mathematical

modelling of fibrillatory activity used for this analysis is provided in Supplement B.

Using the simulated square grid and parameterisation as specified, bipolar electrograms (EGM)

were generated to calculate entropy using the same methodology as described for human and animal

methods. To simulate bipolar EGM, extracellular unipolar EGM were first computed at each node

of the isotropic grid as previously described [154] using equation 9.1:

ui,j(t) = c

k,l=N∑
k,l=0

~rk,l∇υk,l(t)
r3k,l

(4.1)

where ui,j is the unipolar voltage at node (i, j), υk,l the transmembrane voltage at node (k, l)

and ~rk,l the distance between those nodes. A scaling coefficient is represented by c, which is

assumed to equal 1 for simplicity.

Following this, bipolar EGM were computed as a difference of unipolar electrograms taken at

a fixed spatial distance (equation 4.2):

wi,j = ui,j − ui+s,j(t) (4.2)

where wi,j is the bipolar voltage at node (i, j) and s represents the inter-electrode spacing (set

to 3 in out study).

To determine the specificity of high entropy, additional AF-type scenarios demonstrating regions

of repetitive wave cross propagation were simulated and analysed to test their association to high

entropy. Specifically, these regions were defined as areas where waves pass from a multitude of

directions, causing bipoles to experience an uncertainty in wavefront activation direction similar

to what would be seen at the pivot of a rotor (Figure 4.13).
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4.2.2 Signal processing

Export and Segmenting

Bipolar EGM were cleaned for low amplitude and noisy signals using an algorithm based on

Welch’s power spectral density [257] to ensure low contact and artifactual signals were not used in

analyses. Specifically, this method estimates the power of a signal across various frequencies using

a windowed discrete Fourier Transform (DFT):

Sk(v) =
1

K

K∑
k=1

Pk(v) (4.3)

where Sk(v) is Welch’s power spectral density (PSD), K the number of segments the data is

partitioned into and pk(v) periodograms from the discrete Fourier transform. Signal power was

used to identify poor contact signals as these tend to possess characteristically low amplitudes, as

well as highly noise contaminated signals as these possess characteristically high amplitudes. To

ensure accurate removal of bad channels, automatic removal was cross-validated using manual an-

notation. The remaining signals were then windowed into 5 second (5000 ms) segments; a temporal

resolution used in previous literature to study spatiotemporal stability of EGM signal properties

[100].

4.2.3 Entropy and Dominant Frequency Analysis

Entropy is an information theoretic approach that measures information content. In applications

of signal analysis, this broadly speaking translates to measuring the complexity of a signal [68,219]

(Figure 4.1). AF mapping of rotors provides an interesting application of entropy, as several studies

have demonstrated that the pivot of rotors experience spatial uncertainty in wavefront direction.

This in turn generates bipolar EGM morphologies that are less predictable and more complex,

which can be identified using entropy [17,83,84,188].

In this study, entropy analysis was performed using three information theoretic measures: ShEn

[219], ApEn [194] and SampEn [203], allowing for cross-validation of our findings. ShEn, ApEn

and SampEn were estimated in 5 second windows for each bipolar electrode. For ShEn, samples

were binned depending on their amplitude using a voltage histogram, with bin sizes dependent

on the standard deviation (SD) of the signal (binsize = 0.125 ∗ SD), as used in previous litera-

ture [83]. For ApEn and SampEn, we set an epoch length of N = 5000 (the window length at

which to segment the data), a vector length m = 2 (finds matches of the same m voltage values

within the sequenceN) and a tolerance r = 0.2∗SD (determines how often the following pointm+1
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Figure 4.1: Schematic showing high entropy vs low entropy regions

Figure 4.2: Schematic showing high vs low DF regions

lies within tolerance r of matched vectors). Details of these entropy algorithms are provided in

Supplement C.

To compare entropy to a more established mapping approach with previously explored tem-

poral characteristics published in literature, dominant frequency (DF) analysis was performed as

previously described by Sanders et al. [211]. The rationale behind dominant frequency mapping is
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that high-frequency activity is thought to be responsible for AF. It has been suggested that these

regions can be identified using spectral analysis as they will correspond to the frequency with high-

est spectral power (referred to as the spectral peak) (Figure 4.2). To compute the DF, the edges

of the signal were tapered using a Hanning window, followed by signal rectification and filtering

with a non-biased 3 – 15 Hz band pass filter to minimise the double counting of bipolar double

potentials. A fast Fourier transform (FFT) was then used to obtain the power spectrum of the

electrogram at each recorded site (the anterior LA, posterior LA and RA), and assign the spectral

peak as the dominant frequency (DF). However it can be seen in Figure 4.2 that the computed

frequency transformation often produces many peaks close in amplitude. Therefore, to ensure that

the DF selected reliably corresponds only to a distinct spectral peak, the regularity index (RI) of

each DF was calculated. The RI is defined as the ratio of the power at the DF and its adjacent

frequencies (∼0.75-Hz band) to the power of the 3 to 15 Hz band. Only points demonstrating RI >

0.2 were included in subsequent analysis to control for ambiguity in DF detection related to poor

signal-to-noise ratio.

4.2.4 Spatial Coregistration

In order to map entropy and DF spatially, ApEn, SampEn, ShEn and DF values were superimposed

onto the respective 3D electroanatomical map (exported from NavX). To achieve this, custom

C++ developed software (Valve Digital Health, Warsaw Poland) was used to project the three-

dimensional (x,y,z) co-ordinates of each electrode onto the surface of the 3D map. The entropy

and DF value at each electrode was then interpolated across the surface of the geometry in order

to obtain maps as shown in Figure 4.3. This process was repeated for each 5 second segment,

allowing the spatial location of entropy and DF to be assessed over time.

Figure 4.3: An example entropy map showing approximate entropy (ApEn) values spatially

coregistered onto a 3D electroanatomical map exported from the NavX mapping system
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4.2.5 Statistical Analysis

To study the temporal stability of entropy, the study utilised similar statistical analyses as previ-

ously published by Jarman [119] and Habel [100] to provide a multi-faceted approach to determine

both the global stability of entropy and DF, as well as the relative stability of the highest entropy

and DF regions.

First, the Friedman test was used to examine the global temporal stability of entropy and DF

by ranking values in each 5 second window and looking at the differences in patterning across

all segments [100]. The Friedman test is a non-parametric test that looks at differences between

groups, with smaller p-values indicating significant differences. In this study, it was used to measure

the global temporal stability of entropy and DF regions in each anatomical location, calculated

using custom code developed in Matlab. Specifically, differences in patterning across all segments

were observed (Figure 4.4) by ranking entropy and DF in each 5 second segment (stored in single-

dimensional vectors) in ascending order using Matlab. Consistent ranking of entropy and DF

values across the segments would suggest global temporal stability. A P < 0.05 was used to

infer significant differences in patterning, and in turn global temporal stability of entropy and DF

(Figure 4.4).

Figure 4.4: A schematic illustrating Friedman test and Kappa statistic computation
Left: Entropy and DF values in each segment are given a ranking, with the example showing highest values given

a 3 (red) and lowest 1 (green). Using the Friedman test, the differences in ranking across each segment was

analysed, providing a measure of global temporal stability Right: The top 10% of entropy and DF values were

given a ranking of 3 (in red). Using the Kappa statistic, the agreement in the location and presence of only these

top 10% values was analysed

As a secondary analysis of global pattern stability, bootstrapping was implemented. In statis-

tics, bootstrapping allows inferences to be made about the sample distribution (or population)

using only a small subset of samples. This is achieved by randomly re-sampling from the sample

data with replacement to create a sampling distribution, which allows further inferences to be
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made about the data. For example, if we want to draw conclusions about the mean height of

a population but only have measurements from 1000 individuals, we can re-sample these heights

with replacement n times to get a total of n means. A sample distribution of means can then

be created to infer statistical properties such as the standard error and confidence interval of the

estimated mean. This study made use of the assumed independence of values in each time seg-

ment, and therefore bootstrapped were created by randomly re-sampling the observed entropy and

DF values by temporal segments (Figure 4.5). In turn, this obtained 10,000 randomly sampled

versions of the original data matrix. The bootstrapped matrices were used to find an estimated

sample distribution of Friedman test p-values. This in turn determined whether the observed

experimental Friedman test p-value fell within the 95% confidence interval (CI) of the estimated

sample distribution, allowing for validation of the experimental Friedman test p-value.

Figure 4.5: Process of running bootstrapping to validate Friedman test statistic
(The original matrix is randomly resampled to obtain bootstrapped matrix n). Bootstrapped matrices are used to

create sample distribution and determine if experimental observed Friedman test p-value is within the 95%CI

The relative stability of high entropy regions were studied using the kappa coefficient, which

analysed the temporal stability of only high entropy and DF regions [119]. In this study, the kappa

statistic (a non-parametric test) was used specifically to measure the relative temporal stability of

the top 10% of entropy and DF regions in each anatomical location. Kappa scores were obtained

by ranking entropy and DF in each 5 second segment (stored in single-dimensional vectors) in

ascending order using Matlab (Figure 4.4). We then categorized these rankings as high for the top

10% of values in each vector (given a score of 3), middle for the mid 45% of values (scored a 2) and

low for the bottom 45% of values (scored a 1) as shown in Figure 4.4. The scored data matrix was

then imported into Stata, and the ‘kappa’ function used to compare the position of the highest

ranked values in each vector. Consequently, kappa values quantified the agreement of peak entropy

across consecutive temporal segments. Consistent ranking of peak values in any given bipole would

suggest relative temporal stability of the top 10% entropy or DF regions. Interpretations for the

kappa statistic are detailed in Supplement D. Consistent ranking of the top 10% of values in any

given bipole was suggestive of relative temporal stability. A threshold of kappa > 0.6 was used as
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a cut-off of stability, as used by Jarman [119].

The coefficient of variation (CV) was also used to quantify the temporal variability of entropy

and DF [100]. CV was calculated as a ratio of the standard deviation to the mean (SD/mean).

4.3 Results

Baseline characteristics of included patients are shown in Supplement A (Table A). Multiple

episodes of AF were analysed in humans (H: 26 epochs, duration: 6,040 secs) and sheep (S: 15

epochs, duration: 4,160 seconds).

4.3.1 Global temporal instability of entropy

Entropy was found to change dynamically over time in medium to long-duration AF recordings,

demonstrating global temporal instability. This was seen in both human and sheep models, and

across all three entropy algorithms (ApEn, SampEn and ShEn). This dynamic change in entropy

is clearly demonstrated in movie 1 (Supplement C), where the overall pattern of entropy is seen to

exhibit flux and is not completely stable.

Figure 4.6: Coefficient of variation for ApEn, SampEn and ShEn in all cases of human and sheep

tachypaced AF
CV for human and sheep cases. Center square indicates mean CV over all sites, and the line SD.

Statistically, these findings were supported by the small Friedman test p-values. In the human

cohort specifically, analysis demonstrated inconsistent global entropy patterns for ApEn, SampEn

and ShEn over time in the posterior LA (ApEn: p < 0.001; SampEn: p < 0.001; ShEn: p <0.01),

Anterior LA (ApEn: p < 0.01; SampEn: p < 0.001; ShEn: p < 0.001) and RA (ApEn: p < 0.001;

SampEn: p < 0.001; p < 0.01). Additionally, the mean observed p-value (Pobserved) fell within
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the 95% confidence interval (CI) of bootstrapped p-values (Pbootsrapped), supporting the presence

of global temporal instability.

In sheep, Friedman test analysis results aligned with human findings, obtaining statistically

significant p-values in the LA (ApEn: p < 0.001; SampEn: p < 0.001; ShEn: p <0.001) and RA

(ApEn: p < 0.001; SampEn: p < 0.001; ShEn: p <0.001). This indicates inconsistent global

patterning of entropy over time, and global temporal instability of ApEn, SampEn and ShEn.

Observed p-values also fell within the 95% CI of bootsrapped p-values.

The CV also confirms the global temporal instability of entropy. ApEn, SampEn and ShEn in

humans showed a clear variability in entropy values over time in the posterior LA and Anterior LA

(Figure 4.6). Similar values of coefficients of variation were seen in the RA (Table 4.1). Similar

findings were seen for sheep in both the LA and RA (Table 4.2).

Posterior LA Anterior LA RA

ApEn 11.5% 2.1% 2.1%

SampEn 15.7% 13.3% 18.3%

ShEn 10.2% 8.5% 14.2%

Table 4.1: Human CV by chamber

LA RA

ApEn 13.2% 13.8%

SampEn 18.3% 19.0%

ShEn 14.2% 14.2%

Table 4.2: Sheep CV by chamber

4.3.2 Relative temporal stability of the 10% of entropy

Despite the pattern of global flux, regions of highest entropy seemed to occur repetitively in the

same location and exhibit modest stability. This was demonstrated in both human and sheep

models, and across all three entropy algorithms (ApEn, SampEn and ShEn) as demonstrated in

movie 1 (Supplement E) and Figure 4.7 and Figure 4.8, where the regions of highest entropy (in

blue and purple) occur consistently in the same anatomical location, but transiently appear and

disappear throughout the AF episode.

Kappa coefficients support this relative stability of highest entropy regions, with analysis of

the top 10% of entropy in humans meeting the kappa stability cut-off of > 0.6 in the posterior LA

for ApEn (0.61±0.32 (Median±IQR)) and SampEn (0.65±0.02). ShEn was just below the cut-off

(0.58±0.35). In the anterior LA, kappa met the cut-off for all three algorithms (ApEn: 0.70±0.38;
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SampEn: 0.61±0.23; ShEn: 0.60±0.39), as did kappa in the RA (ApEn: 0.66±0.17; SampEn:

0.66±0.16; ShEn: 0.65±0.19). Findings were similar for sheep, with kappa above 0.6 in the LA

for ApEn (0.73±0.22) and SampEn (0.68±0.10), while ShEn yielded kappa just below the cut-off

(0.59±0.15). In the RA, all kappa met the 0.6 threshold (ApEn: 0.76±0.22; SampEn: 0.74±0.18;

ShEn: 0.61±0.27). Kappa values for human and sheep studies are summarized in Figure 4.9.

Figure 4.7: Relative temporal stability of 10% entropy regions for human AF
An example human anterior LA case. Each snapshot is representative of a 5 sec segment of recording, with ApEn

plotted by color. Within the pattern of global flux and temporal instability, the top 10% of ApEn (in blue and

purple) transiently recur at the same anatomical region

Figure 4.8: Relative temporal stability of 10% entropy regions for sheep AF
An example sheep LA case. Each snapshot is representative of a 5 sec segment of recording, with ApEn plotted by

colour. The top 10% of ApEn (in blue and purple) exhibits modest temporal stability.
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Figure 4.9: Summary of kappa values in humans and sheep
Scatter plot illustrating the distribution of Kappa across patients. For both species, DF did not demonstrate a

relative stability of the top 10% of DF. Kappa across all entropy algorithms were consistently higher than for DF

4.3.3 Comparison of entropy temporal characteristics with DF

In both human and sheep models, DF demonstrated global temporal instability as reflected by

the low p-values computed using the Friedman test (H: p < 0.01; S: p < 0.01). In addition, DF

did not demonstrate a relative stability of the top 10% of DF in humans and yielded low kappa

values (anterior LA: 0.09±0.15; posterior LA: 0.18±0.42; RA: 0.06±0.11). The same was seen in

the long-term sheep study (LA: 0.22±0.22; RA 0.39±0.30). Kappa values were also found to be

similar to those previously published by Jarman [119]. When compared to entropy, DF consistently

yielded lower Kappa across all entropy algorithms and across the two species, with one way Anova

testing reflecting these significant differences (H: p = 0.003; S: p = 0.001) (4.9).

4.3.4 Comparison of entropy temporal characteristics with computa-

tional simulations

To provide mechanistic insights into the potential AF mechanism responsible for the human and

sheep temporal characteristics, findings were compared to various wave propagation scenarios.

Planar Wave Conduction

For planar waves (Figure 4.10), bipolar EGM morphologies were uniform throughout the mapped

region, producing homogeneous ApEn, SampEn, ShEn and DF maps and high temporal stability

(Entropy- Kappa: 0.921; Friedman test: p > 0.01; DF- Kappa: 1.00. Friedman test: p > 0.01).
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Figure 4.10: Stable spiral
Pivot point of spiral is marked with a red rosette

Stable spiral wave (rotor)

Bipolar EGM exhibited deflections with less regular morphologies at the centre of the rotor, produc-

ing a stable region of high entropy at the pivot (Figure 4.10). As maximum entropy is consistently

localized at the pivot, high relative temporal stability of the 10% En (Kappa: 0.908) and global

temporal stability (p > 0.01) of entropy was observed. Contrastingly, DF showed no association

with the rotor pivot and was uniform across the mapped region (Kappa: 1.00; Friedman test: p >

0.01).

Planar Wave Collision

In simulations depicting the head-on collision of waves (Figure 4.11), low ApEn, ShEn and SampEn

were associated with the collision zone. The difference between the collision zone and surrounding

areas was ApEn: 0.08 bits; ShEn: 0.08 bits; SampEn: 0.03 bits. DF was uniform across the

mapped region (18.4 Hz). High relative temporal stability (Kappa: 0.824) and global stability (p

> 0.01) of entropy was observed
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Relatively stable spiral surrounded by highly disorganised spiral wave break-up

Cases emulating a spiral surrounded by highly disorganised wave breakup (Figure 4.11) demon-

strated low relative temporal stability of the top 10% of entropy and DF (Kappa: 0.319) and high

global instability (p < 0.0001).

Figure 4.11: Relatively stable spiral surrounded by highly disorganised spiral wave break-up
Pivot points are marked with a red rosette

Relatively stable spiral surrounded by moderately disorganised spiral wave break-up

Contrastingly, a spiral surrounded by moderately disorganised wave breakup (Figure 4.12) repro-

duced human and animal results best, showing relative stability of the top 10% of entropy (Kappa:

0.610) but low global stability (p < 0.001). Like human and animal models, this model also pro-

duced top 10% DF regions with low stability (Kappa: 0.276; p >0.0001). High entropy regions in

these cases were associated with both the pivot and regions of repetitive cross propagation.
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Multiple Wavelet Re-entry without locally stable spirals

Disorganised wavelet re-entry (Figure 4.12) demonstrated low spatiotemporal stability of the top

10% of entropy and DF (Kappa: 0.137) and high global instability (p < 0.0001).

Figure 4.12: Multiple Wavelet Re-entry without locally stable spirals

4.3.5 Specificity analysis of high entropy

High entropy was not specific to only rotors, with regions of repetitive wave cross propagation

also associated with high entropy (Figure 4.13). The entropy at the cross propagation zone was

compared to surrounding planar propagation, with the difference equal to (ApEn: 1.75 ± 0.9,

P<0.01; ShEn: 0.75 ± 0.3, P<0.01; SampEn: 2.5 ± 0.3, P<0.01).

Qualitatively, high entropy regions were associated with interaction zones where waves repeat-

edly arrive from different directions, whilst high DF regions did not show association to such

behaviour (Figure 4.13).

73



Figure 4.13: High entropy is not specific to rotors, occurring also at sites of repetitive wave cross

propagation
Computer simulation demonstrated an association between high En and cross propagation regions. At such sites,

waves arrive from different directions (indicated by arrow), creating spatial uncertainty in activation direction

similar to what is seen for rotors.

4.4 Discussion

To date, the vast majority of electrogram stability studies have used sequential electroanatomic

mapping, which is limited by the inherent spatiotemporal instability of AF. The use of stable basket

recordings overcomes this, however, relatively few studies currently utilise this approach. One

study, by Habel et al. [100], demonstrated high spatiotemporal variability in complex fractionated

atrial electrograms (CFAE) in human AF using a contact basket over 5 minutes. Another by

Jarman et al. [119] used a non-contact basket catheter to assess high-density DF spatiotemporal

stability over prolonged recording periods, whilst Child et al. [50] used simultaneous panoramic

recordings to assess the temporal stability of phase singularities (PS). Together, these studies

have suggested a high degree of temporal instability of electrogram properties in sustained AF

when mapped using DF, CFAE and PS, suggesting these regions are constantly migrating, making

them potentially challenging to target for ablation. Although entropy provides an appealing new

approach to targeted ablation, it remained unknown whether such approaches to mapping would

exhibit similar characteristics of temporal instability, which would hinder clinical application. In

addition, the specificity of entropy was also unknown, which is influential to the application of

entropy clinically.
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To address these potentially important knowledge gaps, this chapter investigated the temporal

characteristics and specificity of entropy using three studies: (i) a medium-duration human AF

basket study, (i) a long-duration tachypaced sheep AF basket study, and (iii) a computer simulation

study. The principal findings of these studies were:

• Global temporal instability of entropy and partial stability of the top highest entropy regions

• The temporal characteristics of entropy seen in humans and sheep were best modelled by a

relatively stable spiral surrounded by moderate wave breakup

• Entropy was not specific to only rotors, however, occurring also at sites of repetitive wave

cross propagation

A major strength of this study is that findings have been cross validated, not only across species,

but also across multiple entropy algorithms, with comparison to DF, and with follow up analyses

of computational simulations. Further, to counter issues of reproducibility that are common with

many current AF mapping studies in the field, the entropy algorithms used for mapping in this

study are open source, allowing study findings to be reproduced by others.

An important consideration in this study is the relationship of entropy to previous studies

of CFAE and DF. The concept of CFAE ablation was introduced by Nademanee [166, 167], and

consisted of ablation of multi-component fractionated deflections with a voltage cut-off ≤ 0.15 mV.

Using a systematic approach, high-rates of AF termination were achieved in the original study,

and favorable clinical outcomes by some others. Conversely, other studies failed to reproduce

the promising outcomes [186]. The entropy findings in this study potentially provide a unifying

explanation for the divergent findings of CFAE literature. While high entropy is demonstrated

to be an intrinsic property of the pivoting regions of rotors, it also occurs at regions of repetitive

wave cross propagation. This dual explanation for electrogram entropy is consistent with previous

qualitative studies of fractionation in optically mapped atrial monolayers [237]. It may also provide

an explanation of the divergent clinical results of CFAE ablation, with AF termination a repeatable

observation at sites of fractionation (presumably driver regions with high entropy), but clearly

lacking specificity (perhaps regions of wave cross propagation, also high entropy).

In regards to DF, this study closely reproduced previous findings suggesting spatiotemporal

instability of bipolar EGMs in AF [100]. The seminal original studies of DF were carried out

with analysis of optically mapped action potentials in cholinergically stimulated sheep AF [225].

The repetitive wave-like morphology of these signals is ideal for phase and spectral analysis, in

contrast to the multi-component complex morphology of bipolar EGMs in AF [258]. When studied

clinically, it has been difficult to demonstrate that DF based ablation leads to AF termination [249]

or improved clinical outcomes [19]. The temporal instability of bipolar EGM-based measures of

DF encountered in our study and others [100, 119], is consistent with clinical data presented thus

far.
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4.4.1 Implications for Future Studies and Clinical AF mapping

These results suggest that there appears to be overarching instability of entropy during AF, suggest-

ing unstable underlying wave behaviour. However, within this instability regions of high entropy

tend to recur in the same anatomical location, but are transient. While these high entropy zones

may seem a potentially appealing avenue for targeted ablation strategies in the future, this at

present may prove difficult due to the evanescent nature of these regions.

Further, methods of delineating rotors and regions of cross propagation will be needed before

clinical application is possible. This may be achieved in future via the use of machine learning

algorithms that utilize other electrogram features, in addition to entropy, to differentiate between

these two modes of wave propagation.

These findings lay the foundation for future studies exploring the statistical properties of bipolar

electrograms in human AF. The approach taken in this study, with primary analysis of AF EGM

properties followed by exposition with computer simulations to provide inference, is rare thus far

in the field.

4.4.2 Study limitations

Using the bipolar electrogram-based approach in the current study, direct inferences about wave

propagation were unable to be made. There is no consensus fiducial point for myocardial electrical

activation with the bipolar EGM [32], with its complex nature precluding direct annotation of

activation timing. The study as such, does not provide an overall comprehensive explanation

of the AF mechanism, with the links to potential wave propagation mechanisms being inferred

instead. Nonetheless, the nuanced findings will be reproducible by others, and suggest a potential

future direction to AF statistical signal processing studies.

4.5 Conclusion

This study demonstrates the presence of global temporal instability of entropy, which suggests

underlying instability of wave dynamics. Within this instability, partial stability of the top 10%

of entropy was demonstrated, with these regions recurring transiently in the same anatomical

locations over time. However, as wave propagation was not analysed in this study it is difficult

to discern whether these regions arise due to spiral waves or with regions of repetitive wave cross

propagation. Collectively, these findings raise questions about the ability to use entropy-based

mapping in a ‘point-and-shoot’ ablation method. The overarching temporal instability observed

also raises fundamental questions about the origins of this chaotic behaviour, and whether it is key

to the underlying AF mechanism.
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To summarise, this study adds important insights to the current literature by:

• Cross-validating the spatiotemporal stability and specificity of entropy using three model

systems: (i) human, (ii) sheep and (iii) computer simulated AF

• The study findings show that there is global temporal instability of entropy, which suggests

an underlying instability of re-entrant activity

• Within this global flux, there was a partial stability of the top 10% of entropy, though this

was only moderate

• Entropy was not specific to only rotors, also occurring at sites of repetitive wave cross prop-

agation. This highlights a potential limitation for the application of entropy-based mapping

for therapeutic targeted ablation

• Computationally, the temporal characteristics of entropy seen in humans and sheep were best

modelled by a relatively stable spiral surrounded by moderately disorganised wave break-up

• This study also establishes statistical approaches as a means to study AF electrogram prop-

erties
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Part II

Understanding the instability

underlying re-entrant circuits
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Chapter 5

Part II foundations and literature

review

5.1 Introduction

Findings of the entropy study detailed in Part I points towards a mechanism of AF that includes

re-entrant circuits that are dynamic and unstable in time and space. This finding aligns with

observations from several studies published by independent groups [118, 163, 262]. In fact, the

presence of unstable re-entrant circuits has been a consistent finding for over 100 years. In 1914,

Garrey [89] was the first to note the presence of “. . . a series of ring-like circuits of shifting location

and multiple complexity”. Later, the computational models of Moe and Abildskov also described

a similar phenomenon, describing the “...numerous vortices, shifting in position and direction like

eddies in a turbulent pool” [165]. Similar results have been in subsequent more physiological

computational models [199, 200], and a feature of multiple epicardial mapping studies, in both

experimental models and in humans [129,143].

Given the intrinsic instability of re-entrant circuits collectively implied by the findings of Part

I and this published literature, the focus of the PhD moved towards understanding the origin

of this instability. It was reasoned, given the random or ‘stochastic’ nature of electrical wave

propagation in fibrillation, that the destruction and regeneration of re-entrant circuits may be

modelled using stochastic process theory. Specifically stochastic process theory is a sub-branch

of probability theory, an area of mathematics concerned with the analysis of models that involve

randomness, uncertainty or chance [202]. Probability theory can also be used to model complex

and dynamical systems such as the weather or the stock exchange. While these systems are not

purely random, they are sufficiently complex that it would be easier and more useful to summarise

them using stochastic models rather than using deterministic models (whereby a deterministic
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process describes a process where the output is fully determined by given initial conditions and

parameter values).

Further motivating this research is the fact that although an enormous amount of scientific

and clinical effort has gone into the development of strategies to map rotational circuits during

fibrillation [97,101,169], a universal quantitative framework to understand and model the processes

underlying their formation and destruction is lacking [193]. Understanding the generative processes

involved in giving rise to these reentrant phenomena may provide critical insights into why they

appear during fibrillation, and how they help sustain fibrillation.

Under this rationale, Part II of this thesis had the following general aims:

• To develop a probability theoretic framework using stochastic process theory to understand

and model the formation and destruction of re-entrant circuits

• To investigate whether probability theory can provide inferences about the underlying mech-

anisms relating to the maintenance of fibrillation

• To investigate whether probability theory can provide new insights for mapping and future

therapeutic strategies
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An overview of probability theory and its ap-
plication in cardiac electrophysiology

5.2 What is probability theory?

In general terms, probability theory is a branch of mathematics that concerns itself with analysing

the outcome of a given ‘experiment’, whereby an experiment defines any procedure or process

that can be repeated and possesses well-defined possible outcomes. If an experiment has only one

possible outcome, it is referred to as ‘deterministic’. The strength of probability theory, however,

is its ability to gain insights into seemingly random phenomena. These situations, whereby the

outcome is unknown, are referred to as ‘random experiments’. Examples of random experiments

include tossing a coin and rolling dice, but also more complex examples such as gene inheritance

[78]. Because the outcome of a random experiment cannot be determined with certainty before

it occurs, we instead predict the likelihood or probability of several possible outcomes (hence the

name probability theory).

To understand how probability theory can be applied in the context of cardiac electrophysiology,

the following section aims to provide a simple explanation of what probability theory is using

standard axioms and examples.

Defining the sample space and events

The set of all possible outcomes of a given experiment is known as a ‘sample space’, denoted by

Ω. For example, if we want to observe the outcome of a single coin toss, we have a sample space

with two possible outcomes: ‘heads’ and ‘tails’. In mathematical notation, the sample space of

this coin toss is therefore given by [78,233]:

Ω = {Head, Tail} (5.1)

Each individual outcome in the sample space is known as a ‘sample point’. If the sample set

contains an infinite number of sample points, then it is a ‘continuous sample set’. Conversely if it

contains a finite number of sample points, it is referred to as a ‘discrete sample set’ [233].
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Figure 5.1: Illustration demonstrating the sample space and an example event for a random coin

toss experiment

Within a sample space, it is important for each outcome to be distinguishable, hence we can

denote a subset of the sample space Ω as an event E (e.g. E gives a set of sample points). For

example, tossing a coin twice will result in a sample space of 4 possible outcomes (where H denotes

heads and T denotes tails):

Ω = {HH,HT, TH, TT} (5.2)

In this instance, we must therefore be able to differentiate between landing on a head on the

first toss and on tail for the second toss (H,T), and conversely landing on a tail on the first toss

and on head for the second toss (T,H). By defining E as the event that we land on both heads and

tails, we therefore can include both outcomes or sample points (H,T) and (T,H) (Figure 5.2).

Probabilities, random variables and the probability distribution

We can estimate the likelihood of a given event E occurring by taking the probability P (E), which

can assume any value between 0 and 1 (5.3) [206]:

0 ≤ P (E) ≤ 1 (5.3)

If an event has no chance of occurring, it is called an ‘impossible event’ and will equal 0. If an

event is certain to occur, it is known as a ‘certain event’ and will equal 1 [72]. It should be noted

the sum of all the probabilities in the sample space is equal to 1. For the coin toss example, the
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probability of landing on head will therefore be (equation. 5.4):

P (Head) =
n(E)

n(Ω)

=
3

4

= 0.5 (50%)

(5.4)

where n(E) gives the number of outcomes defined by the event E and n(Ω) the total number

of outcomes in the sample space.

In most cases, the outcome of experiments will be numerical values although this is not always

the case. In some instances where the outcome may be ‘yes’ or ‘no’, we may have to assign

numerical values (e.g. 0 and 1) to each outcome. Assigning numerical values to outcomes in this

way is useful because it allows identification of an outcome or event through the value of a function

known as a ‘random variable’. A random variable, denoted by X, is a function that maps events

within the sample space Ω on the real line R. In other words, the random variable assigns a real

number to all possible outcomes of a random experiment. If the sample space is continous, the

random variable X will be a continuous random variable, else if the sample space is discrete X

will be a discrete random variable. To emphasise the fact that X is defined as a function of the

sample space Ω, it is often written as [233]:

X : Ω→ R (5.5)

Therefore, for the random experiment of a single coin toss the discrete random variable X can

be defined as:

X

1, if Head

0, if Tail
(5.6)

Defining outcomes using a random variable is useful as this allows us to describe the probabilities

associated with all events and possible outcomes, rather than just a singular event as shown in

equation 5.4. This is done using the ‘probability distribution’, which is a mathematical function

that maps all possible outcomes of the random experiment depending on the random variable X.

If X is a discrete random variable, then the discrete probability distribution p(x) is given by the

probability mass function (PMF) [53]:

px(x) = P (X = x) (5.7)
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where X is the random variable and x the value of the random variable. As all probabilities

in the sample space should add to 1, the sum of P(x) over all possible values of x is therefore also

equal to 1 [127]:

n∑
i=1

px(x) = 1 (5.8)

For a continuous random variable X, the probability of a specific value x cannot be defined

and instead, the sample space is discretised such that we find the probability of X over a given

interval, given by the probability density function [53]:

∫ ∞
−∞

f(x)dx = 1 (5.9)

Much like the probability mass function, the integral given by the probability density function

should equal 1.

Figure 5.2: Probability mass function and probability density function

A worked example for the probability distribution of a discrete random variable

To elaborate on the concept of the probability distribution further, take for example a coin toss

in which we flip a fair coin 3 times. This random process (experiment) will produce a total of 8

possible outcomes in the discrete sample space (with head denoted by H, and tail denoted by T ):

Ω = {THH,THT, TTH, TTT,HHH,HTH,HHT,HTT} (5.10)

We can assign a random variable X to map the number of tails we obtain using numeric
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variables such that:

X



1, if 0 tails

0, if 1 tail

2, if 2 tails

3, if 3 tails

(5.11)

Using the random variableX, we can then estimate the probability associated with each possible

outcome:

P (X = 0) =
1

8
[HHH]

P (X = 1) =
3

8
[THH,HTH,HHT ]

P (X = 2) =
3

8
[TTH, THT,HTT ]

P (X = 3) =
1

8
[TTT ]

(5.12)

These probabilities define the PMF for this random process, whereby the PMF is a function

f(X) that describes the probability of the discrete variable X taking a particular value of x. If we

take all possible values in the sample space and consider their associated probabilities, then this

PMF also gives the discrete probability distribution. This can also be expressed as a normalised

histogram as shown in Figure 5.3.

Figure 5.3: Probability mass function and histogram
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5.2.1 Stochastic processes

Relating to probability theory is the concept of stochastic processes. In general terms, a stochastic

process describes a random process that evolves over a common probability space. More accurately,

it describes a collection or family of random variables [202]:

{X(t) : t ∈ T} (5.13)

where t typically denotes time. In other words, for every time t in the set T , a random value of

X(t) is observed. Therefore, while a random variable can be thought of a single random element

for a given point in time, a stochastic process is a collection of many random variables (one for

every point in time). Examples of common stochastic processes include photon emission and the

occurrence of earthquakes.

If T is a set of finite or countable integers that represent specific points in time (e.g. t =

0, 1, 2.., n ), then the stochastic process is in discrete time. Otherwise, if the set T is not finite and

definition 5.13 has a random value of X(t) associated with all points in time, then the stochastic

process is continuous [123].

Although we have discussed stochastic processes that evolve over time, the set T can also

represent other domains like space, whereby the process will have a random value X(t) for different

spatial locations. Stochastic processes can also evolve in both time and space, known as ‘spatio-

temporal processes’.

An important point to note as put forward by Karlin and Taylor [123], is that even though a

process mat not be inherently or purely stochastic, it is often useful to model them as stochastic

processes if they arise through deterministic chaos.

Poisson renewal processes

A special type of stochastic process is known as the ‘arrival process’ [206]. Typically, an arrival

process models the arrivals in a system as illustrated in Figure 5.4. Arrivals are denoted by Sn,

which represent the time at which an event occurs. The times between individual events are

referred to as the ‘interarrival times’, denoted by Xn [81]. Although we use the term arrival, this

process can also refer to the departures in a system.

Within the class of arrival processes itself, a unique sub-type is known as the ‘renewal process’.

A renewal process is an arrival process whereby interarrival times Xn are non-negative, and are

mutually independent and possess the same probability distribution (this is a property referred to

as ‘independent and identically distributed’ (IID)) [81].
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Figure 5.4: An arrival process of events Sn and its counting process ({N(t); t > 0}). X(t) are

random variables (rvs), and N(t) is sum of all rvs up to time t

The ‘Poisson process’ is the archetypal example of such a renewal process, and has the following

unique properties:

• Events are independent of one another. In other words, the occurrence of one event does not

affect the probability of another event (a property known as ‘memorylessness’ )

• The average rate of events (e.g. the events that occur per unit of time) is constant

• Two events cannot occur at the exact same time

To exemplify this, take for example the observed arrivals of passing cars. If we are sitting on

the side of the road, we may observe cars passing as shown in Figure 5.5, whereby the arrival Sn

of each car is completely random (stochastic). In other words, arrivals occur independently of one

another and seeing a car arrive at time t doesn’t mean we can predict when the next car will arrive.

This is a property known as ‘memorylessness’, as the history of prior events has no effect on the

outcome of future events. The memoryless property is what makes the Poisson process unique

among other stochastic processes.

However, although individual arrivals are random, we are able to measure the average time

between arrivals, which is a constant. The reasoning behind this is somewhat counter-intuitive,

but rigorous mathematical proofs exist to explain this further [81, 206]. A constant long-term

average rate of arrivals arises because the instantaneous probability is constant, as the probability

of observing a car after 1 minute is the same as after 10 hours (and in fact after any time t), given

that arrival times are completely random and independent. This instantenous probability is given
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Figure 5.5: An example arrival process of passing cars
(Left) The arrival and interarrival times of individual cars is random. (Middle) as the probability of a car passing is

the same for any time t, the instantaneous probability and hence hazard rate is constant. (Right) these properties

give rise to an exponential distribution of interarrival times, where the average rate of arrivals is given by λ

by the ‘hazard rate’ h(t), a function that describes the probability of an event occuring per unit

time (Figure 5.5). This constant hazard rate gives rise to interarrival times that are exponentially

distributed, a key feature of the Poisson process:

fX(x) = λe−λx for x ≥ 0 (5.14)

where the parameter λ gives the average rate of the Poisson process, which in this case is the

average rate of cars passing.

5.2.2 Markov chains

Markov chains are mathematical systems used to model stochastic processes. Specifically, a Markov

chain models transitions from one state to another according to probabilistic rules. These states

may be a set of values or a situation [81].

The process begins at one of these states and moves from one state to another, with each move

referred to as a ‘step’. If the chain is currently at state si, it will move to state sj with a probability

pi,j . This probability is referred to as a ‘transition probability’, and will only depend on the current

state and not any of the previously occupied states (this is known as the ‘Markovian property’ ). The

process can also remain in its current state, which occurs with a probability pi,i. The probability

distribution of these state transitions can be given by the Markov chain’s ‘transition matrix’. The

transition matrix will be NxN in dimension, whereby N is equal to all possible states. The rows

of this matrix must also sum to 1, as each row represents a unique probability distribution [206]

[202].
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Figure 5.6: An example Markov chain state transition diagram for the weather in Adelaide

To define an example Markov chain, let’s look at the weather in Adelaide. For simplicity, the

weather can assume only one of two states: sunshine or rain. Hence, the state space is defined as:

Ω = {Sunshine,Rain} (5.15)

If we assume that tomorrow’s weather will be the same as today, and this assumption is correct

75% of the time (irrespective of whether the weather today is sunshine or rain), then the transition

matrix is given by:

∣∣∣∣∣∣0.75 0.25

0.25 0.25

∣∣∣∣∣∣
and hence the state transition diagram for this Markov chain will thus be as shown in Figure

5.6.

The Markov chain birth-death process

A birth-death process (BDP) is a continuous-time Markov chain that can be used to represent

population growth [123, 126]. As the name implies, there are only two types of state transitions:

i) ‘births’, which increase the population size by one, and ii) ‘deaths’ that reduce the population

size by one. When a birth occurs, the process transitions from state k to state k + 1, whereby k

represents the size of the population. Similarly, a death will cause the process to transition from

state k to state k− 1 [178]. This is illustrated in the state transition diagram shown in Figure 5.7.

In such a process, birth and death events are independent of each other, and thus the times

between events (interarrival times) are modelled by Poisson processes given by an exponential

probability distribution function (PDF). For births, the (PDF) is given by:

f(t) = λe−λt (5.16)
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where λ is the birth rate and t time. For deaths, the PDF is given by:

f(t) = µe−µt (5.17)

where µ is the death rate and t time.

The BDP can also be described using queuing theory. Queuing theory is the mathematical

study of waiting in a line (for example customers waiting to be served at a supermarket), and as

such models the arrivals and departures for a queue in much the same way a BDP Markov process

models births and deaths in a system. In queuing theory notation, the birth rate λ is referred to

as the arrival rate to reflect how quickly customers arrive, and the rate of deaths µ referred to as

the service rate to reflect how quickly customers are being served [126]. If the distribution between

births and the times of deaths are given by exponential distributions (e.g. are Poisson processes),

then they can be modelled using a class of queues known as M/M/ ∼ queues, where M stands for

Markovian or memoryless. ∼ represents the ‘number of servers’, which can be 1 for the simplest

form of queue in which deaths occur one at a time, or by an M/M/c queue if there are c servers.

If an infinite number of deaths can occur at any one time, then the process can be modelled using

an M/M/∞ queue.

Birth-death processes are commonly used to study various aspects of population growth in

biology [178]. In many applications, it is used to study how a theoretical population size changes

in response to variations in the genetic makeup of a species (e.g. mutations) [153, 182]. It has

also been used to study horizontal gene transfer [71] [130] and somatic evolution of cancer cells

[128,179].

Figure 5.7: The birth-death process illustrated by a state transition diagram
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5.3 Why use probability theory to study cardiac fibrillation?

As discussed in section 5.2, probability theory provides a framework to understand the nature of

random (stochastic) phenomena. Although there is likely underlying determinism that contributes

to cardiac fibrillation at the micro-scale (e.g. the influence of individual ion channels, remodelling

of individual cardiomyocytes etc.), the interaction amongst these components is highly nonlinear

and sensitive to initial conditions. The net effect of this is that even though the properties of the

individual micro-components may be deterministic, their interaction as a dynamical system evolves

over time to become effectively random. An analogy here is the coin toss. In tossing a coin, the

precise outcome could in theory be characterised if all the physical parameters were known (e.g.

the launch speed and trajectory, air resistance and friction etc.). However, in practice each of these

components interact in a complex and dynamic way such that the outcome is effectively random,

and therefore the system behaviour can be accurately modelled as stochastic process. In a similar

way, electrical wave propagation dynamics during fibrillation at the macro-scale are sufficiently

complex such that they can be accurately modelled as stochastic.

The complex, stochastic-like nature of electrical wave propagation during cardiac fibrillation

is exemplified by the presence of random, transiently occurring, unstable re-entrant events, which

have been reported by several studies throughout the history of the field. The earliest observation

traces back to Garrey [89], who first reported that re-entrant circuits would shift in location and

vary in complexity during episodes of fibrillation. Following this, Moe and Abildskov’s computer

model described the presence of numerous re-entrant circuits that could co-exist and shift in po-

sition and direction [165]. Using a slightly different approach, Winfree studied the behaviour of

re-entrant-like vortex rings in a generic excitable media (a medium similar to mammalian cells and

muscles). He reports that these vortex rings or filaments form ‘organising centres’, however, the

nature of these are unstable as they continually change in shape [262]. Although these seminal

studies helped to establish the notion of chaotic and randomly behaving re-entrant circuits in fib-

rillation, technology during much of this time limited the ability of these forefathers to definitively

prove instability as being key to the perpetuation of fibrillation.

Since then, advancements in technology have allowed us to obtain greater insights into the

complex wave dynamics during fibrillation. Using a canine sterile pericarditis model of paroxysmal

atrial fibrillation, Kumagai et al. [137] were able to map the atria by placing electrode arrays

on both the free atrial walls and along the atrial septum. Their experimental findings reported

the presence of unstable re-entrant circuits of very short duration, principally present in the atrial

septum. They further suggest that because re-entrant circuits are continuously generating multiple

wave fronts, which in turn re-form re-entrant circuits with short cycle lengths, this is what maintains

AF.

In a following study, Witkowski et al. [266] study re-entrant waves during ventricular fibril-

91



lation in an isolated perfused dog heart using optical mapping techniques. Similar findings were

reported, with transiently erupting rotors being captured by the mapping system. Frequent wave-

front collisions and wavebreak generation was also reported as a dominant feature of fibrillation.

Mapping studies have also been conducted in humans with similar observations. Konings et

al. [129] utilise high-density mapping of electrically induced AF in patients undergoing surgery for

interruption of the accessory pathway. They found that during pacing induced AF, the RA was

activated by one or more random wavelets arising from different directions.

Even in studies in which stable re-entrant activity was observed, unstable reentry was also often

reported. Schuessler et al. [217] use a 256 bipolar electrode mapping system to record epicardial

sites during fibrillation and control conditions (no fibrillation). These recordings enabled computa-

tion of activation maps that visualise the propagation of electrical activity over the recorded site.

Specifically, the study used choligernic agonists (acetylcholine) and vagal stimulation to induce

atrial fibrillation in an isolated canine right atrium. Activation sequence maps revealed that as

fibrillation sustained the reentry seemed to stabilise, however, during initiation and non-sustained

episodes of fibrillation multiple re-entrant circuits were present.

A similar finding was seen in an isolated sheep heart model of AF. Chen et al. [48] used

phase mapping to visualise fibrillatory conduction in a perfused isolated sheep heart. Results

showed that the lifespans of re-entrant circuits (detected by their phase singularity) were short,

and usually occurred during episodes of non-sustained arrhythmias.

Nash et al. [170] also found evidence for multiple wavelets co-existing with a mother rotor-type

mechanism of VF in humans. This study mapped VF using a 256 electrode epicardial sock, fitted

to the heart in 10 patients undergoing cardiac surgery. They found that although stable re-entrant

waves were seen in some cases, in many others multiple, unstable wavelets were observed.

The observation of unstable re-entrant circuits reported by these studies seem to echo the

observations of the entropy study as discussed in Part I. Collectively, this perhaps points towards

a mechanism of fibrillation whereby instability of re-entrant sources may play, at least in part, a

role in the initiation and/or perpetuation of both AF and VF. This rationale therefore warrants

the investigation of this stochastic behaviour using probability theoretic principles from stochastic

process theory.

Further motivating the application of stochastic process theory in cardiac fibrillation is the fact

that although the instability of re-entrant activity has been reported by multiple studies, little

scientific effort has thus far been made to understand and quantify the origins of this instability.

Insights into this underlying stochasticity may help provide inferences about the physiological

mechanisms relating to the maintenance of fibrillation, and insights for mapping and treatment.
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5.4 Current studies using probability theory in cardiac elec-

trophysiology

Even though probability theory is widely used in other fields such as computer science [275], biology

[178] and finance [160], there currently exists very little literature on the application of probability

and stochastic theory in cardiac electrophysiology.

In one study, Suzuki et al. [230] investigate the stochastic dynamics of phase singularities

in a 2D model of ventricular fibrillation, under the rationale that the dynamical and stochastic

nature of sustained VF remains unclear. Specifically, the authors study statistical characteristics

of various fluctuations related to the phase singularity, including lifetime, velocity, rates of birth

and death, and the probability density function of PS lifetimes. This was performed in simulations

developed using i) normal and ii) modified ionic current. From this study, the authors conclude

that the statistical properties studied were independent of tissue size. Further, the hyper-Gamma

distribution was shown to reproduce the probability distribution for the number of PS in various

tissue sizes and in both normal and diseased simulated tissue. Although the authors propose

that these insights may provide new information for understanding the stochastic nature of VF, a

connection between these statistical observations and the underlying mechanisms responsible for

sustaining fibrillation was not provided.

In another study, Clayton and Holden [57] develop a method for the identification and tracking

of filaments (areas around which re-entrant waves rotate during VF) in a computational model of

ventricular fibrillation. Using this method, the authors aimed to calculate birth, death, amalga-

mation and bifurcation of these filaments, and use a directed graph to summarise these statistical

characteristics. In doing so, this approach aims to provide a means to quantify the complex stochas-

tic patterns of electrical activity prevalent in VF. However, again even though this method allowed

for the dynamical behaviour and interaction of these filaments to be studied, a link between the

observed stochastic behaviour to any potential underlying mechanisms was not discussed.

Studying yet another aspect of VF, Albrecht et al. [7] aimed to study ventricular ectopic beats

(VEB) and characterise VEB-generating mechanisms based on timing information and beat-type.

The approach characterises VEB-generating mechanisms using a multi-dimensional conditional

probability distribution, under the rationale that each mechanism will produce and different distri-

bution. Hence, these distributions can be considered a ‘fingerprint’ for a unique VEB-generating

mechanism. By analysing a database of half-hour ECG tapes, the study concluded that VEB

generation often demonstrated consistent distributions that can be characterized.

Applications of probability and stochastic process theory in AF are even more limited, but

one study carried out by Zeng and Glass [276] investigates the statistical properties of heartbeat

intervals during AF to develop a theoretical framework to model ventricular response during the
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arrhythmia. The rationale behind this is that atrial activation travels to the AV node, and then

causes conduction of the ventricles, and understanding and being able to predict this ventricular

response during AF may be useful clinically. Because the AV node is subjected to irregular inputs

arising from irregular activity in the atria, it was reasoned that a stochastic difference equation

would be appropriate for modelling this random conduction. Using a stochastic map, the authors

develop a method to model the ventricular response to atrial fibrillation, based on trying to con-

struct a probability density function representing ventricular interbeat intervals given a random

atrial activation such that the ventricular response can be predicted, assuming that the conduc-

tion properties of the atrioventricular node can be accurately modelled. Although the method

worked well in some cases where the stochastic map was linear, clinical data often corresponded

to nonlinear maps, thus casting doubt on the application of this method in practice.

In summary, probability and stochastic process theory remains under-explored in applications

relating to cardiac fibrillation, despite being widely used in other fields. Additionally, the few

studies conducted to date have been unable to relate the observed statistical properties of fibrilla-

tion to the underlying physiology and mechanism. Further investigation of these arrhythmia using

probability theoretic principles may provide new and potentially key insights into the initiation

and maintenance of AF/VF.
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Chapter 6

Renewal theory as a universal

quantitative framework to

characterise phase singularity

regeneration in mammalian cardiac

fibrillation

The material contained within this chapter has been published in Dharmaprani, D., et. al., 2019.

Renewal theory as a universal quantitative framework to characterise phase singu-

larity regeneration in mammalian cardiac fibrillation. Circulation Arrhythmia and Elec-

trophysiology (in press). The core theme of the chapter is to develop a renewal framework based

on stochastic process theory to model the formation and destruction of re-entrant activity during

cardiac fibrillation. Dhani’s contribution to the study was data collection, development of the code-

base, signal processing and computational analyses, statistical analysis, writing the manuscript and

providing input for the conception of the study.

6.1 Introduction

Cardiac fibrillation is characterised by aperiodic turbulence of wave propagation [96, 214]. This

can occur in the atria, known as atrial fibrillation (AF), or the ventricles, constituting ventricular

fibrillation (VF). The mechanisms by which these arrhythmias are maintained remain incompletely

understood, but are of great significance as AF is the most common cardiac arrhythmia in humans,
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and VF the leading cause of sudden death [12].

Although the atria and ventricles possess vastly different geometries, ionic mechanisms and

global structures, they share similar electrical wave propagation dynamics [192]. A defining char-

acteristic of both AF and VF is the presence of unstable re-entrant circuits that stochastically

disappear and spontaneously regenerate during ongoing fibrillation [48, 90, 97, 101, 118, 129, 137,

155, 164, 165, 217, 262, 266]. A key feature of such re-entrant circuits is the presence of a phase

singularity (PS) at their pivoting region [172]. Although an enormous amount of scientific and

clinical effort has gone into the development of strategies to map rotational circuits during fibril-

lation [97, 101, 169], a universal quantitative framework to model the processes underlying their

formation and destruction is lacking [193].

Given the stochastic nature of electrical wave propagation in fibrillation, it was reasoned that

the destruction and regeneration of re-entrant circuits may be modelled using renewal theory.

Renewal processes are a class of stochastic processes for which the timing of intervals between

events can be approximated as statistically independent, identically distributed random variables

[202].

The study hypothesises that if PS formation and destruction processes are stochastic renewal

processes, then the time intervals between phase singularity formation and destruction events

should follow exponential distributions, implying that these occur via memoryless Poisson point

processes with constant rate-parameters. To test this hypothesis and gain insight into the processes

by which AF and VF are sustained, the statistical distributions of waiting-times for PS formation

and destruction was studied using a multi-modality,multi-species investigation using basket and

optical mapping in human, ovine, rat and computer simulated atrial and ventricular fibrillation

6.2 Methods

6.2.1 Data acquisition

A multi-modality, multi species study was performed to analyse basket and optical mapping in: i)

human persistent AF, ii) tachypaced sheep AF, iii) rat AF, iv) rat VF and v) computer simulated

fibrillation. Patients provided written informed consent with study approval by the institutional

ethics committee. All animal studies were also approved by the institutional ethics committee. To

cross validate findings with source data from the literature, a systematic review was also conducted.

The data acquisition for each of the model systems are as described below.
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Human AF

The human AF study was a multicentre observational design analysing electrograms acquired

prior to ablation, as previously described in chapter 4.2.1. The inclusion criterion was persistent

AF undergoing clinically indicated ablation. Patient participation was by informed consent, with

recruitment from two centres (Flinders University, Australia), and Hamburg University (Germany).

Patient characteristics are provided in the Supplementary Results and Materials section F.

Basket catheter recordings were performed as previously described in chapter 4.2.1. 64-electrode

basket catheters (Constellation, Boston Scientific, MA, 48mm(4mm spacing), 60mm(5mm spac-

ing)) were utilized, based on computed tomographic scan. Unipolar electrogram recordings (1-500

Hz, 2000Hz sampling frequency) were obtained in spontaneous or induced AF lasting ≥ 5 minutes

in the left and right atria. Catheter stability was verified fluoroscopically, and in Velocity (Abbott,

IL, USA).

Sheep AF

Ovine persistent AF was induced via atrial tachypacing for 16 weeks at ≥ 300 bpm per minute

as described in chapter 4.2.1. Unipolar electrograms were obtained during an electrophysiology

study, using 64-electrode Constellation catheters (48mm). Electrograms were filtered from 1 Hz to

500 Hz, sampled at 2 kHz on NavX (Abbott, IL, USA). ≥ 5 minutes LA and RA recordings were

obtained.

Rat AF

Optical mapping in a rat AF model was performed as previously described by Aguilar et. al.

and Nattel et. al. [4, 172]. Male Wistar rats weighing 200-275 g were injected subcutaneously

(SC) with preoperative buprenorphine (0.03 mg/kg) and anaesthetized with 2% isoflurane. Under

endotracheal intubation and assisted ventilation, a left thoracotomy was performed, followed by

ligation of the left anterior descending coronary artery with 6-0 silk. The thorax was sutured using

a 3-0 silk and the skin was stapled using metal clips. Buprenorphine (0.03 mg/kg) was injected

SC 6 and 12 hours postoperatively. Echocardiography was performed at baseline 1 day before

the surgery, then 2 weeks later, to assess successful MI, and followed by final echocardiography 3

weeks following surgery. The same day, rats underwent transesophageal electrophysiological study

(EPS). The heart was excised and perfused in Langendorff mode with Krebs solution at 30 ml/min

and 37degC. After 30 min for stabilization and electrical/mechanical decoupling with blebbistatin

(15 M), the heart was loaded with di-4-ANEPPS (Biotium, Inc., Hayward, California). A charge-

coupled device (CardioCCD, RedShirtImaging, LLC, Decatur, Georgia) was used to record RA

free wall fluorescence at 1 kHz. Optical maps were obtained during AF induced by 1.5 × threshold
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current 2 ms stimulation at a reducing cycle length from 150 ms to 20 ms.

Rat VF

Optical mapping in a rat VF model was performed as previously described by Ilkan et. al. [112].

Rat hearts were excised and transferred to a Langendorff apparatus, and retrogradedly perfused

through the aorta with oxygenated Tyrodes solution. Perfusion pressure was maintained at ∼60

mm Hg by adjusting perfusion flow. Hearts were regulated at 37deg C. Volume conducted electro-

cardiograms (EGMs) were recorded. Background fluorescence intensity was measured periodically

in 1 minute intervals, using a 6400 pixel charge coupled device.

Computer Simulated Fibrillation

Computer simulations were based on transmembrane voltages generated using the Ten Tusscher-

Panfilov model on 2-D, isotropic square grids (80 x 80) as previously described in chapter 4.2.1.

Model calculations are in Supplement B. Three fibrillation-type scenarios were generated: i) con-

tinuous fibrillation with uniform electrophysiological properties, ii) stable spiral with uniform sur-

rounding electrophysiological properties and iii) stable spiral surrounded by non-uniform surround-

ing electrophysiological properties. These scenarios were generated by varying the recovery variable

λd1 as described in Supplement B, and were selected to understand the effect of spiral breakup on

PS destruction and formation.

6.2.2 Cleaning, Filtering and Sinusoidal Recomposition

Unipolar signals, surface ECG, and 3D data were exported from NavX, and signal processing of

AF electrogram signals was performed similarly to previously published studies [50]. As unipolar

electrograms often pick up far field ventricular artifact, QRS subtraction was performed to remove

the ventricular component of the signal, allowing only atrial activity to be analysed. Specifically,

QRS subtraction was performed using a template matching method as described by Shkurovich

[223]. The template subtraction method uses a detection algorithm by Pan and Tompkins [191]

to detect QRS complexes in the signal. Using these complexes, a ‘median’ ventricular complex

is constructed by aligning the detected QRS segments at their respective fiducial points, and

performing a median operation of the matching points. Subtracting the median complex from

each ventricular complex results in signals free from QRS complexes and hence ventricular activity

(Figure 6.1). QRS subtracted signals were filtered using a 4th order Butterworth fitted with a 1

to 30 Hz band pass filter applied in forward and reverse mode [50].

Following this, sinusoidal recomposition of the signal was applied to transform the AF elec-

trogram signal into a sum of sinusoidal wavelets (Figure 6.2). Doing so increases the accuracy of
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Figure 6.1: Schematic showing QRS subtraction from an AF electrogram. Fiducial points are

indicated by red dot

the phase reconstruction using the Hilbert transform, as mathematically this transformation works

best on signals with a sinusoidal morphology (e.g. ventricular signals). As atrial signals are char-

acterised by long iso-electric intervals between consecutive deflections, these can result in artifacts

in the reconstructed phase [135]. The sinusoidal recomposition transforms AF electrograms into

sinusoidal wavelets which only exist when there is a negative derivative in the original signal (as a

negative slope in a unipolar electrogram corresponds to the passing of a wavefront). The amplitude

of the wavelet is proportional to the slope of the signal, and has a period equal to the mean cycle

length of the electrogram (which was derived from the dominant frequency of the electrogram).

These properties result in more accurate phase reconstruction for subsequent PS analyses, which

is given by the ‘sawtooth’ wave in 6.2.

Figure 6.2: Schematic showing sinusoidal recomposition in paroxysmal and persistent AF
Original AF electrogram is shown above, and negative slope or derivative of this signal is used to construct a

sinusoidal wavelet transform (middle). The sinusoidal morphology helps construct a Hilbert transformed phase

signal (bottom), whereby one phase cycle is represented by a single ’sawtooth’ complex traversing from -pi to +pi

For optical mapping data, a Gaussian smoothing filter was applied to the transmembrane volt-

age (fluoresced signal) to improve the signal to noise ratio and phase reconstruction. This step is
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crucial for accurate PS detection as shown in Figure 6.3, where it can be seen that no single point

exists in which all phase values (denoted by all colours from blue to red) meet. Consequently, no

PS will be detected in the un-smoothed signal. The Gaussian smoothing filter is a 2-D convolution

operator that uses a smoothing kernel to average data points in an image with its neighbouring

points, which has the effect of blurring sharp edges and smoothing the data [21]. Computationally,

the smoothing kernel used is a Gaussian function that expresses the Gaussian or ’normal’ distri-

bution [265]. The amount of smoothing achieved is determined by the standard deviation of the

distribution σ, as shown in equation 6.1:

G(x, y) =
1

2πσ2
e−
x2 + y2

2σ2
(6.1)

where x and y give the distance from the origin in the horizontal and vertical directions respec-

tively [265].

Figure 6.3: Optical mapping phase reconstruction before and after Gaussian smoothing
In the un-smoothed phase reconstruction, the phase singularity cannot be determined as no clear point exists

where all phase values (blue to red) meet. In the smoothed phase reconstruction, the phase singularity point can

clearly be seen in the centre of the rotor

Hilbert Phase Mapping and Phase Singularity Detection

Instantaneous phase for each electrogram was computed by applying the Hilbert transform on

cleaned and sinusoidally reconstructed signals. Mathematically, the Hilbert trasnform can be

given as follows:

φ(t) = arctan
(−u(t)− u∗)
H(u)(t)− u∗

(6.2)
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where u∗ sets the origin of the phase plane with respect to the phase that is computed.

To detect PS, two approaches were used to allow for cross validation: i) the line integral [113]

and ii) the double ring extended topological charge approach [136]. The classical line integral

approach is based on the line integral of the phase gradient:

∮
c

∇φdl (6.3)

where ∇ is the spatial derivative, c is a closed loop surrounding a given point and φ is a phase

map [113]. Because the integral has to be discretized and approximated, c becomes the ring of

electrode that encircles a point being tested for the presence of a PS. Theoretically, the integral

should result in ±2π only at phase singularity points. To implement this in the study, a the PS

detection algorithm was employed as first described by Iyer and Gray [113], whereby a path length

of eight pixels was used to compute the line-integral or phase change around a site. A PS is said

to exist at the intersection of the four pixels identified by the PS-finding algorithm (2.3.5).

PS detection was also performed using the double-ring extended topological charge method

to avoid noise-related issues [136]. The double ring method is a modification of the line integral

method shown in equation 6.3, and consists of an inner 2 x 2 grid, enclosed by an outer 4 x 4

ring of electrodes. In a small 2 x 2 ring, PS detection translates to the presence of just a single

phase difference greater than pi, which is half of the full 2π cycle. The PS is said to exist at the

intersection of the four pixels constituting the inner 2 x 2 ring. As using a single 2 x 2 ring may

encompass more than one wave and cause artificial phase transitions, the second ring is added to

ensure a PS is only identified if it is simultaneously detected by both the inner and outer ring.

This results in greater noise insensitivity (2.3.5. Given the increased robustness of the extended

topological charge method, the results presented throughout this chapter are calculated using this

approach, with the line-integral results presented in section 6.3.4 for cross-comparison.

6.2.3 PS look-up table

To determine PS lifetime and PS inter-formation event times, a look-up table indexing onset time,

offset time and electrode location for each new PS detection was created. A new PS detection event

was defined as the detection of a PS at an electrode and its surrounding 1-electrode neighbourhood

for geq 20 consecutive frames, corresponding to a duration of 10 ms. The look-up table enabled

computation of histograms for: (i) PS lifetimes and (ii) inter-formation event times.
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Figure 6.4: Example phase maps from basket catheter (left) and optical mapping (right).
Two example phase maps showing basket catheter data (left) versus optical mapping data (right). Phase

singularities (PS) are indicated by the black dot, surrounded by white ring. A larger number of PS are detected in

basket data due to the larger mapped field.

6.2.4 Modelling PS formation and destruction using a stochastic renewal

theory framework

To gain insights about the underlying data generating mechanisms responsible for the formation

and destruction of phase singularities during atrial and ventricular fibrillation, data from the 5

model systems was analysed using a stochastic renewal theory framework. Specifically, the study

hypothesised that PS lifetimes and formation times would occur due to a Poisson renewal process.

A Poisson renewal process is a special type of stochastic or random process (chapter 5.2.1). It is

characterised by an arrival process in which the times between events are independent, but events

occur at a long-term constant rate (Figure 6.5 i and 6.5 ii). In the discrete case, the probability

distribution function (PDF) of the Poisson process takes the form of a geometric distribution,

which converges to an exponential distribution when large numbers of of events are considered

(Figure 6.5 iii). A proof of this convergence is provided in Supplement G.

If data possesses these properties, it implies the generating process is a Poisson renewal process

and therefore should produce an exponential distribution of inter-event times. Under this rationale,

the study investigates whether PS lifetimes and inter-formation event times produce exponential

distributions. This would suggest that although the behaviour of individual PS are random, the

long-term average rate of formation and destruction will be stable.

Examples of Poisson processes in other scientific disciplines include the timing of radioactive

decay events [206], and in simple models of survival analysis [233].
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Figure 6.5: Properties of a Poisson Process

Probability distribution function of PS lifetimes and as an index of PS destruction

For each epoch, observed experimental PS lifetime data was fitted with an exponential distribution

given by the probability distribution function (PDF):

f(t) = λde
−λdt (6.4)

where λd gives the rate of PS destruction, and t denotes the PS lifetime. Specifically, data

was fitted using non-linear least-squares regression, and the adequacy of fit determined using the

R-squared value (R2). To validate, PS data was fitted using maximum likelihood and adequacy of

fit evaluated using the chi-squared (χ2) goodness of fit test.

Probability distribution function of PS formation times and as an index of PS forma-

tion

To evaluate the contribution of stochastic processes to PS formation, we also calculated R2 of the

probability distribution function (PDF) given by equation 6.5:

f(t) = λfe
−λf t (6.5)

where λf gives the rate of PS formation, and t denotes the time between consecutive between

PS formations. Like PS lifetimes, formation time data was fitted to an exponential distribution

using non-linear least squares regression.

For interpretability, the cumulative density function (CDF) was also calculated to show the

probability that a new PS has formed after an inter-formation event time of t (Figure 6.10). The
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exponential CDF can be given by:

f(t) = 1− eλf t (6.6)

where λf is the formation rate parameter, and t the time between formation events. Maximum

likelihood was used for cross-comparison.

Non-linear Least Squares Data Fitting

Parameter fitting to the exponential distribution was first completed using non-linear least squares

on the probability distribution function (PDF) for each case. PDFs were generated by binning PS

lifetime and inter-formation time data to form normalized histograms. Data fitting was performed

in Matlab, and the fitting options selected include the Trust-Region Algorithm, with minimum

difference change 1.0−8, and maximum iterations set to 400. The r-squared (R2) value was used

to determine the adequacy of fit.

Maximum Likelihood Fitting

As a comparison to an alternative data fitting approach, PS data was also fitted using maximum

likelihood. For continuous data, a histogram can throw away information and fitting is also depen-

dent on the choice of bin edges and bin widths. Maximum likelihood does not suffer from these

problems, and as such was used as a comparative approach. Data fitting was performed in Matlab,

using the probability density function (PDF) of each case. The chi-squared (χ2) goodness of fit

test was used to assess the adequacy of fit, which uses the null hypothesis that the data evaluated

comes from an exponential distribution (p < 0.05 for non-exponential data).

Sensitivity analyses

To cross-validate, a number of sensitivity analyses were conducted. First, electrode permutation

was performed to destroy spatial correlations and assess the sensitivity of PS detection. This

was done to determine whether the rates of PS formation and destruction from the experimen-

tal observed data would be the same as from pure noise. To perform electrode permutation, the

64 electrodes of the basket catheter were randomly shuffled spatially prior to phase reconstruc-

tion (Figure 6.6), and PS detected on the randomly permuted grid. This allowed permuted rate

constants to be determined and compared with experimental λf and λd.
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Figure 6.6: Electrode permutation of 8x8 basket catheter grid

As an additional sensitivity analysis to ensure results do not arise from pure noise, rate es-

timates after single electrode elimination were also computed. In this instance, all phase values

corresponding with the electrode to be deleted were set to 0 in order to maintain a symmetrical 8

x 8 grid, but break spatial correlations associated with the electrode.

To validate the computation of rate constants, λf calculated from inter-event time distributions

were compared to λf directly calculated from the slope of the cumulative PS count data (Figure

6.7). Mathematically calculation of the rate constant from these two methods should be equivalent

(5.4), however, for validation this extra calculation step was performed.

Although no two events (PS) can occur simultaneously in a Poisson renewal process, the limited

temporal resolution of experimental data means some PS may appear to arrive simultaneously. This

is because experimental conditions do not permit data to be sampled at an infinitely small time

interval (or in other words at an infinitely large sampling frequency). To ensure these ‘simultaneous

arrivals’ did not effect calculations, rate constants λf and λd were calculated using the raw data,

as well as data after omitting concurrent PS events. Concurrent PS events were defined as PS that

either formed or died within the sample time step/sample.

Given that long lasting rotors have been put forward as drivers of AF, the consistency of the

exponential distribution was also calculated for only longer-lasting PS to determine whether rotors

of greater stability also follow Poisson renewal processes. To calculate this, PSs > 150 ms across

patients were pooled and the distributions for λf and λd examined.

Lastly, as the PS tracking and partitioning algorithm for creation of the PS look-up table

requires input parameters to set the tracking window length, the impact of changing this tracking

threshold on the computed rate constants was assessed. Computationally, varying this window

alters the number of time steps that the algorithm searches for a PS existing within the same

x, y location. If another PS is not located in the vicinity of this x, y location within the tracking

window, it will subsequently be labelled as a new PS.
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Figure 6.7: Calculation of rate constants from cumulative count slope and exponential PDF

6.2.5 Comparison with Maximum Entropy (MaxEnt) Predicted Distri-

bution

Maximum Entropy (MaxEnt) is a rigorously proven principle of statistical inference allowing pre-

diction of the least-biased (most purely random) underlying probability distribution, given prior

constraints. MaxEnt has been applied in physics [224], neuroscience [213], and ecology [105]. A

mathematical step-by-step guide for calculating the MaxEnt distribution is provided in Supplement

H.

If the observed experimental data distribution matches that predicted by MaxEnt, it implies

the generating process can be accurately modelled as purely stochastic and random, except for

the constraint of the mean rate. This study compares the distributions of observed waiting-times

for PS formation and destruction to those predicted by MaxEnt to further validate whether these

processes can be accurately modelled as stochastic Poisson renewal processes.

6.2.6 Comparison with PS Data in Other Studies

For further cross-validation with published source data, a systematic review of the PubMed English

language medical literature was conducted to study the distribution of PS inter-event time data.

The search criteria was: ‘atrial fibrillation OR ventricular fibrillation AND rotor* OR phase

singularit* OR spiral wave*.’ Ventricular fibrillation was also included as it was reasoned that

a similar stochastic process could apply in VF, and a subgroup analysis was performed for these

data. The criteria for inclusion were studies in humans or experimental model systems reporting

histogram or probability distribution data for phase singularity inter-event distributions. Studies

were excluded if they were reviews, editorials, or commentary. Candidate full-text studies were

retrieved for secondary review, with final inclusion determined by consensus (Figure 6.8). It can
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be noted that in the identified studies, only PS lifetime data was provided, hence no existing PS

inter-formation event distributions could be analysed.

For each study, histograms of PS lifetime were digitized, with probabilities measured with

digital calipers (DigitizeIt, Koln, Germany). λd observed was computed from the exponential

decay constant of the digitized PDF. To cross validate, the λd MaxEnt was computed using the

principle of Maximum entropy and Langrangian multipliers.

Figure 6.8: Search and inclusion criteria for systematic review of current literature

6.3 Results

6.3.1 PS Destruction in Human and Animal Cardiac Fibrillation

PS lifetime distributions for all human AF cases (19/23 persistent AF, Supplement F) showed

an exponential distribution (Figure 6.9), with R-squared values (R2) ≥ 0.90. A summary of

data fitting results is shown in Table I.1 (Supplement I). The mean PS destruction rate (λd) was

4.6%/ms±1.5 (95%CI, 4.3, 4.9), translating to a PS half-life (t1/2) of 15 ms (95%CI, 14, 16).

There were no statistically significant differences (P=0.18) in PS destruction λd between the LA
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(4.5%/ms (95%CI, 4.1, 4.8)) and RA (4.9%/ms (95%CI, 4.3, 5.4).

PS destruction in sheep tachypaced sustained AF was similar to humans, with PS lifetime

distributions showing good fits to the exponential distribution (R2 ≥ 0.90, Table I.2) Supplement

I). In sheep, the mean was 4.6%/ms±1.4 (95%CI, 4.3, 4.8) and t1/2 equal to 15 ms (95%CI, 14,

16). Mean λd sheep did not differ significantly between LA (4.5%/ms (95%CI, 4.02, 5.1)) and RA

(4.22%/ms (95%CI, 3.8, 4.6)) (P=0.20).

Rat AF data demonstrated PS lifetime distributions that were well fitted by an exponential

distribution (R2 ≥ 0.90)(Table I.3, Supplement I), with a mean λd of 38%/ms±6.6 (95%CI, 22,

55). (t1/2) was 1.8 ms (95%CI, 1.2, 3.1). Faster λd may be accounted for by the differences in

action potential dynamics of the rat in comparison to larger mammals.

In rat ventricular fibrillation, PS lifetime curves also showed good fits to an exponential distri-

bution (R2 ≥ 0.92)(Table I.4, Supplement I). Similarly to rat AF, faster λd was observed (λd =

46%/ms±21 (95%CI, 31, 60), (t1/2) was 1.5 ms±3.3 (95%CI, 2.2, 5.7)).

6.3.2 PS Formation in Human and Animal Cardiac Fibrillation

Similarly to PS destruction, PS formation probability density functions (6.10) showed exponential

distributions (R2 ≥ 0.90 (Table I.5, Supplement I)). Mean λf was 4.2%/ms±1.1 (95%CI, 4.0, 5.0),

translating to a t1/2 of 16 ms (95%CI, 13, 17). For interpretability, the cumulative density function

(CDF) is also provided to show the probability that a new PS has formed after an inter-formation

event time of t. λf in the LA (4.9%/ms (95%CI, 4.5, 5.4)) was not different to the RA (4.1%/ms

(95%CI, 3.6, 4.6) (P=0.28)).

Tachypaced sheep curves also showed good fits with exponential distributions in all cases (R2

≥ 0.90 (Table I.6 Supplement I). Mean λf was 4.4%/ms±1.4 (95%CI, 4.1, 4.7), corresponding to

a PS half-life (t1/2) of 16 ms (95%CI, 15, 18). λf for PS formation in the LA (LA: 4.5%ms/s

(95%CI, 5.1, 6.7) was not different to the RA (4.6%ms/s (95%CI, 5.3, 6.9))(P = 0.79).

Rat AF also showed good fits with an exponential distribution for all cases (R2 ≥ 0.90). Mean

λf was 33%/ms±8.8 (95%CI, 11, 55) and t1/2 equal to 2.1 ms (95%CI, 12, 6.3). Again, λf was

faster in comparison to human and sheep (Table I.7, Supplement I).

In rat VF, mean λf was 38%/ms±24 (95%CI, 22, 55) and t1/2 equal to 1.8 ms (95%CI, 1.3, 3.2).

All cases showed good fits with an exponential distribution (R2 ≥ 0.91) (Table I.8, Supplement I).
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Figure 6.9: PS destruction occurs via a Poisson renewal process
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Figure 6.10: PS formation occurs via a Poisson renewal process
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6.3.3 PS Lifetimes in Computer Simulated Fibrillation

Figure 4 shows the distribution of PS lifetimes in the Ten-Tusscher Panfilov model of fibrillation

in 3 different scenarios. Figure 6.11A shows fibrillation in the case of uniform electrophysiological

properties. It can be seen that the distribution of PS lifetimes follows an exponential distribution

consistent with a Poisson renewal process (R2=0.99; λd = 8.97%/ms). Figure 46.11B shows the

impact of introducing a stable spiral into this model. In this case, the distribution of PS lifetimes

remains exponential consistent with a Poisson renewal process (R2=0.99), with a slight reduction

in the rate constant of destruction potentially accounted for by the area controlled by the stable

spiral (λd = 8.42%/ms). Figure 6.11C shows the impact of introducing electrophysiological non-

uniformity of the µ1 recovery variable in the presence of a stable spiral. It can be seen that this

also shows an exponential distribution (R2=0.97) consistent with a Poisson renewal process, but

the rate constant of PS destruction is decreased compared to the earlier cases with uniform values

of the µ1 recovery variable (λd = 6.60%/ms).

Figure 6.11: PS lifetime distributions under different scenarios of fibrillation
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6.3.4 Results from sensitivity analyses

For sensitivity analysis, datasets were subjected to repeat analyses using the line integral topologi-

cal charge PS detection method [113]. PS lifetime and inter-formation event time curves showed ex-

ponential distributions, consistent with findings using the double-ring extended topological charge

method. In humans λd was equal to 4.5%/ms (95%CI, 3.8, 4.3; t1/2: 15ms (95%CI, 16, 18)). In

sheep AF, λd was 3.7%/ms (95%CI, 3.4, 4.0; t1/2: 19ms (95%CI, 17, 20)). PS formation was

similar, with λd in humans equal to 4.8%/ms (95%CI, 4.6, 5.1) and in sheep, 4.4%/ms (95%CI,

4.2, 4.7).

Electrode permutation resulted in an increased number of PS detections using the line inte-

gral approach (un-permuted count: 330±6.4 PS; permuted count: 415±4.7 PS). Contrastingly,

the double ring approach decreased the number of PS detections (un-permuted count: 261±1.9

PS; permuted count: 257±2.0 PS), confirming its noise insensitivity. Permuted data consistently

yielded lower λd for both PS detection methods, with mean λd equalling 2.8 %/ms for unshuffled

data, and dropping to 1.2 %s PS/s for shuffled data using the line integral approach approach.

Results were similar for the double ring approach (un-permuted- λd: 4.4 %m/s; permuted λd:

2.3 %/ms). A one sample t-test verified consistent statistical significance between permuted and

un-permuted λd (p < 0.001 for all cases).

Figure 6.12: Effect of single electrode deletion in a single example case

As an additional sensitivity analysis, λd estimates after single electrode elimination were also

computed. An example case is shown below in Figure 6.12. λd estimates were very comparable

to those calculated without the removal of any electrodes, and that the average of this was equal

to λd computed without eliminating any electrodes. Further, λd with and without single electrode

deletion was not statistically different (P = 0.386). The range of λdvalues are shown in Figure

6.12, which plots the electrode (1-64) that was eliminated on the x-axis, vs. the computed rate of

destruction on the y-axis.
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To verify the validity of calculating rate constants from the inter-event time distribution, λf

was computed independently from the time series of the events. To do this, the hazard function

was directly calculated from the slope of the cumulative arrival count data (the time series) as

illustrated by A in Figure 6.13. This was compared to the rate constant of PS formation derived

from the distribution of inter-event times (as illustrated by Figure 6.13B). The rate of formation

for both methods was strongly correlated (R = 0.956) (Figure 6.13C).

Figure 6.13: Correlation between lambda computed from the cumulative slope (time series) vs.

inter-event times (exponential PDF)

To assess the incidence of simultaneous arrivals and whether they significantly impact exper-

imental measurements of λf and λd, an additional sensitivity test was conducted. Simultaneous

arrivals only occurred in 0.5% of PS events, and removal of these events from the analysis were

not shown to significantly alter computed λf and λd (Figure 5).

Figure 6.14: Effect of simultaneous events
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To evaluate whether long lasting PS would also follow a Poisson renewal process, the consistency

of the exponential distribution in PS > 150ms (pooled across patients) was examined. As shown in

the Figure 6.15, longer lasting PS also produced an exponential distribution for both PS lifetimes

and inter-formation times. The exponential distribution of PS time-to-event data supports the

notion that a Poisson renewal parameter determines the instantaneous and random probability of

formation and destruction of individual PS.

Figure 6.15: Analysis of long lasting PS

As a final sensitivity analysis, analyses were repeated after varying the parameter sensitivity of

the PS partitioning algorithm such that a PS were required to be present for ≥ 10, 20, 30, 40 and

80 consecutive frames (corresponding to durations of 5ms, 15ms, 20ms and 40ms respectively at a

2000 Hz sampling frequency). As shown below in Figure 6.16, increasing the length of thr tracking

window did not significantly alter computed λd, with estimates shown to be strongly correlated

by points lying on the line of identity. Computed λd also began to converge after increasing the

number of frames ≥ 30.
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Figure 6.16: Effect of varying tracking window length

6.3.5 Comparison with Maximum Entropy Predicted Distribution

PS lifetime distributions for PS destruction returned similar experimental λf and MaxEnt derived

λf in both humans and sheep (Human: 4.9%/ms (95%CI, 4.6, 5.3); Sheep: 4.6%/ms (95%CI, 4.2,

5.0)) (S16), which were strongly correlated (Human R2: 0.99; Sheep R2: 0.99). PS formation

demonstrated similar results (Human: 4.3%/ms (95%CI, 4.0, 4.5); Sheep: 3.7%/ms (95%CI, 3.3).

Figure 6.17: MaxEnt Predicted and Fitted λf are Highly Correlated
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6.3.6 Comparison with Experimental Observations from Previously Pub-

lished Studies

In the systematic literature search 1782 references were identified, with 23 retrieved for full-text re-

view. A further 6 articles were identified that produced a phase singularity distribution histogram.

The the search criteria is outlined in Figure 6.8. PS lifetime histograms from published papers are

reproduced in Figure 6.18, showing that these distributions were consistent with an exponential

form (Table 6.1). Rate constants for λdmaxEnt and λdobserved were comparable in all cases, and

also produce similar values to the observed experimental λd from this study.

YEAR AUTHOR AF/VF MODEL
λdMaxEnt

(%/ms)+

λdobserved

(%/ms)++

2000 Chen VF Sheep, optical mapping 6.8%/ms 6.1%/ms

2000 Chen AF Sheep, optical mapping 5.1%/ms 5.2%/ms

2006 Kay VF Porcine optical mapping *
2.7

%/ms

2017 Kuklik AF Contact plaque ** 1.6%/ms

2018 Child AF Human basket catheter 2.7%/ms 3.4%/ms

2018 Christoph VF
Optical mapping,

electromechanical mapping
2.1%/ms 2.9%/ms

Table 6.1: Systematic Review Results - Studies showing histogram or probability distribution for

phase singularity lifetime in AF and VF 2000-2018

+ Predicted λ is derived from expectation of PS lifetime using Lagrangian multipliers as shown in Methods

++ Observed λ is determined from nonlinear least squares fitted coefficient for the probability distribution for PS

lifetime

*Estimated based on text that 0.996 of PS were <200ms, MaxEnt prediction unable be calculated as sample

mean for PS lifetime because binning was too wide (200ms). PS –observed based on curve fit.

** MaxEnt prediction unable to calculate sample mean for PS lifetime as binning too wide (by rotation number)

to allow estimation of sample mean lifetime; λ -observed based on fitting curve to histogram with estimated PS

lifetime for 1 rotation of 160ms.
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Figure 6.18: Phase Singularity lifetime histograms from previously published studies consistently

demonstrate exponential distributions irrespective of mapping modality. Reprinted with

permissions.

6.4 Discussion

The continuous appearance and disappearance of unstable re-entrant circuits is a distinguishing

feature of cardiac fibrillation. This study shows that PS lifetimes and inter-formation event times

during AF and VF show exponential distributions, consistent with the notion that PS disappear

and are regenerated by Poisson point processes. The results provide a universal quantitative

framework to characterise the formation and destruction of PS in cardiac fibrillation, and indicate

that paradoxically during periods of sustained AF and VF, the system dynamics are conserved,

despite the aperiodic turbulence of wave propagation.

6.5 Unstable re-entrant circuits - a historical context

The observation of unstable re-entrant circuits in cardiac fibrillation has been a consistent finding

throughout the history of the field [89,129,143] (chapter 5.3), but thus far, the characterization of

these processes has predominantly been qualitative. Indeed, the absence of quantifiable predictions

based on the multiple wavelet theory has been a criticism levelled at Moe’s original conceptuali-

sation [193]. Although multiple reports have observed the stochastic nature of the formation and
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disappearance of re-entrant circuits, the statistical processes underlying these events have not been

well studied.

An interesting feature of the previous literature is that exponential distributions of PS lifetimes

are observable in many published data from AF [48, 50, 136] and VF [48, 51, 124]. However, in

these studies the connection of the distribution to the underlying data generating process was not

explored. Collectively, however, this provides support for results of the current study.

6.5.1 AF and VF as renewal processes

Poisson point processes are the archetypal example of a renewal process, in which the inter-event

waiting times are independent, but the long-term rate is constant. Mechanistically, the results

may perhaps provide a bridge between the multiple wavelet and rotor theories of fibrillation, by

suggesting that continuous generation and destruction of PS (e.g. wavebreaks in Moe’s theory),

can be conceptualized as a memoryless, stochastic processes, strictly governed by measurable rate

parameters, but that long lasting rotors can also co-exist though are a rare phenomena. As PS

have a fixed rate of being destroyed at any given time, long lasting rotors are less likely to occur.

This is further supported by the exponential distribution of PS lifetimes, which shows a decrease

in the number of PS observed the longer the lifetime becomes.

6.5.2 Origins of the exponential limiting distribution - applying the prin-

ciple of maximum entropy

An important question is the origin of the exponential distribution of PS formation and destruction.

The phenomenon of microscopic uncorrelated stochastic processes adding to macroscopically stable

limiting distributions is a constant motif repeated throughout nature [80,105]. This occurs because

if the system is averaged over long periods of time, then fluctuations in dynamics of natural systems

tend to summate towards recognisable distributions. The principle of MaxEnt [120] has been used

in a variety of fields including neuroscience and ecology [23] to enable prediction of the least

biased (most stochastic) distribution of a sample. Demonstration that the observed data fits the

MaxEnt predicted distribution shows that lifetime processes of PS formation and destruction can

be accurately modelled as stochastic processes.

6.5.3 Implications for overall cardiac fibrillation system dynamics

The switch from sinus rhythm into fibrillation has been considered a form of chaos [87, 88]. Such

systems may have the property of being dissipative, in the sense that the long-term trajectory

through the system phase space is unstable, or conservative, so that the long-term behaviour of
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the system dynamics in phase space is conserved [73]. By demonstrating that the processes of

PS destruction and formation are regenerative renewal processes, it suggests that this aspect of

sustained AF and VF is a conservative, rather than dissipative, nonlinear system [73]. This is

consistent with the clinical behaviour of AF, which in persistent forms can last for decades. The

nature of how AF becomes more persistent, and how terminations in AF and VF occur, remain

questions that will be objectives of future studies.

Computer simulations were performed to evaluate the impact of introducing stable spirals

and electrophysiological inhomogeneities into cardiac fibrillation. Fibrillation in the absence of

stable spirals showed an underlying PS lifetime distribution that was consistent with an underlying

Poisson renewal process. The addition of a single stable spiral into the continuous fibrillation model

led to a small reduction in λd, perhaps by supressing spiral breakup in the local area of the stable

rotor. Adding inhomogeneities to the recovery variable µ1 led to significant decrease in λd, perhaps

by leading to a more global suppression of spiral breakup [232].

6.5.4 Implications for candidate biological mechanisms in cardiac fibril-

lation

A number of potential mechanisms have been proposed for the maintenance of atrial and ventric-

ular fibrillation including multiple wavelet re-entry [165], discrete local rotors [96, 225], repetitive

focal activation [143] and endocardial to epicardial dissociation. This study finds support for a

mechanism of fibrillation based on formation and destruction of phase singularities, which most

closely relates to the notion of rotors. However, rather than individual discrete local rotors au-

tonomously driving fibrillation, the study suggests that it is in fact the continuous generation and

annihilation of PS that leads to the perpetuation of AF and VF.

The reason why this occurs lies in the topological constraints on phase singularity dynamics

[262]. Every PS formed by a rotor is, at least for an instant, surrounded by the complete phase

cycle and therefore provides the opportunity for incoming waves to break, thereby forming a new

PS. Further, every PS is at a continuous fixed incoming risk of annihilation by an incoming wave

arising from a counter-chiral PS. Collectively, this suggests that a cycle of continuous formation

and destruction of PS leads to the perpetuation of fibrillation.

6.5.5 Interpretation for the clinical context

The key point of the current study that PS formation and destruction are continuous Poisson

processes has potentially significant implications for treatment. It implies that despite the irreg-

ularity of electrical wave propagation in AF and VF, PS formation and destruction, essential to

the perpetuation of fibrillation, occur via stable mechanisms. The findings explain why temporal

119



instability is an essential property of individual rotors. Rotor temporal instability is a unifying

finding in most AF mapping studies that has presented a practical barrier to the reproducible

ablation of AF driving rotors. Potential future clinical applications could be to use the rates of PS

formation and destruction for monitoring clinical AF progression, and intraprocedural monitoring

of the effectiveness of catheter ablation strategies. Ongoing investigations are underway into these

possibilities.

6.5.6 Limitations

A key question at the heart of fibrillatory dynamics is the relative contribution of a casually de-

terministic role for rotors versus stochastic mechanisms in sustaining AF and VF. The current

study assumes the latter approach, and is consistent with a role for rotors in sustaining fibrillation

via continuous PS formation and annihilation. As such, it does not necessarily exclude a deter-

ministic role for stable rotors in experimental and clinical contexts seen outside the arrhythmias

studied. Additionally, as the study focused on PS dynamics, it is unable to address the relative

contribution of other potentially adjunctive mechanisms such as repetitive focal discharges [143]

or endo-epicardial dissociation.

6.5.7 Future directions

By recasting the formation and destruction of rotational events as renewal processes, the results

provide a universal theoretical basis for the modelling of rates of PS destruction and formation,

which may be related to the persistence and termination of the arrhythmia. These rate constants

are easily measurable statistical parameters that allow the fibrillatory process to be characterised.

Future research efforts should be directed to understand how AF and VF terminate, and to deter-

mine the effects of autonomic nervous system regulation, substrate modification, pharmacological

therapy and ablation strategies on renewal process parameters in relationship to successful termi-

nation or prevention of fibrillation, in order to obtain new mechanistic insights.

6.6 Conclusion

This study demonstrates that PS destruction and formation in cardiac fibrillation are renewal

processes. These results provide a potentially powerful universal quantitative framework to explain

the formation and destruction of rotational events in mammalian cardiac fibrillation.

To summarise, this study adds important insights to the current literature by:

• Providing the first universal framework to quantify the rate of formation and destruction of

rotational events in cardiac fibrillation
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• Showing that the formation and destruction of re-entrant activity occurs due to a stochastic

Poisson renewal process, whereby even individual PS behave randomly, but the aggregate

rate of formation and destruction is stable

• The study provides a comprehensive investigation that cross-validates findings in 5 model

systems, using multiple mapping modalities in both atrial and ventricular fibrillation, as well

comparison with current literature using a systematic review

• This study is also the first to establish stochastic and renewal process theoretical approaches

as a means to study the behaviour of re-entrant activity in fibrillation
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Chapter 7

Renewal rate constants of phase

singularity formation and destruction

in atrial fibrillation are temporally

stable: implications for AF

mechanism

7.1 Introduction

As discussed in chapter 6, a recurring pattern in studies of cardiac fibrillation is that PS lifespans

follow exponential distributions [49,70,136]. The insight that PS lifetimes produce an exponential

distribution is important because it is the hallmark of an underlying Poisson renewal process. In

chapter 6, the formation and destruction of phase singularities (PS) was studied, demonstrating

that these could be modelled as Poisson renewal processes [70]. It was found that PS formation

and destruction processes followed exponential distributions of inter-event times, which can be

characterized by the formation rate (λf ) and destruction rate (λd).

A characteristic of Poisson renewal processes is that although the timings of individual events

are statistically independent, the underlying Poisson rate is stable over time [81]. In the context

of AF, paradoxically this would mean that the arrhythmia generating mechanism is temporally

stable, despite the superficial appearance of uncoordinated or random electrical wave propagation.

This is important, because it would recast the disorder of AF as the product of an underlying
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stable stochastic process. It would also have the practical implication that measuring the rate

constants λf and λd would be a simple, reliable way to characterize AF in individual patients,

compared to other measures of AF electrogram properties that are spatiotemporally variable over

time [69,100,119,211].

Here, it is hypothesised that if PS formation and destruction processes are stable, then the rate

constants λf and λd should be consistent over time. To investigate the temporal stability of λf

and λd this study systematically tested for the statistical property of stationarity. A stationary

process is one that conserves its statistical parameters over time [104]. To establish the property

of wide-sense stationarity, two key properties were investigated:

• consistency of the mean over time

• a time invariant autocorrelation function

To investigate whether the stationarity hypothesis applies to PS formation and destruction

processes, this chapter studies the statistical distributions of PS lifetimes, and the time taken

between the formation of new PS (referred to as formation times), in basket-catheter mapped

AF in humans and sheep. Specifically, it was evaluated whether estimates of λf and λd derived

using short-duration random time windows approach the long-term time domain average, hence

demonstrating conservation of the mean. The study also assessed whether the autocorrelation of PS

lifetime and formation times are independent of time. As a practical application of this stationarity,

this chapter concludes by estimating the minimum sampling time required to accurately determine

PS formation and destruction rates λf and λd.

7.2 Methods

7.2.1 Human Study Design and Data Acquisition

The human AF study was a multi-center observational design analyzing electrograms acquired

prior to ablation, as previously detailed in chapter 4.2.1. Details of this dataset are detailed in

Supplement F. The inclusion criterion was persistent AF undergoing clinically indicated ablation.

Patient participation was by informed consent, with recruitment from two centers (Flinders Uni-

versity, Australia), and Hamburg University (Germany). Patient characteristics are provided in

Supplement F.

Basket catheter recordings were performed as previously described in chapter 4.2.1. 64-electrode

basket catheters (Constellation, Boston Scientific, MA, 48mm (4mm spacing), 60mm (5mm spac-

ing)) were utilized, based on computed tomographic scan. Unipolar electrogram recordings (1-500

Hz, 2000Hz sampling frequency) were obtained in spontaneous or induced AF lasting at least 5
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minutes in the left and right atria. Catheter stability was verified fluoroscopically, and in Velocity

(Abbott, IL, USA).

7.2.2 Ovine Study Design and Data Acquisition

The ovine study was performed in a rapid atrial pacing model in sheep, involving right atrial

tachypacing for 16 weeks (≥300 bpm) to obtain persistent AF. The details of the model are as

reported previously in chapter 4.2.1.

Ovine persistent AF was induced in sheep via atrial tachypacing for 16 weeks at ≥ 300 bpm per

minute as described in chapter 4.2.1. Unipolar electrograms were obtained during electrophysiology

study, using 64-electrode Constellation catheters(48mm). Electrograms were filtered from 1 Hz to

500 Hz, sampled at 2000 Hz on NavX (Abbott, IL, USA). ≥5 minutes LA and RA recordings were

performed.

7.2.3 Cleaning, Filtering and Sinusoidal Recomposition

Signal processing was performed similarly the previous study outlined in chapter 6. Unipolar

electrograms, surface ECG, and 3D data were exported from Velocity (St Jude Medical, MN, USA)

in humans, and NavX (St Jude Medical, MN, USA) in sheep. QRS subtraction was performed

[223]. Signals were filtered using a 4th order Butterworth fitted with a 1 to 30 Hz band pass filter

applied in forward and reverse mode17. A Hanning window was applied for edge tapering, and the

Welch power spectral method applied. The Fourier dominant frequency was used as the wavelet

period for sinusoidal wavelet recomposition [135].

7.2.4 Hilbert Phase Mapping and Phase Singularity Detection, PS look-

up table

The instantaneous phase for each electrogram was constructed by applying the Hilbert transform

as detailed in chapter 6.2.2. A PS appears when the phase around a given point progresses through

from –π to +π. PS detection was performed using the double-ring extended topological charge

method (chapter 6.2.2). To determine PS lifetime and PS inter-formation event times, a look-up

table indexing onset time, offset time and electrode location for each new PS detection was created

as previously described (chapter 6.2.2). A new PS detection event was defined as the detection

of a PS at an electrode and its surrounding 1-electrode neighborhood for at least 20 consecutive

frames (10 ms). The look-up table enabled computation of histograms for: (i) PS lifetimes and (ii)

inter-formation event times.
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7.2.5 Computation of PS rates of formation λf and destruction λd

A schematic providing an overview of PS formation and destruction times is shown in Figure 7.1.

PS occur at the pivot of spiral waves, but also due to topological considerations at the end of free

wavelets (Figure 7.1A, 7.1B) [264,266]. The PS lifetime is the interval from the start to the end of

each PS, shown in red in Figure 7.1C. The PS formation interval defines the interval between the

creation of a new PS until the creation of the next consecutive PS, shown in blue in Figure7.1C.

For each epoch, observed experimental PS lifetime data was fitted with an exponential dis-

tribution using maximum likelihood as previously described (chapter 6.2.4). The adequacy of fit

was assessed using the chi-squared (χ2) goodness-of-fit test. The exponential decay constant (λd)

from of the probability distribution function (PDF) of PS lifetimes yields the average rate of PS

destruction. The exponential decay constant (λf from the probability distribution function of

inter-formation event times yields the average rate of PS formation.

Figure 7.1: A summary schematic to describe phase singularities, and the rate of PS formation

and destruction

7.2.6 Approaches to Establish Stationarity

A stationary process is one whose statistical properties are constant over time. To assess whether

PS formation and destruction processes are stationarity, the study tested for i) conservation of

the mean rate of PS formation (λf ) and destruction (λd) over time, and ii) a time invariant

autocorrelation function for PS lifetime and formation times. That is, the study sought to establish
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that:

µX(t) = µX (7.1)

where µX represents the mean value and t time. In addition, the autocorrelation function

should only depend on the time difference τ (and thus independent of time t) such that:

RX(t, t+ τ) = RX(τ) (7.2)

where RX is the autocorrelation function of {X(t)}, t time and τ the time shift [183].

7.2.7 Conservation of the mean

Random ensembles were constructed using randomly selected windows of consecutive PS to inves-

tigate whether the PS rate of formation and destruction (λf and λd) were conserved. Specifically,

λf and λd were estimated for each ensemble, and compared to the long-term average λf and λd.

Randomly windowed ensembles

To create random windows of size n, a random PS was selected as the starting index from the

look-up table of a 5-minute AF epoch, along with respective inter-formation event time. To ensure

windows remained of size n the starting index was selected such that it fell between the total

number of PS minus the window size n For each ensemble size, at least 1000 random ensembles

were created. PS data were fitted with an exponential distribution using maximum likelihood for

each random window, and the rate constants λf and λd were estimated. A schematic outlining the

creation of random ensembles is shown in Figure 7.3.

Autocorrelation

The autocorrelation for PS formation and destruction was assessed using the sample autocorrelation

function of the univariate time series of PS lifetimes or PS formation times respectively. Specifically,

the autocorrelation function of a stochastic process is given by measuring the correlation between

the time series yt and yt+k (e.g. a time shifted or ‘lagged’ version of the time series). The sample

autocorrelation function rk for lag k is given by [34]:

rk =
ck
co

(7.3)
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where co is the sample variance of the time series, and ck the estimate of the autocovariance

γ̂k given by:

ck = γ̂k =
1

T

T−k∑
t=1

(yt − y)(yt+k − y) (7.4)

where y is the sample mean of the time series, and T the number of observations [34].

Figure 7.2: Creation of ensembles using randomly sampled windows- an example for PS

destruction
A: Example probability distribution and λd estimated from full 5-minute epoch- PS destruction events denote the

time at which PS are destroyed. B: A random window is created by sub-sampling a random segment of continuous

PS events (shown here for a window length of 20 seconds). If the distribution and rate estimates closely

approximate those from the whole epoch, this suggests that the statistical properties are conserved and the process

is stationary.
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7.2.8 Minimum Sampling Calculation

To determine the minimum length of recording needed to accurately estimate λf and λd, the long-

term average λf and λd was first from each full 5-minute epoch. Upper and lower error bounds

for 1-20% error from the true λf and λd were then calculated (Figure 7.3). The number of PS

to be sampled from the look-up table (the sample size, n) was iteratively increased from 2 to the

total number of PS to simulate the effect of recording at different lengths. For each sample size n,

1000 random ensembles were created by randomly sampling a window of n consecutive PS. λf and

λd was estimated for each random ensemble. The percentage of ensemble estimates out of 1000

that fell within the 10% error of the true λf and λd was recorded, which allowed identification

the minimum sample size needed, and in turn length of recording. In this study specifically, the

minimum length of recording needed to obtain 95% and 90% of λf and λd estimates within 10%

error of the true λf and λd was calculated.

Using the PS formation look-up table, which records the cumulative count of new PS and the

respective times at which they appear, the time needed to achieve the minimum sample size was

determined by identifying the time at which the required number of PS have formed.

Figure 7.3: Example calculation for minimum sampling

7.3 Results

7.3.1 Conservation of the mean rate of PS destruction λd

The first condition to establish temporal stability of the rate of PS destruction λd is to verify that

the mean λd is conserved over time. Figure 7.4 A and B illustrate the creation of two example

ensembles using random 20 sec duration windows sampled from a 5-minute AF basket recording

from a patient in persistent AF. It can be seen that the distributions and λd computed from
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each random ensemble show good correspondence to the distribution and λd computed from the

complete 5-minute AF recording (Figure 7.4A and B). Figure 7.4C shows the estimated λd for all

1000 ensembles, each created using random a 20 second window.

Ensemble estimates of λd show good correspondence to the long-term mean λd of 3.56 %/ms,

with a low coefficient of variation (CV) of 1.52%. Very close approximation to the long-term mean

λd is consistently observed for ensembles created using various window lengths, shown in Figure

3D for window lengths of 20 seconds to 5 minutes (CV = 0.34%). When compared in all cases, λd

computed from 20 sec windows showed a strong correlation with λd computed from the respective

5-minute recording (R2 = 0.996; P < 0.001), and lie along the line of identity (Figure 7.4E).

Figure 7.4: PS destruction is a stationary process that is stable in the time domain

7.3.2 Time invariant autocorrelation function for PS destruction

The second condition to establish stationarity is to establish the absence of a temporal dependence

on the autocorrelation function. To study the autocorrelation function over time, individual PS
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lifetimes were considered as an ordered time series, and correlograms constructed. Example plots

for human persistent AF in the LA and RA are shown in Figure 7.5. It can be seen in this case

that the autocorrelation function approaches zero for all non-zero lags, indicating that PS lifetime

is independent of time. Correlograms for all cases are shown in Supplement J.

Figure 7.5: PS destruction is time invariant

7.3.3 Conservation of the mean rate of PS formation λf

Similar to λd, the study sought to establish whether the mean rate of PS formation λf approached

the long-term rate of formation over time. Figure 7.6A and 7.6B provides an overview of the

creation of random ensemble windows of 20 seconds. Distributions and λf computed from ran-

dom 20-second windows show good correspondence to the distribution and λf computed from the

complete 5-minute AF recording. Figure 7.6C shows the estimated λf for all 1000 ensembles, each

created using a random 20-second window. Ensemble estimates of λf show closely approximate

to the long-term mean λf of 2.63 %/ms, with a low coefficient of variation (CV) of 3.85%. Very

close approximation to the long-term mean λf is again consistently observed for ensembles created

using various window lengths (CV = 0.40%) (Figure 4D). λf computed from 20-second windows

showed a strong correlation with λf computed from the respective 5-minute recording in all cases

(R2 = 0.999; P < 0.001), and lie along the line of identity (Figure 7.6E).
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Figure 7.6: PS formation is a stationary process that is stable in the time domain

7.3.4 Time invariant autocorrelation function for PS formation

To study the autocorrelation function for PS formation, PS formation times were considered as

an ordered time series, and correlograms constructed. Example plots for human persistent AF

in the LA and RA are shown in Figure 7.7. It can be seen in this case that the autocorrelation

function approaches zero for all non-zero lags, indicating that PS lifetime is independent of time.

Correlograms for all cases are shown in Supplement J.
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Figure 7.7: PS destruction is time invariant

7.3.5 Minimum Sampling for Rate of PS Destruction λd

Minimum sampling required for λd estimation in human persistent AF

Figure 7.8A and B show the calculation of the minimum sampling required for a single human

AF case. The percentage of λd estimates from random short duration windows that fell within

a specified error percentage of the long-term mean λd was calculated (Figure 7.8A), and it can

be seen that with increasing error tolerance, a higher percentage of ensemble estimates of λd fall

within the error bound. Figure 7.8B shows the length of recording required to get 90% of ensemble

averages within 10% of λd in the same example case. A greater number of PS samples, and in

turn recording length, is required to estimate λd with higher accuracy. In this example epoch, 16

seconds of recording was needed to achieve an accuracy of 90% (Figure 7.8B).

For an accuracy of 90%, an average of 342 PS (95%CI, 289, 395) and a minimum recording time

of 14.64 sec (95%CI, 12.86, 16.42) was required (Figure 7.8C) and for 95% accuracy, an average of

403 PS (95%CI, 348, 458) was needed (Figure 7.8D). This translates to a minimum recording time

of 15.00 sec (95%CI, 13.22, 16.77).
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Figure 7.8: Minimum sampling required to estimate λd summary data from human persistent AF

Minimum sampling required for λd estimation in ovine sustained AF

Figure 7.9 shows an example of calculation of the minimum sampling required for a single ovine

sustained AF case. The percentage of randomly windowed ensemble averages within a specified

error percentage of the λd is shown in Figure 7.9A. Figure 7.9B shows that the minimum recording

duration to get 90% accuracy of the long-term mean λdis 9 seconds in the same example case.

Figure 7.9C shows that an average of 389 PS (95%CI, 363, 414) and minimum recording time

of 11.96 sec (95%CI, 8.57, 15.33) was required to achieve an accuracy of 90%. For an accuracy

of 95%, the minimum sampling increases to 401 PS (95%CI, 373, 429), translating to a minimum

recording time of 13.17 sec (95%CI, 9.73, 16.60) (Figure 7.9D).
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Figure 7.9: Minimum sampling required to estimate λd summary data from ovine sustained AF

7.3.6 Minimum Sampling for Rate of PS Formation λf

Minimum sampling required for λf estimation in human persistent AF

Figure 7.10A shows the number of PS required to get 90% of the randomly windowed ensemble

averages within 10% error of the long-term mean λf in a single example case of human persistent

AF. Figure 7.10B shows the same example, and it can be seen that the minimum recording duration

required to achieve 90% accuracy of λf is 16 seconds.

Figure 7.10C shows that an average of 418 PS (95%CI, 367, 467) and a minimum recording

time of 15.21 sec (95%CI, 13.30, 17.11) was needed to achieve an accuracy of 90% for λf estimates.

An average of 472 PS (95%CI, 407, 538) and a minimum recording time of 16.67 sec (95%CI, 13.60,
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17.23) was needed to obtain an accuracy of 95% (Figure 7.10D).

Figure 7.10: Minimum sampling required to estimate λf summary data from human persistent

AF

Minimum sampling required for λf estimation in ovine sustained AF

Figure 7.11A shows the percentage of randomly windowed ensemble averages within a specified

error percentage of the λf in a single example case of sustained ovine AF. Figure 7.11B shows the

minimum length of recording required to get λfestimates with 90% accuracy in the same example,

which in this case is 10 seconds.

Figure 7.11C shows that a minimum of 411 PS (95%CI, 334, 489) and a recording length of

11.22 sec (95%CI, 8.81, 13.63) is needed to estimate λf with 90% accuracy. For 95% accuracy, an
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average of 550 (95%CI, 453, 647) and a minimum of 12.33 sec (95%CI, 9.94, 14.71) of recording

was needed (Figure 7.11D).

Figure 7.11: Minimum sampling required to estimate λf summary data from ovine sustained AF

136



7.4 Discussion

Atrial fibrillation is characterized by complex, aperiodic wave dynamics, with rotors believed to play

a key role in sustaining AF [116,118,172]. In the previous chapter (6), it was shown that rotors are

destroyed and formed by Poisson point processes, yielding exponential distributions of PS lifetimes

and PS formation times. Here, the convergence of ensemble estimates obtained from randomly

created short duration time windows converge to the long-term time domain average suggesting

that in aggregate, λf and λd are consistent over time. Further, autocorrelation analyses showed an

absence of time dependence in PS time series data. Collectively, these data are consistent with the

concept that the limiting distributions of λf and λd are quite temporally stable. By demonstrating

the temporal stability of these underlying rate constants, the findings fundamentally reformulate

the prevailing notion that AF is incoordinate and chaotic. Instead, the aggregate stability of these

rate constants suggests a model of AF in which the underlying arrhythmia generating process is

temporally stable, despite the superficial appearance of randomness or incoordinate electrical wave

behavior.

7.4.1 Implications for the AF mechanism

These findings are of potential significance to contemporary understanding of AF mechanisms.

The typical textbook characterization of AF is an arrhythmia that is disorganized and irregular,

as a reflection of the underlying spatiotemporal instability of wave propagation in AF [37]. The

results of the study stand in marked contrast to this understanding of the underlying nature of

the arrhythmia, by suggesting that despite the apparent random nature of wave propagation, the

underlying limiting distributions of PS formation and destruction are wide-sense stationary. This

suggests that, counter-intuitively, the underlying generating mechanism for fibrillation is in fact

stable over the time.

The temporal stability of λf and λd is of relevance to the century-old debate regarding the

underlying AF mechanism, for which multiple mechanisms have been proposed including rotors,

multiple wavelet reentry, repetitive focal discharges and endocardial to epicardial dissociation [172].

The consistent finding of temporal stability of rotor formation and destruction rates in the current

study are consistent with a notion in which the fundamental nature of AF is based on being an

essentially temporally stable process, involving stochastic dynamical process based on repetitive

formation and destruction of re-entrant events.

In this regard, the findings of the study assist in the reconciliation of the rotor mechanism with

more stochastic theories of AF. An important strength of the renewal theory approach, however, is

that it provides quantitative understanding about the nature of AF. This is in contrast to earlier

formulations of fibrillation which qualitatively describe random aspects of electrical wave behavior,
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without providing a universal quantitative architecture [12,48,67,89,129,165,193]

7.4.2 Clinical Implications of temporal stability of λf and λd

Conceptualisation of AF as stochastic process based on repetitive regeneration and destruction of

new PS has important clinical implications. It would provide a mechanistic explanation for the

temporal instability of PS and rotors seen in the majority of clinical studies, and would suggest that

directed ablation of PS may be difficult or potentially impossible clinical target. At a practical level,

the demonstration of λf and λd as temporally stable measures of underlying fibrillatory dynamics

has the potential for clinical applications. Potential use cases include utilisation of λf and λd

as an objective physiological marker for the persistence or progression of AF, or intraprocedural

measurement of λf and λd as a marker for the likelihood of spontaneous AF termination.

7.4.3 Minimum sampling time to determine λf and λd

In essence, stationary properties in PS formation and destruction processes means the system

dynamics do not change over time. This has a number of practical implications: (i) it implies that

these rates can be estimated accurately irrespective of the start point at which data is sampled; (ii)

PS destruction and formation rates can be estimated from short duration AF recordings, amounting

to around 15 seconds in basket catheter mapped AF. This has potential for practical application

as a reliable marker of AF dynamics.

7.4.4 Comparison to spatiotemporal stability of other markers of AF

dynamics

In the clinical domain, a number of markers have been utilized to capture dynamic properties of

cardiac fibrillation including dominant frequency (DF), complex fractionated electrograms (CFAE)

and AF cycle length. Of these, spatiotemporal instability constrains the usefulness of DF [76,119],

and CFAE [100]. AF cycle length, which is based on the average distribution of AF cycles, is

potentially a marker of overall AF dynamics, has a higher coefficient of variation [90], and suffers

from the limitation that it is an indirect marker of the AF process, rather than quantifying the

mechanistic process underlying the perpetuation of the arrhythmia. In contrast to the above

measures, λf and λd has a number of potential advantages: (i) it is connected to the underlying

fibrillatory dynamics; (ii) the robustness of the Poisson renewal pattern in our data but also in

the data presented by others points to this as a fundamental component of the fibrillatory process;

(iii) it is a temporally stable measure, with clearly definable, objective criteria derived with a

substantial theoretical basis in stochastic process theory.
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7.5 Conclusion

Atrial fibrillation phase singularity formation and destruction processes follow stationary dynamics.

it can be concluded that PS formation and destruction rates are therefore stable in the time do-

main, and can be accurately estimated from short-duration AF recordings, providing a mechanistic

tool to measure overall AF dynamics, directly connected to rotor regeneration as the underlying

mechanism of the perpetuation of AF.

To summarise, this study adds important insights to the current literature by:

• Demonstrating that PS formation and destruction processes in atrial fibrillation are robustly

temporally stable

• As they are stable in the time domain, these processes can be accurately estimated from short-

duration AF recordings, providing a mechanistic tool to measure overall AF dynamics, which

is directly connected to rotor regeneration as the underlying mechanism of the perpetuation

of AF

• The study also identifies the minimum sampling time required to accurately estimate the

rate of PS formation and destruction (only ∼15 seconds)
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Chapter 8

Self-regeneration of atrial fibrillation

can be summarised and predicted

using a Markov birth-death

framework

8.1 Introduction

As we know, the electrophysiological mechanism by which AF perpetuates remains unresolved.

The principal classical theories of wave propagation during fibrillation have included: (i) localized

rapidly circulating rotors, with downstream fibrillatory conduction [155], (ii) multiple wavelets pre-

cessing irregularly through the myocardium [163]; (iii) rapidly firing foci [145]; and more recently

(iv) endocardial-to-epicardial dissociation of conduction [241]. The failure to resolve the mecha-

nistic basis of electrical wave propagation has had important consequences for clinical treatment,

where the role and nature of further interventions beyond pulmonary vein isolation in persistent

AF remains unclear at the present time.

A potential weakness of existing theories of cardiac fibrillation is that they are essentially

qualitative and descriptive in character. Although experimental evidence exists to support each of

the classical theories in human AF, none of the theories have the necessary quantitative architecture

to provide specific predictions about overall wave propagation behavior in clinical recordings. From

a scientific point of view, the lack of a quantitative predictive capability is a limitation, because

it means that it is difficult to validate any of the classical theories of fibrillation. In the clinical

context, the lack of predictive capability is also a major problem, because it has made it difficult to
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prove if potential therapeutic interventions have had an effect on underlying fibrillatory dynamics.

In chapters 6 and 7, the statistical properties of phase singularity formation and destruction

processes were studied. These chapters demonstrate that the distributions of PS inter-formation

event times and lifetimes can be modelled as stochastic Poisson processes, and that PS formation

and destruction processes are essentially stationary. These findings are critically important, as

they collectively point towards a robustly stable underlying process of formation and destruction,

despite the apparently chaotic nature of electrical wave propagation.

In this chapter, the following study aims to further use these insights to develop a comprehensive

quantitative Markov birth-death framework to understand, summarise and even predict fibrillatory

dynamics in human persistent AF, which could be applicable in both mechanistic studies and in

clinical settings. Based on the fact that PS formation and destruction in AF occur as memoryless

Poisson processes, it was hypothesised that the interplay between PS formation and destruction

could be modelled as a Markov birth-death process.

The Markov birth-death process is considered a foundational element of stochastic process and

queueing theory [126]. In a Markov birth-death process, Poisson renewal rate constants of formation

and destruction stochastically interact to determine the quantity and lifetime of particles in the

system (Figure 9.3). Markov birth-death processes have been used to model a variety of biological

processes and have been extensively used in cardiac electrophysiology, where they are the default

quantitative framework to understand how a single ion channel gating gives rise to aggregate

membrane currents [210].

Here, I explore the utilisation of a Markov birth-death process framework to summarise, ex-

plain and predict the number and duration of phase singularities in: i) basket catheter recordings

of human AF and ii) HD-grid recordings of human AF. This study hopes to provide the first quan-

titative explanation of how these circuits regenerate and thereby contribute to the perpetuation of

fibrillation.

Figure 8.1: Conceptualisation of the Markov Birth-Death Process (BDP)
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8.2 Methods

8.2.1 Human Study Design

The human AF study is as reported in chapters 6 and 7. The study was a multi-center observational

design analyzing electrograms acquired prior to ablation. The inclusion criterion was persistent

AF undergoing clinically indicated ablation. Patient participation was by informed consent, with

recruitment from two centers (Flinders University, Australia), and Hamburg University (Germany).

Details of this dataset are provided in Supplement F.

8.2.2 Data Acquisition

Basket Catheter Recordings of Human Persistent Atrial Fibrillation

Basket catheter recordings (n = 43 epochs) were performed as previously described in chapter 6.

64-electrode basket catheters (Constellation, Boston Scientific, MA, 48mm (4mm spacing), 60mm

(5mm spacing) were utilized, based on computed tomographic scan. Unipolar electrogram and

surface electrocardiogram recordings (1-500 Hz, 2000 Hz sampling frequency) were obtained in

spontaneous or induced AF lasting at least 5 minutes in the left and right atria. Catheter stability

was verified fluoroscopically, and in Velocity (Abbott, IL, USA).

HD Grid Recordings of Human Persistent AF

In a subset of patients, simultaneous basket catheter and HD-grid catheter recordings were ob-

tained. The HD-grid catheter (Abbott, IL, USA) is a 3-3-3 mm catheter with 16 electrodes. During

these recordings, the HD grid catheter was placed alternately on the anterior left atrial surface,

and then on the posterior surface, whilst leaving the basket catheter in situ.

Figure 8.2: Basket catheter phase map (8x8 electrodes) vs. HD-grid catheter phase map (4x4

electrodes)
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8.2.3 Cleaning, Filtering and Signal Processing

Pre-processing of AF unipolar signals

Signal processing was performed similarly to previous studies (chapter 6 and 7). Unipolar elec-

trograms, surface ECG, and 3D data were exported from NavX. QRS subtraction was performed

[223]. Signals were filtered using a 4th order Butterworth fitted with a 1 to 30 Hz band pass filter

applied in forward and reverse mode. A Hanning window was applied for edge tapering, and the

Welch power spectral method applied. The Fourier dominant frequency was used as the wavelet

period for sinusoidal wavelet recomposition [135].

8.2.4 Hilbert Phase Mapping and Phase Singularity Detection, PS look-

up table

In human AF data, the instantaneous phase for each electrogram was constructed by applying

sinusoidal recomposition and the Hilbert transform as described in chapters 6 and 7. PS detection

was performed using the double-ring extended topological charge method [136].

To determine PS lifetime and PS formation times, a look-up table indexing onset time, offset

time and electrode location for each new PS detection was used as previously described (chapter 6).

A new PS detection event was defined as the detection of a PS at an electrode and its surrounding

1-electrode neighborhood for at least 20 consecutive frames (10 ms). The look-up table enabled

computation of histograms for: (i) PS lifetimes and (ii) inter-formation event times.

8.2.5 Modelling persistent atrial fibrillation as a Markov birth-death

process

A birth-death process (BDP) is a continuous-time Markov chain that can be used to represent the

number of particles in a stochastic system. As the name implies, there are only two types of state

transitions: i) ‘births’, which increase the population size by one, and ii) ‘deaths’ that reduce the

population size by one (Figure 9.3).

In such a process, birth and death events are independent of each other, and thus the times

between events are modelled by Poisson processes given by an exponential probability distribution

function (PDF). For PS births, the (PDF) of inter-formation events is given by:

f(t) = λfe
−λf t (8.1)

where λf is the rate of PS formation, also referred to as the arrival rate often denoted by the
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symbol λ, and t time. For PS deaths (lifetimes), the PDF is given by:

f(t) = λde
−λdt (8.2)

where λd is the rate of PS destruction, also referred to as the service rate ofen denoted by the

symbol µ, and t time.

It can be noted that the birth-death process is the most fundamental example of a Markovian

queuing model, whereby births and deaths in a system are analogous to the arrivals and departures

in a queue [126]. Much in the same way that births increase the population k by 1 and deaths

decrease the population by 1, arrivals and departures in a queue also govern the size of a queue.

Because of this equivalence, queuing theory principles can be used to estimate the system’s prop-

erties. In queuing theory nomenclature, different types of birth-death processes can be expressed

using ‘Kendall’s notation’ [126]:

A/S/c (8.3)

whereby A represents the time between arrivals (births) to the queue, S the distribution of

service times (lifetimes), and c the number of servers. As PS inter-formation event times and

PS lifetimes are both given by Poisson processes with an exponential distribution (chapter 6), PS

formation and destruction processes can be modelled by M/M/ ∼ birth-death queues, where M

represents a random (Poisson) process that has Markovian or memoryless properties [126].

The simplest Markov birth-death process is an M/M/1 birth-death process. For an M/M/1

BDP, the average number of phase singularities can be summarised and predicted using:

N =
λ2f

λd(λf − λd)
(8.4)

where λf gives the rate of PS formation, and λd the rate of PS destruction. The average PS

duration can be summarised by:

W =
λf

λd(λf − λd)
(8.5)

To test hypothesis that peristent atrial fibrillation could be modelled as an M/M/1 BDP, the

observed experimental number (Nobs) and duration (Wobs) of PS from basket and HD-grid mapped

was compared to the computed PS number (N) and duration (W ) predicted from theM/M/1 BDP

model. Nobs was calculated by taking a running count of the PS at each time-step, and finding the

mean. To calculate Wobs, the mean of the time taken for each PS to be destroyed was calculated.
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Predicting phase singularity population dynamics in future AF epochs

It was reasoned that if the paired Poisson process of PS formation and destruction is central to

the self-perpetuation of atrial fibrillation, then birth-death models can be used to predict the

future average number and duration of PS. To assess this, 5 minute epochs of basket human AF

data were divided into two 2.5 minute halves epochs (Epoch1st−half and Epoch2nd−half ). The

number and duration of active PS in Epoch2nd−half was predicted using λf and λd obtained from

Epoch1st−half . Predictions were compared to the observed experimental number and duration of

active PS in the second half of the epoch, given by the mean of the running count of the number

of PS present, and the mean of the time taken for each PS to be destroyed respectively.

8.2.6 Association of spontaneous termination to renewal rate constants

of PS formation and destruction

It was also hypothesised that if the paired Poisson process of PS formation and destruction is

central to the self-perpetuation of atrial fibrillation, λf and λd should alter for cases in which

fibrillation will terminate. To test this hypothesis, λf and λd were estimated from cases exhibiting

spontaneous AF termination and compared to rate constants calculated from epochs exhibiting

sustained AF. Sustained AF was defined as any episode lasting more than 5 minutes. Epochs

were analysed using only segments of recordings capturing fibrillation, and any recorded activity

capturing termination of AF into sinus or other forms of organised arrhythmia was removed prior to

analysis. Phase analysis was performed as described in section 8.2.4, and the rate of PS formation

and destruction calculated from the probability distribution function (PDF) of PS formation times

and lifetimes (equation 8.1 and 8.2).

8.2.7 Statistical Analysis

To determine the rate constants of PS destruction (λf ) and PS formation (λd), exponential distri-

butions were fitted using a maximum likelihood based approach (described in Supplement I). Data

fitting was performed in Matlab, using the probability density function (PDF) of each epoch. The

chi-squared (χ2) goodness of fit test was used to assess the adequacy of fit, which uses the null hy-

pothesis that the data evaluated comes from an exponential distribution (P > 0.05). Comparison

of predicted vs. directly observed was performed using bivariate Pearon’s correlation. Comparison

of λf and λd values in which spontaneous termination occurred was performed using a paired

t-test. Two-tailed p-values < 0.05 were considered significant.
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8.3 Results

8.3.1 Markov birth-death model summarises PS population dynamics

in basket mapped human persistent AF

Figure 9.11A shows the probability distribution function (PDF) of PS inter-formation times for a

single basket-mapped human persistent AF case, corresponding to a PS formation rate of λf =

0.0243 PS/ms (2.43 %/ms), given by an exponential distribution (χ2 goodness of fit P-value =

0.143, indicating a good fit). In Figure 9.11B, the PDF of PS lifetimes for the same example case

is also given by an exponential distribution, with a PS destruction rate of λd = 0.0367 PS/ms (3.67

%/ms). These are consistent with a Poisson birth-death process (χ2 P-value = 0.748). A worked

example showing the calculation for the computed average number of PS (N) for this example case

is shown in Figure 9.11C. In Figure 9.11D, the computed average number of PS is plotted against

a running count of the observed number of PS throughout the recorded epoch, demonstrating that

the Markov birth-death model summarises the observed PS number throughout the recording.

Figure 9.11E plots the computed and observed average number of PS for all n = 43 human AF

epochs. It can be seen that N and Nobserved were highly correlated (R2 = 0.96; P < 0.001), with

points lying along the line of identity.

Figure 8.3: Computed average number of PS in basket catheter mapped human persistent AF
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Similar results were seen for PS duration. The exponential distribution of PS inter-formation

times and lifetimes is shown in Figure 9.12A. A worked example of the calculations for W and

Wobserved for this same example case is shown in Figure 9.12B. The computed average duration of

PS is plotted against the average time taken for each PS to be destroyed for this example epoch,

which is shown in Figure 9.12C. W and Wobserved were highly correlated (R2 = 0.94; P < 0.001)

in all n = 43 epochs, with points lying along the line of identity.

Figure 8.4: Computed average duration of PS in basket catheter mapped human persistent AF

8.3.2 Markov birth-death model summarises PS population dynamics

in HD-grid mapped human persistent AF

Figure 9.13A shows the exponential probability distribution function (PDF) for PS inter-formation

times from an example HD-grid mapped human persistent AF case, corresponding to a PS forma-

tion rate of λf = 0.015 PS/ms (0.15 %/ms). The PDF of PS lifetimes for the same example case

yields a PS destruction rate of λd = 0.0673 PS/ms (6.73 %/ms) and is also given by an exponen-

tial distribution (Figure 9.13B). Figure 9.13C plots the computed and observed average number of

active PS for all n = 23 HD grid epochs. N and Nobs demonstrated strong linear correlation (R2

= 0.97; P < 0.001), with points lying along the line of identity.

Similarly, Figure 9.13D plots the computed and observed average duration of PS for all n =

23 HD-grid epochs. W and Wobs demonstrated strong linear correlation (R2 = 0.95; P < 0.001),

with points lying along the line of identity.
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Figure 8.5: Computed average number and duration of PS in HD-grid mapped human persistent

AF

8.3.3 Markov birth-death model predicts phase singularity population

dynamics

PS population dynamics predictions were calculated in n = 43 human basket AF epochs. Fig-

ure 8.6A shows the predicted average number of PS, N , in Epoch2nd−half calculated using λf

and λd obtained from Epoch1st−half , plotted against the observed experimental average number

(Nobserved) of PS in Epoch2nd−half . In all cases, N and Nobserved are highly correlated (R2 = 0.95;

P < 0.001), with points lying along the line of identity.

Figure 8.6B shows the predicted average duration of PS, W , in Epoch2nd−half calculated using

λf and λd obtained from Epoch1st−half , plotted against the observed experimental average dura-

tion (Wobserved) of PS in Epoch2nd−half . W and Wobserved are correlated (R2 = 0.82; P < 0.001),

with points lying along the line of identity.
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Figure 8.6: Predicting PS population dynamics in human persistent AF

8.3.4 Association of changes in λf and λd with spontaneous AF termi-

nation

Figure 8.7A shows phase maps for a segment of an epoch during of AF termination. Figure

8.7B illustrates a cumulative count of PS for the same segment of recording, and Figure 8.7C the

corresponding unipolar electrograms illustrating termination of AF into sinus rhythm.

In all n = 20 epochs of spontaneous human AF termination, λf showed a statistically significant

difference in comparison to λf calculated from n = 48 epochs of sustained human AF (P < 0.001)

(Figure 8.7D). The median λf was 0.124 PS/ms (IQR 0.101, 0.137) for epochs showing spontaneous

termination, and 0.041 (IQR 0.018, 0.036) in cases of sustained human AF.

A statistically significant difference was also seen in all epochs for λd (P < 0.001). For epochs

showing spontaneous termination, median λd was 0.079 (IQR 0.071, 0.095). For cases of sustained

human AF, median λd was 0.037 (IQR 0.036, 0.043) (Figure 8.7E).
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Figure 8.7: Association of changes in λf and λd with spontaneous AF termination
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8.4 Discussion

Unstable reentrant circuits have been a consistent observation since the very earliest investigations

of cardiac fibrillation. Through studying phase singularities, the pivot points of reentrant circuits,

this study presents a number of important new observations regarding the formation and destruc-

tion of this rotational activity. The Markov birth-death process provides a natural and logical

framework to understand the cycle of PS formation and destruction that has been a universal

observation in cardiac fibrillation research. Birth-death processes arise in many natural systems,

where stochastic renewal processes govern the transitions between states [178], and have previ-

ously been utilized to understand a wide array of biological processes including biology, population

genetics, ecology and epidemiology [178]. In the context of cardiology specifically, Markov chains

are widely used to study ion channel gating [210]. In this way, the Markov birth-death process

also provides a theoretical framework that connects wave conduction during cardiac fibrillation to

similar stochastic processes in other biological and physical systems in nature.

Although fibrillatory dynamics are not purely stochastic, the findings presented in this study

demonstrate that the PS formation and destruction in AF can be modelled by an essentially

stochastic, Markov birth-death process. This provides a compact way to summarise and explain the

continuous regeneration of unstable reentrant circuits; a fundamental feature of the perpetuation

of cardiac fibrillation that has been seen by nearly all investigators in the past 100 years of the

field.

A standout finding of this study is that the Markov birth-death framework also allows forward

prediction of phase singularity properties. This suggests that despite the random appearance

of fibrillation, underlying wave propagation dynamics can be forward forecast. This predictive

capability may be useful for better understanding the fibrillatory mechanism, and whether this has

been modulated by therapeutic interventions.

In addition, the study provides new evidence to support that PS formation and destruction

are associated with clinical arrhythmia behaviour, with the renewal rate constants λf and λd

predicting spontaneous termination of AF. This relationship suggests the use of λf and λd as

potential markers of termination, and points to potentially new avenues in research to understand

the causal role of this rate change in AF termination. If alteration to λf and λd is the final common

pathway to termination, then this would also open new avenues for potential treatments based on

rate parameter modulation.

8.4.1 Theorized mechanisms of fibrillation – A historical context

The underlying electrophysiological mechanism responsible for AF remain incompletely under-

stood, leading to important consequences for the development of optimal interventions. Several
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theories of wave propagation during fibrillation have been put forward, including: (i) localized

rapidly circulating rotors [155]; (ii) multiple wavelets [163]; (iii) rapidly firing foci [145]; and (iv)

endocardial-to-epicardial dissociation of conduction [241]. However, a key limitation of these the-

ories is that they provide primarily qualitative descriptions of electrical wave propagation, making

it difficult to validate the contributions of any of these mechanisms to arrhythmia perpetuation.

In contrast, the Markov birth-death framework presented in this study provides a quantitative,

compact approach to summarise and explain the continuous regeneration of unstable reentrant

circuits. The results also indicate that paradoxically during periods of sustained AF, the system

dynamics are conserved and can be summarised and forward predicted, despite the superficially

chaotic and aperiodic turbulence of wave propagation.

8.4.2 Significance to the understanding of the fibrillatory mechanism

The current study reconciles a number of important theories of AF. For several decades, the debate

regarding fibrillatory mechanisms has been principally framed as a contest between stochastic

multiple wavelet propagation, versus a more hierarchical mechanism in which rotors have more

agency as arrhythmia drivers.

The accurate characterization of PS formation and destruction via Markov birth-death processes

reconciles these two competing frameworks. Due to topological considerations, phase singularities

are an important component of both theories of fibrillation. PS have long been recognized as

the crucial core of re-entrant spiral waves, but less well understood is the fact that PS must

topologically occur at what Winfree called the “dangling free ends” of wavelets in the atrium. The

current is consistent with the notion of stochastic generation that the multiple wavelets proposed

to be generated by Moe and Abildskov, as the generation of new PS inevitably for the topological

reasons outlined earlier leads to the generation of new wavelets.

However, the study provides several important new concepts not outlined by Moe’s original

conceptualization. The Markov birth-death model explains wavelet regeneration as the natural

consequence of repetitive PS regeneration. Central to the model is the concept of phase singularities

existing on a topological continuum between those PS that sustain as the cores of spiral waves,

and those attached to wavelets. Importantly, the Markov renewal model outlined here provides

a quantitative framework to understand the maintenance of AF via regeneration of unstable re-

entrant circuits whose number and duration are determined by the dynamic interaction of Poisson

processes of PS formation and destruction. None of these ideas were recognized in Moe’s model.

On the other hand, the study provides an important reconciling role for the role of spiral

waves and phase singularities, which have played a critical role in contemporary understanding of

fibrillation since the time of Winfree. The proposed mechanism places stochastic regeneration of PS
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via Poisson renewal processes as the most fundamental component of the fibrillatory mechanism.

The proposed mechanism explains the existence of spiral waves as the consequence of locally

sustained phase singularities, but also provides an explanation of why sustained spiral waves are

both transient and rare, a point that has consistently been observed, but has never fully been

explained.

Additionally, the Markov birth-death model provides a quantitative framework to characterize

and predict PS number and duration, which will be the foundation for new investigations into

mechanism, and potentially the basis for improved clinical understanding of AF.

Finally, the association of rate constant changes with the spontaneous self-termination of AF

episodes is of significance, as it implies that the rate of PS regeneration is related to arrhythmia

behaviour. This suggest a potential paradigm shift from defining atrial fibrillation as a completely

chaotic arrhythmia, to one that is perpetuated by the stable cycle of formation and destruction.

Further, the results open the possibility for a number of clinical applications. It is potentially

possible that rate constants of PS formation and destruction evolve over time with the evolution

of AF from paroxysmal to persistent AF, and could be used as a clinical marker to detect the

likelihood of progression.

8.4.3 Clinical implications

One of the most significant implications of this study is that for the first time, the Markov birth-

death framework provides a quantitative framework to measure the regeneration rate of phase

singularities during fibrillation, which may be useful in measuring the effect of therapeutic inter-

ventions. This may be of particular importance in the context of catheter ablation. For the past

decade, the field has used a variety of approaches including complex fractionated electrograms

[166], dominant frequency [225], substrate-directed [103], and rotor ablation in seeking to termi-

nate AF via catheter ablation [169], with a particular focus on searching for particular local drivers

or key regions responsible for sustaining fibrillation. Although a number of these approaches have

reported acute effectiveness in achieving AF termination, to date none of these approaches have

not demonstrated consistent long-term clinical benefit. With this in mind a potential use case is to

use the Markov birth-death framework to develop more effective ablation strategies, by using λf

and λd as a quantitative measure of the effect of ablation on the underlying arrhythmia dynamics.

Furthermore, although a number of the aforementioned approaches have reported acute effec-

tiveness in achieving termination, to date none of these approaches have demonstrated consistent

long-term clinical benefit, suggesting that termination is not a reliable marker of outcome. Re-

cent findings suggesting that termination in many cases occurs at a distance from mapped drivers

is consistent with the notion that termination may in fact be independent of any local effect on

particular PS, but instead in changes being made to the regeneration rate of these PS. Stochas-
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tic regeneration of PS would suggest that potentially such driver-based approaches might not be

achievable, and that future research efforts could be focused on substrate modification that would

seek to modulate the rates of PS formation and destruction with the goal of inducing spontaneous

termination.

Other potentially useful applications include the use of λf and λd to assist the stratification of

patients suitable for ablation, and those in whom ablation is unlikely to improve clinical outcomes.

In the context of monitoring, λf and λd could also potentially be useful for monitoring clinical

AF progression, and intraprocedural monitoring of the effectiveness of catheter ablation strategies.

The predictive capability presented by the Markov birth-death framework may also allow effective

interventions to be forecast, as well as the future progression of the arrhythmia to be projected

ahead of time. Ongoing investigations are underway into these possibilities.

8.5 Conclusion

This study demonstrates that phase singularity dynamics during human persistent atrial fibrillation

can be modelled using a Markov birth-death framework, providing a compact theoretical approach

to summarise, explain and predict the repetitive regeneration of unstable reentrant circuits that

is a defining characteristic of cardiac fibrillation. Additionally, findings suggest that the cycle of

continuous PS birth and death plays a role in the perpetuation of atrial fibrillation. These findings

may have potentially significant implications for future research and therapeutic strategies.

To summarise, this study adds important insights to the current literature by:

• Establishing the Markov birth-death framework as a compact theoretical approach to sum-

marise and explain phase singularity regeneration

• Showing that despite the superficial randomness of AF, the Markov birth-death allows phase

singularity dynamics to be predicted in future epochs of AF

• Demonstrating that PS formation and destruction as paired Poisson processes influence the

self-regeneration of fibrillation, supported by the association of changes in rate constant with

the spontaneous termination of AF. This suggests that PS renewal rates may be related to

arrhythmia behaviour, and may provide new novel avenues for monitoring and treatment
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Chapter 9

Phase singularity formation and

destruction processes in cardiac

fibrillation are scale-dependent

As discussed previously throughout this dissertation, one motif that has been an essentially univer-

sal observation throughout the history of AF and VF research has been the presence of unstable

re-entrant circuits [172]. Unstable reentry has not only been noted by proponents of the rotor

theory [155], but has also been consistently observed by supporters of focal [145], multiple wavelet

[163] and endocardial-to-epicardial dissociation [241]. The consistent and essentially universal ob-

servation of unstable re-entry in AF and VF dynamics in the past century would suggest this is a

fundamental property of mammalian cardiac fibrillation, with a deep connection to the underlying

biology of the arrhythmia.

A defining feature of these re-entrant circuits are phase singularities (PS), which occur at

their pivoting region. In the previous chapter (chapter 8), a Markov birth-death framework was

introduced, which allowed the population dynamics of these phase singularities to be modelled,

summarised and predicted. Using this framework, it was also shown that the continual cycle of

phase singularity births and deaths plays a role in the perpetuation of fibrillation. These insights

point to potential mechanistic and clinical applications, whereby the rate constants λf and λd

can be used as markers of the underlying fibrillatory activity, with use case scenarios including

monitoring the likelihood of termination, monitoring arrhythmia progression, or development of

more effective ablation strategies. Furthermore, PS population dynamics as predicted by the

Markov birth-death model may help prove if potential therapeutic interventions have had any

effect on underlying fibrillatory dynamics.

However, before these applications can be realised, it is important to understand how to most
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optimally model phase singularity dynamics given that there are several types of Markov birth-

death models. In chapter 8, the M/M/1 model was used given that it is the simplest birth-death

model, however, a key unanswered question is whether this is universally the optimal model to

apply. Another knowledge gap relates to understanding the baseline rates of PS formation and

destruction, as this has direct consequences on how these processes are interpreted.

Along this line of thought, we hypothesised that PS formation and destruction processes would

be scale-dependent, in that both the measured rates of PS renewal and the Markov birth-death

model would be governed by the size of the mapped field. The reason for this is that the size of

the mapped area should influence the number of PS formation and destruction events captured,

which would in turn effect the calculated rate of PS formation (λf ) and destruction (λd), as well

as the Markov birth-death model that can be used to characterise the system.

Identifying this scale dependence would present practical value, as it extends the findings in

chapter 8 to allow fibrillatory wave dynamics to be most accurately summarised, understood and

predicted using the optimal Markov birth-death framework. Second, demonstrating that PS popu-

lation dynamics can be modelled by Markov birth-death processes determined by the field of view

would provide a bridge between various mapping modalities, by potentially presenting evidence

to suggest that less invasive local mapping techniques with a small field of view are essentially

interchangeable with those possessing a large field of view for the context of measuring underlying

wave dynamics.

To test this hypothesis of scale dependence, we investigated PS renewal rates and different types

of Markov birth-death models in: i) computer simulated fibrillation, ii) epicardial sock recordings of

early human VF, iii) basket catheter recordings of human persistent AF, and iv) HD-grid recordings

of human persistent AF.

9.1 Methods

9.1.1 Data acquisition

Human study design

The human AF study is as previously described. The study was a multi-center observational

design analyzing electrograms acquired prior to ablation. The inclusion criterion was persistent

AF undergoing clinically indicated ablation. Patient participation was by informed consent, with

recruitment from two centers (Flinders University, Australia), and Hamburg University (Germany).

Details of this dataset are provided in Supplement F.

The Human VF study is as described by Nash et al. [170] and Bradley et al. [36]. The
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study recruited ten patients aged 53 to 87 years undergoing routine cardiac surgery. Six of the

ten patients (all men) underwent graft procedures for coronary artery disease, while the remaining

four patients underwent aortic valve replacement. Individual patient details are given in Table

K.1, Supplement K.

Basket atheter recordings of human persistent AF

Basket catheter recordings (n = 43 epochs) were performed as previously described in chapter

6. 64-electrode basket catheters (Constellation, Boston Scientific, MA, 48mm (4mm spacing),

60mm (5mm spacing)) were utilized, based on computed tomographic scan. Unipolar electrogram

and surface electrocardiogram recordings (1-500 Hz, 2000Hz sampling frequency) were obtained in

spontaneous or induced AF lasting at least 5 minutes in the left and right atria. Catheter stability

was verified fluoroscopically, and in Velocity (Abbott, IL, USA).

HD-Grid catheter recordings of human persistent atrial fibrillation

In a subset of patients, simultaneous basket catheter and grid catheter (AdvisorTM-HD grid,

Abbott, IL) recordings were obtained. The HD-grid catheter is a 3-3-3 mm catheter with 16

electrodes. During these recordings, the HD grid catheter was placed alternately on the anterior

left atrial surface, and then on the posterior surface, whilst leaving the basket catheter in situ.

Epicardial sock recordings of human ventricular fibrillation

Epicardial sock recordings were performed as described by Nash et al. and Bradley et al. [36,170],

using an epicardial sock with 256 electrodes (with interelectrode spacing of 10 mm) fitted over the

left and right ventricles. Unipolar epicardial electrograms were sampled at 1 Hz (UnEmap system,

Uniservices Ltd, New Zealand) with the reference channel connected to chest retractors. VF was

induced using 50 Hz burst pacing, during which continuous recordings were made during the first

20-40 seconds of VF.

To obtain 3D locations of the epicardial electrodes, the epicardial sock was placed over a

phantom heart model prior to the commencement of the experiments. 3D locations of the epicardial

electrodes were digitized.

Computer simulated fibrillation

To provide further insights about the underlying scale depence, PS formation and destruction

was modelled using a Markov birth-death process in computer simulated fibrillation. Specifically,

computer simulations were carried out on two-dimensional, isotropic, square grids based on the
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Tusscher-Panfilov model Ten Tusscher, 2006 90 The square grid used 80x80 diffusively coupled

simulation nodes with a diffusion coefficient set to 0.02, which governs how the action potential

is transmitted between coupled cells. If the diffusion coefficient is small, then propagation is slow

and vice-versa. The system was integrated using a forward Euler scheme with no-flux boundary

conditions, which causes an action potential propagating towards the edge of the 2D simulation

to annihilate. This boundary condition is often used in simulations as it is thought to provide

a realistic representation of a sheet of tissue being sliced out of the myocardium Puwal2009. To

achieve annihilation, the no-flux boundary condition causes the incoming wavefront to encounter

a mirror image wave upon reaching a boundary.

Using the simulated square grid and parameterization as specified, unipolar electrograms (EGM)

were generated using:

ui,j(t) = c

k,l=N∑
k,l=0

~rk,l∇υk,l(t)
r3k,l

(9.1)

where ui,j is the unipolar voltage at node (i, j), υk,l the transmembrane voltage at node (k, l)

and ~rk,l the distance between those nodes. A scaling coefficient is represented by c, which is

assumed to equal 1 for simplicity. Further details about the computational modelling used is

provided in Supplement B.

9.1.2 Cleaning, filtering and signal processing

Pre-processing of unipolar AF signals

Signal processing was performed as previously described in chapter 6. Unipolar electrograms,

surface ECG, and 3D data were exported from NavX. QRS subtraction was performed [223].

Signals were filtered using a 4th order Butterworth fitted with a 1 to 30 Hz band pass filter applied

in forward and reverse mode. A Hanning window was applied for edge tapering, and the Welch

power spectral method applied. The Fourier dominant frequency was used as the wavelet period

for sinusoidal wavelet recomposition [135].

Pre-processing of unipolar VF signals

To allow for phase analysis, electrode coordinates were projected on a 2D plane (Figure 9.1).

This transformation first required a 3D triangular mesh representation of the sock, which was

constructed using Delaunay triangulation to connect neighboring electrodes. The three-dimensional

co-ordinates of mesh vertices were mapped onto a planar surface using the methods as described by

Roney et al [205]. Specifically, geodesic distances between all n vertices on the mesh were calculated
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using a fast marching algorithm, and a multi-dimensional scaling technique applied to project the

three-dimensional vertices onto a 2D plane in a way that best preserved the geodesic distances.

This was achieved using spectral decomposition and Sammon’s nonlinear mapping criterion. Using

this 2D projection, electrode potentials were linearly interpolated from the electrodes onto a fine

regular grid (100x100 grid points, Figure 9.1).

As a number of electrodes possessed poor signal-to-noise ratios, these electrograms were removed

from the analyses prior to 2D projection of the mesh using a method based on the Fast Fourier

Transform. Specifically, as the main source of noise was a combination of baseline movement and

electrical mains interference, only signals with a dominant frequency within the 1.5 to 45 Hz band

were selected for analyses [170]. A number of EGMs near the stimulus electrode also demonstrated

an exponential artifact, as well as respiration artifacts. To remove this, a mode was fitted with a

constant offset of the signal mean, an exponential term, as well as a sinusoidal term. This fitted

signal was subtracted from the raw signal to improve signal to noise ratio.

Figure 9.1: 3D and 2D projections of epicardial sock electrodes (pictured here on 80 x 80 grid)

9.1.3 Phase mapping, phase singularity detection and PS look-up table

In human AF data, the instantaneous phase for each electrogram was constructed by applying

sinusoidal recomposition and the Hilbert transform as described in chapters 6 and 7. PS detection

was performed using the double-ring extended topological charge method [136].

In human VF data, phase singularities were also identified by a method based on topological

charge but using a convolution kernel method [36, 38]. Specifically, this method approximates the

gradient of phase from the discretised phase map using a finite difference operation in the x and y
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directions given by:

kx[m,n] = ∇φx[m,n] = φ[m+ 1, n]− φ[m,n] (9.2a)

ky[m,n] = ∇φy[m,n] = φ[m,n+ 1]− φ[m,n] (9.2b)

where φ is phase, and [m,n] the pixel coordinates. The line integral at [m,n] can therefore be

approximated using the convolution equation:

(∇X~k) · ẑ ∝ ∇x ⊗ ky +∇y ⊗ kx (9.3)

where ⊗ is the convolution operator, and the convolution kernels ∇x and ∇y given by 9.4 and

9.5 respectively:

∇x =

∣∣∣∣∣∣∣∣∣
−1/2 0 +1/2

−1 0 +1

−1/2 −1 −1/2

∣∣∣∣∣∣∣∣∣ (9.4)

∇y =

∣∣∣∣∣∣∣∣∣
+1/2 +1 +1/2

0 0 0

−1/2 −1 −1/2

∣∣∣∣∣∣∣∣∣ (9.5)

To avoid detection of spurious PS, a wavefront detection method was also implemented as

previously described by Bradley et al. [36], such that any PS not attached to a wavefront is

discarded (9.2). Wavefronts were identfied as lines of zero phase (green areas in Figure 9.2), and

wavefront lengths calculated by the summation of the distance between pixels located along the

wavefront [36].

To determine PS lifetime and PS formation times, a look-up table indexing onset time, offset

time and electrode location for each new PS detection was used as previously described (chapter 6).

A new PS detection event was defined as the detection of a PS at an electrode and its surrounding

1-electrode neighborhood for at least 20 consecutive frames (10 ms). The look-up table enabled

computation of histograms for: (i) PS lifetimes and (ii) inter-formation event times.
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Figure 9.2: Wavefront (shown in magenta line) and PS detection (coded by colour and number to

represent PS ID)

9.1.4 Investigating the effect of mapping field of view on PS formation

and destruction

It was hypothesized that PS population dynamics in cardiac fibrillation could be modelled by

Markov birth-death processes determined by the field of view of mapping, as the size of the mapped

area would influence the number of PS formation and destruction events captured. Therefore, it

was reasoned that this would in turn effect the calculated rate of PS formation (λf ) and destruction

(λd), as well as the Markov BDP that can be used to model the system. Mathematically speaking,

the shift from a single-server (M/M/1) birth-death model to a multi-server model (/M/M/∞) is

hypothesised to occur due to a larger number of servers required to stabilize the system when the

ratio of PS formation to destruction rate, ρ, becomes > 1 (Figure 9.3) [126] (Figure 9.3).

To test this hypothesis of scale dependence, PS renewal rates and Markov birth-death models

were investigated in: i) wide-area computer simulations; ii) wide-area recordings of early human

ventricular fibrillation; iii) constrained local basket catheter recordings of human persistent AF;

and iv) constrained local HD-grid recordings of human persistent AF.

Although AF basket recordings should theoretically capture the whole chamber, practically they

are only able to sample a limited portion of the chamber, hence are regarded here as constrained

recordings.
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Figure 9.3: Conceptualization of the Markov birth-death process for varying fields of view

Wide-area global recordings with large field of view

It was reasoned that global recordings with a large field of view would capture a greater number

of PS formation and destruction events. It therefore hypothesised that:

• the larger number of events captured should cause the timings between PS formation events

to decrease, resulting in a higher rate of PS generation (λf )

• a larger mapped area is likely to capture rare long-lasting PS, hence resulting in a slight

decrease in the rate of PS destruction (λd)

• global recordings with a larger number of PS events could be modelled using an M/M/∞

birth-death process

AnM/M/∞ BDP is a Markov birth-death process used to describe a stochastic process in which

arrivals and departures in a system occur at infinite possible locations (e.g. at infinite servers).

We reasoned this would approximate electrical wave dynamics in global recordings, whereby PS

formation and destruction events can be observed at infinite possible locations within the chamber.

For an M/M/∞ BDP, the average number of phase singularities present in the system can be

summarized and predicted using:

N =
λf
λd

(9.6)
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where N gives the number of PS, λf the rate of PS formation and λd the rate of PS destruction.

Another descriptor of the PS population dynamics is the average duration (or wait in the system)

of phase singularities, which can be summarized and predicted using:

W =
1

λd
(9.7)

where W gives the duration of PS, and λd the rate of PS destruction.

To test the hypothesis of whether globally mapped fibrillation could be accurately modelled

as an M/M/∞ BDP, the observed experimental number (Nobserved) and duration (Wobserved)

from global epicardial sock recordings of human ventricular fibrillation and computer simulated

fibrillation was compared to N and W computed from the M/M/∞ BDP model using equations

9.6 and 9.7. Nobserved was calculated by taking a running count of the PS at each time-step, and

finding the mean. To calculate Wobserved, the mean of the time taken for each PS to be destroyed

was calculated.

Constrained local recordings with small field of view

As the whole chamber is not able to be mapped in most clinical or mechanistic arrhythmia record-

ings, we reasoned that it was clinically and practically useful to investigate local recordings with a

constrained field of view. Specifically, we postulated that a smaller, more localized mapping field

would result in a decreased number of PS events being captured by the mapped field, and therefore

hypothesized that:

• the smaller number of events captured should cause the timings between PS formation events

to increase, resulting in a slower rate of PS generation (λf )

• a smaller mapped area is less likely to capture rare long-lasting PS, hence resulting in an

increased rate of PS destruction (λd)

• in the constrained recording case, where the mapped area is small compared to the chamber

of interest, that the destruction process could be effectively modelled as a single source of

annihilating waves, suggesting an M/M/1 birth-death process might be optimally suited to

this scenario.

For an M/M/1 BDP, the average number of phase singularities can be summarized and pre-

dicted using (as previously described in chapter 8):

N =
λ2f

λd(λf − λd)
(9.8)
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where λf gives the rate of PS formation, and λd the rate of PS destruction. The average PS

duration can be summarised by:

W =
λf

λd(λf − λd)
(9.9)

The hypothesis that locally mapped fibrillation could be modelled as an M/M/1 BDP was

studied by comparing the observed experimental number (Nobserved) and duration (Wobserved)

from local basket catheter and HD-grid recordings of human persistent atrial fibrillation to N and

W computed from the M/M/1 BDP model using equations 9.8 and 9.9 . Nobserved and Wobserved

were calculated as described for global wide-area recordings.

9.1.5 Statistical analysis

To determine the rate constants of PS destruction (λf ) and PS formation (λd), exponential distri-

butions were fitted using a maximum likelihood based approach (described in Supplement I). Data

fitting was performed in Matlab, using the probability density function (PDF) of each epoch. The

chi-squared (χ2) goodness of fit test was used to assess the adequacy of fit, which uses the null hy-

pothesis that the data evaluated comes from an exponential distribution (P > 0.05). Comparison

of predicted vs. directly observed was performed using bivariate Pearon’s correlation. Comparison

of λf and λd values in which spontaneous termination occurred was performed using a paired

t-test. Two-tailed p-values < 0.05 were considered significant.
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9.2 Results

9.2.1 Computer simulated fibrillation

Scale dependence of λf and λd in computer simulated fibrillation

Figure 9.4 Ashows phase maps for various grid-sizes in computer simulated fibrillation to represent

recordings with variously sized fields of view. For each grid size, the corresponding exponen-

tial probability distribution function (PDF) of PS inter-formation times and lifetimes is shown,

demonstrating consistency of PS formation and destruction to a Poisson renewal process at each

scale.

As the size of the mapped field is increased in computer simulations (which reflects the number

of pixels in the simulated grid), the number of PS formation and destruction events captured also

increases as shown in Figure 9.4B. The larger number of PS events captured by larger fields of

view cause the timings between observed PS formation events to increase (Figure 9.4C). For smaller

fields of view, the longer inter-formation event times result in a slower rate of new PS formations

being captured, causing an aggregate decrease in the long-term average rate of PS formation λf

in smaller grids (Figure 9.4D and 9.4E).

For PS destruction events, although the number of events similarly increases with grid size

(Figure 9.4B), PS lifetimes slightly decrease for smaller fields of view (Figure 9.4C). Consequently,

the long-term average rate of PS destruction is more constant across varying fields of view (mean

λd = 24.2 %/ms (95%CI, 22.8, 25.8)) (Figure 9.4D), but still demonstrates an aggregate increase

for smaller grid sizes (Figure 9.4E).
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Figure 9.4: Scale dependence of PS renewal rates in computer simulated fibrillation
PDFs for all grid sizes are exponential (A). As the grid size increases, the number of PS events captured increases

(B). Timings between PS formations decrease, but timings between PS destructions slightly increase (C). This

cases λf to increase rapidly, and λd to decrease slightly (D).
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Scale dependence of Markov birth-death process

Figure 9.5A demonstrates that as the field-of-view is increased, the single-server M/M/1 model is

no longer able to accurately predict the number and duration of PS present. However, for larger

mapped fields the M/M/∞ model much better estimates the system parameters. As shown in

Figure 9.5B, this shift is reflected by the change in ρ, which gives the ratio of λf on λd, which

rapidly becomes > 1 as the field of view increases.

In Figure 9.6A and 9.6B, bivariate correlation plots are shown between the computed and

observed average number and duration of PS for a 100x100 pixel grid. For this large field of view,

the multi-server M/M/∞ model summarizes the average number (R2 = 0.99; P < 0.001) of PS

present, with points lying along the line of identity. In this case, the utilization rate ρ, which gives

the ratio of λf on λd, is > 1. For completeness, we also present the average PS duration computed

from the M/M/∞ equation (Figure 9.6B). It can be noted, however, that for a large field of view

the computed average duration of PS by definition converges to the mean observed PS lifetime in

the system given by 1
λd

, hence producing a bivariate correlation of R2 = 1.00 (P < 0.001).

Similarly, Figures 9.6C and 9.6D show bivariate correlation plots between the computed and ob-

served average PS number and duration in a small 8x8 pixel grid. As the field-of-view is decreased,

ρ becomes < 1 due to the much slower measured λf . In this instance, the simple single-server

M/M/ model can be used to summarize the average number of PS (R2 = 0.99; P < 0.001) (Figure

9.6C). The computed average duration of PS is also linearly correlated with the observed average

PS duration (R2 = 0.87; P < 0.001), with points lying on the line of identity.

Figure 9.5: Modelling the phase singularity birth-death process using the M/M/1 vs. M/M/∞

model in various grid sizes
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Figure 9.6: Scale dependence of the Markov birth-death model
In large grids with a big field of view, the M/M∞ model summarises PS dynamics. Contrastingly, for small grids

with a smaller field of vire the M/M/1 model can summarise PS dynamics
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9.2.2 Human ventricular fibrillation

Scale dependence of λf and λd in early human VF

Figure 9.7A shows phase maps for various grid-sizes in epicardial sock recordings of human ven-

tricular fibrillation to represent recordings with variously sized fields of view. For each grid size,

the corresponding exponential probability distribution function (PDF) of PS inter-formation times

and lifetimes is shown, demonstrating consistency of PS formation and destruction to a Poisson

renewal process at each scale. Similarly to computer simulated data, the number of PS formation

and destruction events captured increases with the size of the field of view (Figure 9.7B). The

greater number of PS events captured by larger fields of view causes the timings between observed

PS formation events to decrease (Figure 9.7C). In small grids, longer inter-formation event times

result in a faster rate of PS formation λf (Figure 9.7D and 9.7E).

PS destruction events similarly increases with grid size (Figure 9.7B), causing PS lifetimes to

slightly increase with the field of view (Figure 9.7C). Consequently, the long-term average rate

of PS destruction is more constant across varying fields of view (mean λd = 3.02 %/ms (95%CI,

2.33, 3.71)) (Figure 9.7D), however, still demonstrates an aggregate increase for small fields of view

(Figure 9.7E).

M/M/∞ BDP model summarizes PS population dynamics in global recordings of early

human VF

Given that epicardial sock recordings provide a global, large field of view with ρ > 1, we reasoned

that PS population dynamics could be summarized with anM/M/infty birth-death model. Figure

9.8A shows the probability distribution function (PDF) of PS inter-formation times for a single

human VF case, corresponding to a PS formation rate of λf = 0.0158 PS/ms (1.58 %/ms), given

by an exponential distribution (χ2 goodness of fit P-value = 0.102, indicating a good fit). In

Figure 9.8B, the PDF of PS lifetimes for the same example case is also given by an exponential

distribution, with a PS destruction rate of λd = 0.0853 PS/ms (8.53 %/ms). These are consistent

with a Poisson birth-death process (χ2 P-value = 0.113). A worked example showing the calculation

for the computed average number of active PS for this example case is shown in Figure 9.8C. In

Figure 9.8D, the computed average number of PS is plotted against a running count of the observed

number of active PS throughout the recorded epoch, demonstrating that the computed number of

PS summarizes the observed PS number throughout the recording. Figure 5E shows the average

number of active PS, given by N , plotted against the observed average number of active PS for

all n = 8 epochs (given by Nbserved). N and Nobserved demonstrate strong linear correlation (R2

= 0.87; P < 0.001), with points lying along the line of identity.

Figure 9.9C illustrates a worked example for calculating the average duration W of active
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Figure 9.7: Scale dependence of PS renewal rates in computer epicardial sock recordings of early

human VF
PDFs for all grid sizes are exponential (A). As the grid size increases, the number of PS events captured increases

(B). Timings between PS formations decrease, but timings between PS destructions slightly increase (C). This

cases λf to increase rapidly, and λd to decrease slightly (D).
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phase singularities. As a large field of view results in the computed average duration of PS by

definition converging to the mean observed PS lifetime, the computed and running average of the

observed PS duration throughout the recorded epoch are equivalent (Figure 9.9D). In Figure 9.9E,

the average duration of PS, W , is plotted against the observed average duration of active PS given

by Wobserved, which demonstrate this equivalence (R2 = 1.00; P < 0.001).

Figure 9.8: Computed average number of PS in epicardial sock recordings of early human VF

Figure 9.9: Computed average duration of PS in epicardial sock recordings of early human VF
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9.2.3 Human persistent atrial fibrillation

Scale dependence of λf and λd in human persistent atrial fibrillation

To further validate the presence of scale dependence on PS formation and destruction rates, λf and

λd were calculated for simultaneous basket catheter (8x8 electrodes) and HD-grid (4x4 electrodes)

recordings taken during human persistent AF. Figure 9.10A shows example phase maps from the

basket-catheter recording and the corresponding HD-grid recording of the same human persistent

AF epoch, which clearly demonstrates the smaller field of view. PDFs are consistently exponential

for both basket and HD-grid catheter recordings. Similarly to epicardial sock recordings and

computer simulated fibrillation data, recordings with a smaller field of view (HD-grid) consistently

produced significantly smaller λf (P < 0.001) (Figure 9.10B), representing a slower measured rate

of PS formation. λd was also slightly faster, however, was not statistically different between the

HD-grid and basket recordings (P = 0.046).

Figure 9.10: Investigating scale dependence of PS renewal rates in basket catheter and HD-grid

mapped human persistent AF

M/M/1 BDP model summarizes PS population dynamics in local recordings of human

AF

As shown previously in chapter 8, local basket catheter and HD grid mapped AF can be accurately

summarised using the M/M/1 model. For completeness, these results are again provided here.

In Figure 9.11D, the computed average number of PS is plotted against a running count of

the observed number of PS throughout the recorded epoch, demonstrating that the M/M/1 birth-
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death model summarises the observed PS number throughout the recording. Figure 9.11E plots

the computed and observed average number of PS for all n = 43 human AF epochs. It can be seen

that N and Nobserved were highly correlated (R2 = 0.96; P < 0.001), with points lying along the

line of identity.

Similar results were seen for PS duration. The computed average duration of PS is plotted

against the average time taken for each PS to be destroyed for this example epoch, which is shown

in Figure 9.12C. W and Wobserved were highly correlated (R2 = 0.94; P < 0.001) in all n = 43

epochs, with points lying along the line of identity.

Figure 9.13C plots the computed and observed average number of active PS for all n = 23 HD

grid epochs. N and Nobs demonstrated strong linear correlation (R2 = 0.97; P < 0.001), with

points lying along the line of identity. Similarly, Figure 9.13D plots the computed and observed

average duration of PS for all n = 23 HD-grid epochs. W and Wobs demonstrated strong linear

correlation (R2 = 0.95; P < 0.001), with points lying along the line of identity.

Figure 9.11: Computed average number of PS in basket catheter mapped human persistent AF
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Figure 9.12: Computed average duration of PS in basket catheter mapped human persistent AF

Figure 9.13: Computed average number and duration of PS in HD-grid mapped human persistent

AF
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9.3 Discussion

As discussed throughout Part II of this dissertation, unstable reentrant circuits feature in many

of the notable mechanistic theories of cardiac fibrillation. Through studying the dynamics of phase

singularities, which occur at the pivot points of reentrant circuits, this chapter extends on the

findings presented in chapter 8 by providing a number of new insights regarding the formation and

destruction of these circuits.

In the previous chapter (chapter 8), it was shown that arrhythmia dynamics can be summarised

and predicted using a compact quantitative Markov birth-death framework. Here, it is demon-

strated that the phase singularity birth-death process is in fact scale dependent and governed

by the size of the mapped field. By demonstrating this scale dependence, this study provides

useful practical insights about how these processes can be optimally quantified and modelled to

characterise the underlying fibrillatory process. This ability may have very useful applications

for monitoring the likelihood of termination, monitoring arrhythmia progression, or development

of more effective ablation strategies. Furthermore, PS population dynamics as predicted by the

Markov birth-death model may help determine the effect of therapeutic interventions on underlying

fibrillatory dynamics.

9.3.1 Effect of scale on measured λf , λd and the Markov birth-death

model

This study demonstrates a scale dependency of the observed phase singularity birth-death process.

For a large field of view, PS population dynamics can be summarized and predicted using the

M/M/∞ birth-death model, whilst small fields of view can be modelled by an M/M/1 model.

This is due to the destruction process effectively being modelled as a single source of annihilating

waves for a constrained field, whilst a global field of view captures many sources and hence is more

appropriately represented by the multi-server birth-death model. Mathematically speaking, the

shift from the single-server to multi-server birth-death model is due to a larger number of servers

required to stabilize the system when ρ > 1 [126], which is a central fact of queuing theory.

As the field of view is reduced, the measured PS formation rate (λf ) is also shown to rapidly

decrease due to the increased timings between consecutive PS formations captured by the mapped

field. Contrastingly, the PS destruction rate (λd) demonstrates only a slight increase, which is due

to the fact that the lifespan of any individual PS is not directly influenced by the number of PS

observed, but instead, mapping a smaller area decreases the likelihood for rare long-lasting PS to

be captured. This is demonstrated by probability distribution function of PS lifetimes seen for

larger grids (Figure 9.4 and Figure 9.7).
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9.3.2 Implications for the fibrillatory mechanism

These findings are of potential significance to the current understanding of fibrillation. By defini-

tion, both atrial and ventricular fibrillation are characterised by disorganised and irregular wave

propagation [37], however, the results of this study find further support for a stable underlying

limiting distribution of PS formation and destruction.

Evidence for this stability can be described by the thinning theorem. In stochastic process

theory, thinning (otherwise referred to as splitting) a Poisson process refers to independently

classifying each random point into different types. If these points are sampled from a Poisson

process, then the random points of any given type should also form an independent Poisson process

[81]. An analogy for this is measuring radioactive emission. In such a scenario, each particle can

either be missed (type 1) or detected (type 2) by a counter. If we consider the random type 1 and

2 events independently, then these will form separate Poisson processes corresponding to a rate

of λ1 and λ2 respectively [81]. The combined Poisson process of both type 1 and type 2 events

subsequently has a rate of λ1 + λ2 [?].

This radioactive emission example is analogous to the small field of view case observed in

this study, whereby small grids similarly classify PS formation and destruction events as either

missed or detected. The probability distribution function of PS inter-formation times and lifetimes

therefore effectively analyse only detected events captured by the mapped area. This is shown to

consistently produce exponential probability distribution functions of PS inter-event times, which

is consistent with a Poisson process.

These results suggest that PS formation and destruction observed at the small scale is effectively

a thinned or split version of the overarching Poisson process, which provides support for wave

propagation dynamics during fibrillation being accurately modelled as a stochastic Poisson process

that gives rise to a robustly stable average rate of PS formation and destruction.

9.3.3 Clinical Implications

The finding that phase singularity formation and destruction in cardiac fibrillation can be modelled

by a scale-dependent Markov birth-death process may have useful clinical implications. Potentially,

it suggests that local catheters such as the HD-grid are interchangeable with more global mapping

modalities for the purpose of analyzing underlying fibrillatory dynamics. This may be practical

given the ease of use of local mapping modalities versus global recording methods. The property

of Poisson thinning also adds validity to sub-sampling a constrained area of the chamber in this

way, as capturing a small portion of PS events will still lead to a Poisson process reflective of the

governing Poisson process at the whole chamber level. Furthermore, the Poisson thinning property

may suggest that PS formation and destruction can effectively be sampled from anywhere within
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the chamber, as this would similarly lead to an independent Poisson process.

Another useful finding of this study is that at baseline without any intervention, λf is consis-

tently larger than λd for recordings with a large field of view, but reverses for small fields of view.

This insight may be potentially useful in applications where fibrillatory dynamics are monitored,

or for the development of future treatments based on rate parameter modulation.

The finding that λd is more consistent over various fields of view also suggests suggests that

λd may be a more practically useful marker of underlying fibrillatory dynamics given its smaller

coefficient of variation.

9.4 Conclusion

This study demonstrates that phase singularity dynamics during human persistent atrial fibrillation

and early human ventricular fibrillation can be modelled using a scale-dependent Markov birth-

death framework, providing a compact theoretical approach to summarise, explain and predict

the repetitive regeneration of unstable reentrant circuits. Additionally, findings suggest that the

Poisson processes of phase singularity births and deaths can be accurately characterised irrespective

of the field of view of the mapping modality used and, potentially, irrespective of the location at

which the recording is taken in the chamber.

To summarise, this study adds important insights to the current literature by:

• Establishing that the observed phase singularity birth-death process is scale dependent, gov-

erned by the field of view of mapping

• The magnitude of renewal rate constants λf and λd is consequently governed by the mapping

field of view

• The optimal Markov birth-death model is also dependent on scale

• The phase singularity birth-death process can be accurately characterised irrespective of the

field of view of the mapping modality used, meaning local catheters can be used in place of

difficult global recording methods
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Part III

Summary, concluding remarks and

supplementary material
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Chapter 10

Summary and Conclusions

Re-entrant circuits have been a key and consistent observation in the field, dating as far back

as almost a century ago. However, the nature of this rotational activity and whether it plays

a role in initiating and maintaining cardiac fibrillation has thus far remained a mystery. This

has unfortunately lead to downstream consequences in treatment, as incomplete understanding

of the underlying fibrillatory mechanism has hindered the development of effective therapeutic

interventions, even though atrial and ventricular fibrillation are the most common and most deadly

arrhythmia respectively. This served as the primary motivation of this thesis, in which I aimed

to use computational and statistical approaches to provide insights into the mechanisms by which

these re-entrant circuits promote the perpetuation of cardiac fibrillation.

10.1 Study I - Spatiotemporal stability and specificity of high

bipolar electrogram entropy regions in sustained atrial

fibrillation: implications for mapping (ch.4)

At the heart of our incomplete understanding of cardiac fibrillation is the debate about whether

the arrhythmia arises from anarchical versus hierarchical mechanisms. Although anarchical mech-

anisms such as the multiple wavelet reentry hypothesis have been put forward, studies demon-

strating the presence of localised, stable reentrant activity (e.g. rotors) have recently resulted in

an enormous amount of effort, time and money being directed into mapping and targeting these

sources. From a clinical perspective, localised stable drivers are appealing as they suggest that a

‘point-and-shoot’ approach may lead to long-term termination or modulation of the arrhythmia.

Many independent research groups have investigated methods to map and ablate these ’driver’

regions, but currently the success of these methods are either non-reproducible or require further

investigation.
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A major limitation of many of these mapping approaches is that they utilise internal company-

specific or proprietary technologies that prevent studies from being reproduced and externally

validated. In order to provide a solution to this, entropy has previously been presented as an open-

source, non-proprietary method of rotor mapping. However, a fundamental knowledge gap was

that the specificity of entropy remained unknown (e.g. whether it co-locates only with the pivot

of rotors or also other wave propagation patterns). Further, in order for entropy-guided targeted

ablation to be possible, stability is needed in both time and space in order for physical ablation

lesions to be placed.

This was investigated in Part I of the thesis, using a study comprising of i) human medium-

duration AF recordings, ii) sheep tachypaced long-duration AF recordings and iii) computer sim-

ulated fibrillation (ch.4). Findings from this first study demonstrated that although there was a

relative stability of the highest top 10% of entropy regions, which recurred in the same spatial

location over time, they were transient and surrounded by dynamic global spatial and temporal

instability. Additionally, high entropy regions were shown to correlate not only with the pivot

of rotors, but also with areas of repetitive cross propagation. These findings collectively suggest

that entropy-based mapping requires further investigation before being used as part of a targeted

ablation strategy.

However, an interesting finding of the study that echoes a number of reports throughout the

history of the field is the the overarching temporal instability observed. Given unstable reentrant

activity has been widely reported, it raises fundamental questions about the origins of this random

behaviour, and whether it is key to the underlying fibrillatory mechanism.

10.2 Study II - Renewal theory as a universal quantitative

framework to characterise phase singularity regenera-

tion in mammalian cardiac fibrillation (ch.6)

Due to the intrinsic instability of re-entrant circuits implied by the findings of the entropy study,

Part II of this thesis aimed to study the random, unstable behaviour of rotational activity in

fibrillation using a stochastic renewal theory framework, which uses probability theoretic principles

to study random phenomena. Specifically, in this study (chapter 6), a universal quantitative

framework was developed to study the formation and destruction of reentrant circuits in both

atrial and ventricular fibrillation.

Reentrant activity can be detected by the phase singularity (PS), which occurs due to the

topology at the centre of a rotor as well as at the free ends of wavelets. It was reasoned that

by studying the probability distribution functions of the inter-event times between PS formations
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and PS lifetimes, insights could be made about the underlying data generating mechanism. It

was discovered that PS inter-formation event times and lifetimes always followed exponential dis-

tributions, consistent with a Poisson renewal process. A defining feature of the Poisson renewal

process is that although individual events occur at random, there is paradoxically a robustly stable

underlying rate that governs the Poisson process. Mechanistically, this suggests for the first time

that although individual PS behave at random, the long term rate of formation and destruction is

robustly stable and able to be quantified using the Poisson rate constant.

This finding was rigorously validated in 5 model systems (i) human AF, ii) sheep AF, iii)

rat AF, iv) rat VF and v) computer simulated fibrillation), as well as comparison with the most

stochastic distribution as estimated using a Maximum Entropy approach, and cross-validation with

current source literature. The contribution of these findings to literature is that they recast PS

destruction and formation in cardiac fibrillation as Poisson renewal processes, which provides a

powerful universal quantitative framework to explain the formation and destruction of rotational

events in mammalian cardiac fibrillation.

10.3 Study III - Renewal rate constants of phase singularity

formation and destruction in atrial fibrillation are tem-

porally stable: implications for AF mechanism (ch.7)

Study III (chapter 7) investigates the Poisson processes of PS formation and destruction further

by assessing their temporal stability. Characteristically, because the timings of individual events

are statistically independent but the underlying Poisson rate is stable over time, the arrhythmia

generating mechanism should be temporally stable, despite the superficial appearance of uncoor-

dinated or random electrical wave propagation. This would recast fibrillation as the product of

an underlying stable stochastic process and implies that measuring the rate constants would be a

simple, reliable way to characterize fibrillatory dynamics.

To investigate this, the study assesses stationarity in i) human persistent and ii) sheep tachy-

paced AF. In both species findings consistently demonstrated stationary dynamics, thus validating

that PS formation and destruction rates are stable in the time domain.

As a practical application of this temporal stability, the minimum sampling time required

to accurately estimate rates of formation and destruction was calculated and shown to be 15

seconds. This suggests that these rate constants can also be accurately estimated from short-

duration recordings, providing a novel mechanistic tool to measure overall fibrillatory dynamics,

directly connected to rotor regeneration.
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10.4 Study IV - Self-regeneration of atrial fibrillation can be

summarised and predicted using a Markov birth-death

framework (ch.8)

Due to the findings of study II and III consistently pointing towards PS formation and destruction

occurring via Poisson renewal processes, study IV (chapter 8) aimed to answer the question of

how these processes relate to the underlying fibrillatory mechanism. It was hypothesised that if

PS formation and destruction act as paired Poisson processes to perpetuate atrial and ventricular

fibrillation, then this dynamic relationship could be modelled using a Markov birth-death process,

which would provide a compact quantitative framework to summarise, understand and even predict

fibrillatory behaviour.

To explore this an M/M/1 model, the simplest Markov birth-death model, was used to char-

acterise phase singularity dynamics in: i) basket catheter recordings of human AF and ii) HD-grid

recordings of human AF. The M/M/1 Markov birth-death framework allowed system proper-

ties such as the average number and duration of PS to be accurately summarised, consistently

close matching the observed experimental system properties. Importantly, the Markov birth-death

framework also provided the necessary quantitative architecture for future prediction of phase sin-

gularity dynamics, which from a scientific point of view helps validate the contributions of PS

formation and destruction processes to the maintenance of fibrillation. In the clinical context, the

predictive capability may also prove if potential therapeutic interventions have had an effect on

underlying fibrillatory dynamics.

To further investigate whether the paired Poisson process of PS birth and death plays a role in

the fibrillatory mechanism, rate constants were compared between cases of sustained and sponta-

neously terminating AF. In all cases, a statistically significant difference in the rate of PS formation

and destruction was seen for all cases in which fibrillation terminates.

Collectively, this study demonstrates that phase singularity dynamics can be modelled using a

Markov birth-death framework, providing a compact theoretical approach to summarise, explain

and predict the repetitive regeneration of unstable reentrant circuits. The cycle of continuous PS

birth and death is shown to also play a role in the perpetuation of atrial fibrillation.

10.5 Study V - Phase singularity formation and destruction

processes in cardiac fibrillation are scale-dependent (ch.9)

Extending on findings from the Markov birth-death framework introduced in 8, study V (chapter

9) aimed to understand how to most optimally model phase singularity dynamics, given that there
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are several types of Markov birth-death models.

Although the M/M/1 model was used in study IV (as it is the simplest birth-death model) it

remained unknown whether this was universally the optimal model to apply. Furthermore, baseline

rates of PS formation and destruction were also not understood, which would be directly applicable

to interpretation of PS formation and destruction processes.

To investigate this, PS renewal rates and different types of Markov birth-death models were

studied in: i) computer simulated fibrillation, ii) epicardial sock recordings of early human VF, iii)

basket catheter recordings of human persistent AF, and iv) HD-grid recordings of human persistent

AF.

It was found that the observed phase singularity dynamics during human persistent atrial fib-

rillation and early human ventricular fibrillation were scale dependent and could be accurately

modelled using a scale-dependent Markov birth-death framework. As a result of this scale, find-

ings suggest that the Poisson processes of phase singularity births and deaths can be accurately

characterised irrespective of the field of view of the mapping modality used, meaning local catheters

can be used to analyse PS renewal in place of difficult global recording methods.

10.6 What this thesis adds to current literature

To summarise, the findings in this thesis presents potentially significant implications for future

research and therapeutic strategies, and provides the following key contributions to literature:

• The study findings show that there is global temporal instability of entropy, which suggests

an underlying instability of re-entrant activity. Within this global flux, there was a partial

stability of the top 10% of entropy, though this was only moderate and occurs not at just

rotors, but also at areas of repetitive wave cross propagation.

• Demonstration that PS destruction and formation in cardiac fibrillation are renewal processes.

These results provide a potentially powerful universal quantitative framework to explain the

formation and destruction of rotational events in mammalian cardiac fibrillation.

• Atrial fibrillation phase singularity formation and destruction processes follow stationary

dynamics and stable in the time domain. This implies that rates of PS formation and

destruction can be accurately estimated from short-duration AF recordings, providing a

mechanistic tool to measure overall AF dynamics, directly connected to rotor regeneration

as the underlying mechanism of the perpetuation of AF.

• Demonstration that phase singularity formation and destruction can be accurately sum-

marised, understood and predicted using a compact quantitative Markov birth-death frame-
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work. This framework also demonstrates how PS formation and destruction act as a paired

Poisson process to promote self-regeneration of cardiac fibrillation.

• Demonstration that the observed phase singularity formation and destruction processes are

scale-dependent and governed by the field of view of mapping. However, this can be accu-

rately modelled by the Markov birth-death framework at all fields of view, suggesting that

local and global recording modalities are potentially interchangeable.

10.7 Future directions

In regards to the entropy study in chapter 4, investigation is needed to define methods of delineating

rotors and regions of cross propagation. This may be achieved in future via the use of machine

learning algorithms that utilize other electrogram features, in addition to entropy, to differentiate

between these two modes of wave propagation. In addition, cross validation with other mapping

modalities such as phase mapping may be required in order to relate entropy patterns to the

underlying wave propagation dynamics.

The finding that re-entrant circuits are unstable, mobile and change dynamically throughout

time supports the notion that they are regenerated stochastically through Poisson renewal pro-

cesses. As they are simply regenerated at random, this suggests that a ’point-and-shoot’ approach

targeted at singular circuits may be ineffective. Instead, therapeutic strategies may have to be

designed such that they modulate the rate of PS regeneration, which in turn provides conducive

conditions for spontaneous termination. Further investigation will have to be done in order to

identify ablation strategies that most effectively modulate the rate of PS regeneration.

In addition, although a change in the rate of PS formation and destruction was seen in cases

of spontaneous AF termination, the mechanisms behind this still remain unknown. In fact, there

is currently limited data on how exactly AF and VF terminate. An area of study may be to assess

whether changes in PS rate constants are a common pathway to termination, and to study how

PS regeneration is altered in these cases.

Another area of study is to assess the ionic and tissue determinants of the PS rate constants.

As it has long been postulated that episodes of fibrillation encourages ‘remodelling’, which al-

ters cardiac substrate to promote the maintenance of re-entrant arrhythmia, ionic and structural

remodelling may influence changes in the rate parameters of PS formation and destruction. Cur-

rently, it is unknown which of these substrates influence the rotor regeneration cycle, and how,

although it could be reasoned that perhaps more advanced substrate remodelling will result in a

rotor regeneration rate that promotes ongoing maintenance of AF/VF.

Although the findings outlined in this thesis suggest that that PS destruction and formation in
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cardiac fibrillation can be characterised by renewal rate constants, measurement of these constants

currently rely on invasive means of data collection. A potentially clinically useful application

would be to derive the rate constants from surface ECG, enabling non-invasive measurement of

the underlying AF dynamics. This could to be used as an objective marker of the AF phenotype,

which would be clinically useful in stratifying which patients should be treated. Non-invasive

renewal rate measurement may also provide a platform for longitudinally assessing the progression

of a patient’s AF over time.

10.8 Concluding remarks

The investigations and methods described in this dissertation find evidence for the presence of un-

stable reentrant circuits during atrial and ventricular fibrillation. In addition, the studies discussed

support the notion that both atrial and ventricular fibrillation should be redefined as stochastic

Poisson renewal processes, which perpetuate due to a continuous regeneration cycle of PS births

and deaths. These findings have, for the first time, allowed for quantitative assessment of the rates

of PS formation and destruction, as well as the number and duration of phase singularities. In

addition, the Markov birth-death framework provides an accurate prediction of these system prop-

erties in future AF episodes. Collectively, these findings have potentially significant implications

for research and the development of more effective treatments for atrial and ventricular fibrillation,

which has remained elusive for the last century.
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Supplement A

Patient AF baseline characteristics -

Part I

For the entropy study detailed in Part I of this dissertation, patient baseline characteristics are

as shown below in Table A.1.

Characteristics (patients n = 10)

Age 62 ± 9

Gender

Male 80% (8)

Female 20% (2)

BMI 28.7 ± 3.8

CHA2DS2VaSC 1.6 ± 1

AF type

Persistent 80% (8)

Paroxysmal 20% (2)

Echocardiographic parameters

LVEF (%) 59 ± 7

LA area (cm2) 25 ± 4

E/E’ 8.4 ± 1.6

Table A.1: Patient Baseline Characteristics
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Supplement B

Mathematical Model of Fibrillatory

Activity

One of the mechanisms of wave conduction driving fibrillation is the presence of dynamically un-

stable areas (e.g. high degree of electrical alternans) causing continuous wave break and fibrillatory

conduction. Dynamically unstable areas continuously disrupt wave conduction in the surrounding

areas, generating short-lived pivoting waves. In order to model this scenario, a Panfilov-Tusscher

model[232] was used, which due to its simple formulation, allows straightforward control of dy-

namical stability of the wave conduction.

A rectangular grid of 80x80 diffusively coupled simulation nodes (diffusion coefficient set to 0.2)

was utilised. Space step was set to 0.6 and time step to 0.02. The system was integrated using a

forward Euler scheme with no-flux boundary conditions. Based on the study by Ten-Tusscher and

Panfilov [232], the following model parameters were used: a = 0.1, k = 8, ε = 0.01, b = 0.1, µ2

=0.2. In order to induce dynamical instability, the value of µ1 was varied between 0.02 and 0.2. By

varying the recovery variable µ1 in this way, three various AF-type scenarios were developed. In

the renewal process studies in Part II, these included: i) continuous spiral wave breakup with uni-

form electrophysiological properties, ii) stable spiral with uniform surrounding electrophysiological

properties and iii) stable spiral surrounded by non-uniform surrounding electrophysiological prop-

erties. For cases with uniform electrophysiological properties, µ1 was set uniformly throughout

the grid. For the stable spiral case with non-uniform surrounding electrophysiological properties,

the parameter µ1 was varied in the model to influence the steepness of the restitution curve. A

random distribution of µ1 was implemented, which led to the presence of localized areas of high

dynamical instability (leading to spiral wave breakup) surrounded by dynamically stable areas.

This simplified model was used only to illustrate the link between dyssynchrony and regions

maintaining fibrillation due to electrical instability. There are several mechanisms thought to play
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an important role in the maintenance of fibrillation (e.g. fibrosis, automaticity, heterogeneity of

effective refractory period). However, exploration of all potential factors is beyond the scope of this

work and hence the study decided to focus on selected one (heterogeneity of electrical alternans)

to demonstrate how dyssynchrony can point to regions critical to fibrillation maintenance. Since

it was not the aim to model the detailed electrophysiology of the atria but rather show specific

mechanisms, arbitrary units were used.
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Supplement C

Entropy Algorithms

In information theory, entropy measures the information content of a signal and as such, can be

used to quantify electrogram complexity. For example, an EGM in sinus rhythm contains more

repetition and therefore less randomness than a fractionated EGM in AF. Entropy measures this

‘randomness’ to quantify the complexity of the EGM signal, and hence will return a higher entropy

for more complex signals. The entropy algorithms used in this dissertation are further described

in the following.

C.0.1 Shannon Entropy

In AF analysis, Shannon Entropy (ShEn) is often used to measure the information content of an

ECG or EGM. ShEn typically measures this using the amplitude distribution within the signal

histogram. Specifically, a voltage histogram can be acquired by binning signal samples according

to its amplitude. Following this, the relative probability density p(i) is obtained by dividing the

sum of counts in each amplitude bin by the total number of counts. In effect, ECG or EGM with

regular morphologies (i.e. signals that only possess a few states) will yield a narrow amplitude

distribution2. Conversely, complex morphologies containing a number of dissimilar deflections, such

signals in AF, will lead to more varying amplitudes and in turn a broader amplitude distribution

(C.1). In effect, as ShEn is taken a sum of the probabilities, broader amplitude distributions will

result in higher ShEn. In this study, we computed ShEn by binning samples depending on their

amplitude using a voltage histogram, with bin sizes dependent on the standard deviation (SD) of

the signal (bin size = 0.125 * SD). In mathematical notation, ShEn can be given by:

ShEn =

n∑
i=1

p(i)log2p(i) (C.1)

where n is the number of discrete values the variable can take and p the probability of a

190



sample falling within a given amplitude bin. Previous studies published by Ganesan et al. [83]

[85] showed that ShEn co-located with the rotor centre (P < 0.001) in both computer simulations

and animal models of rotors and AF under the premise that EGMs in the pivot zone of a rotor

experience greater spatial uncertainty of wavefront direction, which in turn results in less stable

EGM morphologies due to the direction-dependent nature of the bipolar EGM signal. Results

showed that more complex EGMs demonstrated various different deflections and comprise of more

varying amplitudes, hence possessing a broader voltage distribution that coincides with higher

ShEn (Figure C.1).

C.0.2 Approximate Entropy

Like ShEn, Approximate Entropy (ApEn) also measures the information content of a signal. In

place of using an amplitude distribution, ApEn detects the presence of repetitive patterns of

fluctuation, and measures the likelihood that runs of similar patterns will remain similar when

incrementally compared. Specifically, the prevalence of repetitive patterns was identified by forming

a sequence of vectors, SN , using the time series data, and measuring the difference between them.

If the relative difference between any pair of corresponding measurements is less than the length of

the pattern m, the pattern is deemed similar. A simple example is shown in 3.2. In mathematical

notation, this can be expressed using the equation:

ApEn(SN ,m, r) = ln
Cm(r)

Cm+ 1(r)
(C.2)

where m is the pattern length, r is the similarity criterion or threshold, and Cm(r) the preva-

lence of patterns of length m in the sequence SN [194]. In this study, we set an epoch of length

N = 5000, due to the 5 second window length selected as used in previous literature. The tolerance

or similarity criterion r was set to 0.2 multiplied by the standard deviation of the sequence. Lastly,

the vector length m was set to 2. As a result, the algorithm searches through the sequence SN and

compares this with the vector of length m to find matches of the same 2 voltage values within the

sequence (bipolar EGM). If there is a match, the algorithm will determine how often the following

point (m+ 1) lies within the tolerance r of these matched vectors.

C.0.3 Sample Entropy

Sample Entropy (SampEn) is a modified rendition of ApEn that works in much the same fashion.

Computationally, however, SampEn differs in that it does not include comparisons between a vector
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and itself, hence avoiding biased regularity. SampEn is defined as:

SampEn = (C.3)

SampEn = −log
∑
Ai∑
Bi

= −log A
B

(C.4)

where Ai is the number of matches of length m+1 with the ith template, Bi the number of

matches of length m with the ith template. A simple example is shown in Figure C.1. Like ApEn,

we used an epoch of length N = 5000, a tolerance or similarity criterion r = 0.2 ∗ SD of the

sequence, and a vector length m = 2.

Figure C.1: Schematic showing high ApEn, ShEn and SampEn calculation. Adapted from

[Dharmaprani, 2018]
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Supplement D

Interpretation of Kappa statistic

values

Kappa interpretations were taken from Landis and Koch, 1997 [141], as shown in Table D.1. In

this study, kappa values were used to quantify the level of agreement between the presence and

location of the top 10% of entropy and DF values between consecutive segments. If the top 10% of

values were not consistently present in the same location over all segments, then the kappa statistic

will return a low value. Conversely, if the top 10% of values wereconsistently present in the same

location over all segments, then the kappa statistic will retun a high value.

Below 0 Poor agreement

0.00 - 0.20 Slight agreement

0.41 - 0.60 Moderate agreement

0.61 - 0.80 Substantial agreement

0.81 - 1.00 Alomst perfect agreement

Table D.1: Kappa Interpretations
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Supplement E

Example entropy and DF movies

Movie 1: Entropy

For an example movie of entropy in a single human persistent AF case, see: https://youtu.be/

ohZOi8XdMBw

Movie 2: Dominant Frequency

For an example movie of DF in a single human persistent AF case, see: https://youtu.be/

4gHZLNalFf4
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Supplement F

Patient AF baseline characteristics -

Part II

For the renewal process studies detailed in Part II of this dissertation, patient baseline charac-

teristics are as shown below in Table F.1 for the Australian cohort (Flinders University, South

Australia), and in Table F.2 for the German cohort (University Medical Centre, Hamburg).

Characteristic (patients n = 12)

Age 62 ± 9

Gender

Male 83% (10)

Female 17% (2)

BMI 28.7 ± 3.8

CHA2DS2VaSC 1.6 ± 1

AF type

Persistent 80% (10)

Paroxysmal 20% (2)

Echocardiographic parameters

LVEF (%) 59 ± 7

LA area (cm2) 25 ± 4

E/E’ 8.4 ± 1.6

Table F.1: Patient Baseline Characteristics
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Characteristic (patients n = 13)

Age 62 ± 9

Gender

Male 92% (13)

Female 0.07% (1)

BMI 29 ± 5

CHA2DS2VaSC 1.6 ± 1

AF type

Persistent 100% (13)

Paroxysmal 0% (0)

Echocardiographic parameters

Reduced LVEF (40-55%) 2/10

LA diameter (mm) 48 ± 6

Hypertension 3/10

Diabetes 0/10

Table F.2: Patient Baseline Characteristics, German cohort
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Supplement G

A proof for the convergence of a

geometric distribution to exponential

distribution

In the case of PS formation and destruction times, we consider the ‘time until the next event’,

which in the discrete case is a geometric distribution. The geometric distribution is a special case

of the negative binomial distribution, which is the number of number of failures in a sequence

of Bernoulli trials until the first success [206]. The probability mass function for the geometric

distribution is shown below:

Pr(X = k) = p(1− p)k,∀k ≥ 1 (G.1)

Consider if p is small, then n
p = π . . . (∗)

Also, let x = k
n . . . (∗∗)

Then pmf of the geometric distribution is:

∞∑
k=0

Pr(X = k) (G.2a)

=

∞∑
k=0

p(1− p)k (G.2b)

=

∞∑
k=0

λ

n
(1− λ

n
)k . . . using(∗) (G.2c)

=

∞∑
k=0

λ

n
(1− λ

n
)n.

k
n . . . using(∗∗) (G.2d)
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=

∞∑
k=0

λ

n
(1− λ

n
)n.x

1
n (G.2e)

=

∞∑
k=0

λ

n
(1− λ

n
)n.x δx (as n

∞−→, x→ ∆x (G.2f)

=

∞∑
k=0

λe−λx ∆x (using characterisation of ey = (1 +
y

n
)n, as n→∞ (G.2g)

=

∫ ∞
0

λe−λx (G.2h)
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Supplement H

A step by step guide for λestimation

using MaxEnt principles and

Lagrange multipliers

The general principle behind MaxEnt is that the optimal choice for the predicted probability

distribution of a given data set is one with the largest amount of uncertainty or ‘entropy’, e.g.

the choice that is the most purely random containing the least number of assumptions, while still

meeting the known constraints [80] [105]. To achieve this, we can maximize the entropy function

subject to our constraints using the Lagrange multiplier method:

∂f

∂x
=

N∑
i=1

λi
∂gx
∂x

(H.1)

where N is the number of constraints, gx(x) are the constraints, λi the Lagrange multiplier,

and f(x) is the entropy function:

f(x) = −
∞∑
x=0

(px)log(px) (H.2)

In general terms, the Lagrange multiplier itself is a variable that allows the directions and

gradients of f(x) and g(x) to be compared, despite their respective magnitudes not necessarily

being equal. This allows the Lagrange multiplier method to find the minima and maxima of a

function subject to constraints without having to explicitly solve the conditions.

For a waiting-time process, the lowest moment of the sample distribution, the sample mean,

is applied as the constraint to achieve the most unbiased probability distribution (PMaxEnt). In
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this study specifically, the sample mean is equal to the mean of PS lifetimes or PS inter-formation

event times for each AF epoch. As probabilities must always sum to 1, a normalization constraint

must also be applied. Therefore, we must find PMaxEnt such that:

• PMaxEnt satisfies the constraint on the average sample mean

• PMaxEnt satisfies the normalisation constraint

• PMaxEnt has the maximum entropy

Mathematically, such a distribution can be found by setting the gradient of the function to

equal a linear combination of the gradients of the constraints:

∂f

∂px
= λ1

∂g1
∂px

+ λ2
∂g2
∂px

(H.3)

where f(x) is the entropy function and g1(x) is the expectation of X (sample mean)

g1(x) = E[X] (H.4a)

=
∑

x.px (H.4b)

= 〈w〉 (H.4c)

Where 〈w〉 can be estimated by the sample mean. Further:

∂g1
∂px

= x (H.5)

and g2(x) the normalization constraint:

g2(x) =
∑

px (H.6a)

= 1 (H.6b)

∂g2
∂px

= 1 (H.6c)

Therefore, solving equation (1) gives the PMaxEnt of PS lifetimes and PS inter-formation event

times. This can be achieved by following the steps as outlined below. First, To find ∂f
∂px

, we use

the chain rule:

f(x) = −
∞∑
x=0

(px)log(px) (H.7a)

∂f

∂px
= −log(px) + px.

1

px
(H.7b)
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Substituting into equation 1

− log(px) + 1 = λ1(x) + λ2(1) (H.8a)

− log(px) + 1 = λ1(x) + λ2 (H.8b)

1. Solving for px

px = e−1−1x−λ2 (H.9a)

= e−1−1x.e−λ2+1 (H.9b)

px =
e−λ1x

Z
(H.9c)

where Z = e1+λ2 (H.9d)

As we can see, the functional form of PMaxEnt gives an exponential distribution. As a result,

solving for λ1 will give the predicted exponential decay constant of the distribution, and in turn

the predicted PS destruction and formation rate. This was used to compare with the observed λ

from the experimental data. To solve for λ, we must solve for Z:

2. Plugging in constraint g2 (normalization constraint) into equation H.9d gives:

1

Z

∞∑
0

e−λ1x = 1 (H.10a)

Z =

∞∑
o

e−λ1x (H.10b)

Using geometric series expansion:

1 + e−λ1 + e−2λ1+... (H.11a)

Z =
1

1− e−λ1
(H.11b)

∂Z

∂λ1
=

e−λ1

(1− e−λ1)2
(H.11c)
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3. Plugging in constraint and g1 (sample mean constraint) into equation H.9d gives:

g1(x) =
∑

x.px (H.12a)

=
∑

x
e−λ1x

Z
(H.12b)

=
1

Z

∞∑
0

xe−λ1x (H.12c)

= 〈w〉 (H.12d)

4. To help solve for equation H.12b, we take the derivative of Z (equation H.10b):

∂Z
∂λ1

=

∞∑
0

xe−λ1x (H.13)

5. Therefore we can re-write the first constraint equation H.12b as:

g1(x) =
1

Z

∞∑
0

xe−λ1x (H.14a)

=
1

Z
∗ −∂Z
∂λ1

(H.14b)

= 〈w〉 (H.14c)

1

Z

∂Z

∂λ1
=

(1− e−λ1)

1
∗ e−λ)1

(1− e−λ1)2
(H.14d)

e−λ1
1− e−λ1

(H.14e)

= 〈w〉 (H.14f)

(H.14g)

Solving for equation H.14c will therefore give l1 and in turn the PS destruction or formation

rate.
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Supplement I

Renewal Process Models

We model PS destruction and formation as renewal processes. For PS destruction, we measured

the waiting times for an existing PS to be destroyed, and for PS formation, we studied the waiting

times between the creation of new phase singularities. PS lifetime and inter-formation event times

are random variables generated according to an exponential distribution, under the rate parameter

λ. The probability density function for the all PS lifetimes or inter-formation times is thus given

by:

f(t) = λeλt (I.1)

where t is time, and λ the PS destruction or formation rate, differentiated in this study using

the terms λd and λf respectively.

I.1 Non-linear Least Squares Data Fitting

Parameter fitting to the exponential distribution was first completed using non-linear least squares

on the probability distribution function (PDF) for each case. PDFs were generated by binning PS

lifetime and inter-formation time data to form normalized histograms. Data fitting was performed

in Matlab, and the fitting options selected include the Trust-Region Algorithm, with minimum

difference change 1.0E-8, and maximum iterations set to 400. The r-squared (R2) value was used

to determine the adequacy of fit.
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I.2 Maximum Likelihood Data Fitting

As a comparison to an alternative data fitting approach, PS data was also fitted using maximum

likelihood. For continuous data, a histogram can throw away information and fitting dependent on

the choice of bin edges and bin widths. Maximum likelihood does not suffer from these problems,

and as such was used as a comparative approach. Data fitting was performed in Matlab, using the

probability density function (PDF) of each case. The chi-squared (χ2) good-ness of fit test was

used to assess the adequacy of fit, which uses the null hypothesis that the data evaluated comes

from an exponential distribution.

I.3 Data fitting results

To assess the adequacy of fit, we evaluated the R2, sum of squares error (SSE), degrees of free-

dom error (DFE) and the standard error (RMSE) using non-linear least squares fitting. For the

maximum likelihood approach, we determined the chi-squared (χ2) goodness-of-fit p-value, with

p < 0.05 indicating that the null hypothesis is rejected and the data does not fit with the tested

distribution.
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Table I.1: Destruction Process in Human Persistent AF

CASE λd 1/λd R^2 SSE DFE RMSE

χ2

p-

value
1 -0.0410 -24.3780 0.9794 0.0009 155 0.0024 0.14

2 -0.0358 -27.9177 0.9023 0.0013 167 0.0028 0.92

3 -0.0362 -27.6473 0.9284 0.0005 216 0.0015 0.21

4 -0.0448 -22.3211 0.9100 0.0007 186 0.0019 0.32

5 -0.0451 -22.1816 0.9180 0.0006 169 0.0019 0.08

6 -0.0511 -19.5678 0.9554 0.0004 171 0.0016 0.09

7 -0.0523 -19.1335 0.9215 0.0007 175 0.0019 0.31

8 -0.0369 -27.0865 0.9484 0.0004 214 0.0013 0.45

9 -0.0455 -21.9864 0.9663 0.0003 219 0.0011 0.24

10 -0.0753 -13.2727 0.9639 0.0013 129 0.0031 0.92

11 -0.0522 -19.1610 0.9878 0.0010 126 0.0028 0.27

12 -0.0681 -14.6820 0.9579 0.0014 142 0.0032 0.77

13 -0.0506 -19.7622 0.9438 0.0019 95 0.0045 0.19

14 -0.0388 -25.7533 0.9444 0.0017 132 0.0036 0.29

15 -0.0423 -23.6537 0.9689 0.0002 225 0.0011 0.09

16 -0.0370 -27.0051 0.9091 0.0006 186 0.0019 0.58

17 -0.0311 -32.1554 0.9977 0.0015 108 0.0037 0.68

18 -0.0322 -31.0795 0.9364 0.0011 110 0.0032 0.55

19 -0.0507 -19.7213 0.9373 0.0006 187 0.0017 0.43

20 -0.0381 -26.2146 0.9083 0.0006 177 0.0019 0.64

21 -0.0431 -23.2038 0.9900 0.0007 159 0.0022 0.65

22 -0.0595 -16.8024 0.9852 0.0015 121 0.0035 0.68

23 -0.0381 -26.2131 0.9822 0.0001 280 0.0007 0.64

24 -0.0390 -25.6334 0.9165 0.0006 181 0.0018 0.95

25 -0.0435 -23.0031 0.9196 0.0006 167 0.0019 0.21

26 -0.0316 -31.6781 0.9152 0.0005 225 0.0016 0.71

27 -0.0339 -29.4629 0.9839 0.0009 164 0.0024 0.24

28 -0.0436 -22.9554 0.8927 0.0012 112 0.0033 0.12

29 -0.0504 -19.8610 0.9335 0.0006 167 0.0019 0.61

30 -0.0556 -17.9914 0.9698 0.0012 119 0.0031 0.45

31 -0.0637 -15.7036 0.9166 0.0009 129 0.0026 0.46

32 -0.0497 -20.1090 0.9147 0.0008 160 0.0022 0.66

33 -0.0552 -18.1207 0.9096 0.0008 146 0.0024 0.77

34 -0.0429 -23.3163 0.9876 0.0008 159 0.0023 0.35

35 -0.0530 -18.8568 0.9190 0.0010 153 0.0025 0.66
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Table I.2: Destruction Process Sheep AF

CASE λd 1/λd R^2 SSE DFE RMSE

χ2

p-

value
1 -0.0579 -17.2641 0.9768 0.0013 152 0.00288 0.77

2 -0.0432 -23.1674 0.9256 0.0006 173 0.00182 0.40

3 -0.0409 -24.4553 0.9899 0.0007 176 0.00204 0.81

4 -0.0438 -22.8181 0.9373 0.0005 184 0.00166 0.76

5 -0.0461 -21.6732 0.9067 0.0008 185 0.00205 0.38

6 -0.0448 -22.3027 0.9389 0.0005 183 0.00164 0.22

7 -0.0503 -19.8749 0.9169 0.0015 122 0.00346 0.79

8 -0.0515 -19.4243 0.9267 0.0016 137 0.00339 0.95

9 -0.0459 -21.7629 0.9053 0.0015 144 0.00324 0.33

10 -0.0497 -20.1324 0.9405 0.0013 164 0.00285 0.67

11 -0.0425 -23.5366 0.9556 0.0012 157 0.00271 0.44

12 -0.0454 -22.041 0.9375 0.0012 165 0.00271 0.83

13 -0.0419 -23.8595 0.9546 0.0011 183 0.00242 0.77

14 -0.0360 -27.8098 0.9551 0.0009 192 0.00218 0.17

15 -0.0411 -24.3285 0.9793 0.0014 200 0.00265 0.86

16 -0.0368 -27.1747 0.9763 0.0008 159 0.00227 0.99

17 -0.0368 -27.1681 0.9402 0.0011 156 0.00263 0.51

18 -0.0342 -29.229 0.9550 0.0009 165 0.00233 0.88
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Table I.3: Destruction Process Rat AF

CASE λd 1/λd R^2 SSE DFE RSME

1
-

0.39464

-

2.53397
0.920077 0.001655 19 0.015156

2
-

0.32009

-

3.12408
0.906601 0.001161 24 0.014547

3
-

0.45308
-2.2071 0.910141 0.001666 25 0.014645

4 NO PS

Table I.4: Destruction Process in Rat VF

CASE λd 1/λd R^2 SSE DFE RSME

1 -0.616976139
-

1.62081
0.925768 0.005767 16 0.018985

2 -0.762581075
-

1.31134
0.965581 0.003513 23 0.012359

3 -0.499943945
-

2.00022
0.935486 0.004449 27 0.012837

4 -0.392332499
-

2.54886
0.952071 0.025498 18 0.037637

5 -0.386703801
-

2.58596
0.915747 0.008958 17 0.022955

6 -0.393236373 -2.543 0.949446 0.007835 18 0.020863

7 -0.571397065 -1.7501 0.92278 0.020703 11 0.043383

8 -0.791982816
-

1.26265
0.938596 0.011686 12 0.031207

9 -0.099075603
-

10.0933
0.921393 0.021087 13 0.040275

10 -0.263687202
-

3.79237
0.965384 0.01155 18 0.025331

11 -0.251567598
-

3.97507
0.96888 0.009258 19 0.022075
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Table I.5: Formation Process in Human AF

CASE λf 1/λf R2 SSE DFE RMSE
2 P-

VALUE
1 -0.0324 -23.601 0.9798 0.0009 260 0.0019 0.26

2 -0.0440 -18.526 0.9291 0.0011 187 0.0025 0.32

3 -0.0277 -26.529 0.9545 0.0007 343 0.0014 0.12

4 -0.0396 -20.145 0.9001 0.0006 226 0.0016 0.94

5 -0.0423 -19.116 0.9476 0.0010 273 0.0019 0.65

6 -0.0342 -22.615 0.9041 0.0005 378 0.0011 0.48

7 -0.0416 -19.381 0.9599 0.0009 227 0.0020 0.64

8 -0.0437 -18.623 0.9381 0.0005 260 0.0013 0.54

9 -0.0425 -19.040 0.9411 0.0004 307 0.0012 0.65

10 -0.0475 -17.405 0.9168 0.0009 374 0.0016 0.54

11 -0.0301 -24.912 0.9327 0.0011 292 0.0020 0.72

12 -0.0312 -24.285 0.9566 0.0010 310 0.0018 0.52

13 -0.0496 -16.784 0.9302 0.0017 203 0.0029 0.99

14 -0.0279 -26.377 0.9576 0.0010 195 0.0022 0.22

15 -0.0287 -25.856 0.9296 0.0003 361 0.0010 0.11

16 -0.0285 -26.004 0.9425 0.0005 274 0.0014 0.11

17 -0.0536 -15.735 0.6165 0.0017 338 0.0023 0.06

18 -0.0653 -13.279 0.9074 0.0011 367 0.0017 0.40

19 -0.0107 -48.242 0.9071 0.0039 20 0.0139 0.45

20 -0.0383 -20.690 0.9793 0.0007 246 0.0017 0.37

21 -0.0415 -19.431 0.9661 0.0008 266 0.0017 0.76

22 -0.0297 -25.165 0.9647 0.0012 333 0.0019 0.63

23 -0.0107 -48.265 0.9501 0.0057 50 0.0107 0.77

24 -0.0328 -23.362 0.9329 0.0006 269 0.0015 0.93

25 -0.0345 -22.487 0.9374 0.0006 267 0.0015 0.97

26 -0.0358 -21.812 0.9415 0.0006 223 0.0017 0.19

27 -0.0379 -20.872 0.9184 0.0011 205 0.0023 0.14

28 -0.0231 -30.232 0.9157 0.0019 216 0.0030 0.70

29 -0.0466 -17.676 0.9889 0.0007 306 0.0015 0.09

30 -0.0489 -16.974 0.9689 0.0019 196 0.0031 0.53

31 -0.0466 -17.675 0.9468 0.0009 281 0.0018 0.53

32 -0.0451 -18.140 0.9899 0.0007 284 0.0015 0.86

33 -0.0376 -21.004 0.9074 0.0010 323 0.0017 0.48

34 -0.0126 -44.284 0.9577 0.0008 310 0.0016 0.39

35 -0.0323 -23.613 0.9782 0.0009 319 0.0017 0.67
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Table I.6: Formation Process in Sheep AF

CASE λf 1/λf R^2 SSE DFE RMSE
χ2 p-

value
-0.0473 -21.1452 0.9333 0.0010 233 0.0020 0.24

2 -0.0487 -20.5526 0.9851 0.0007 197 0.0019 0.44

3 -0.0459 -21.7789 0.9662 0.0007 200 0.0019 0.69

4 -0.0552 -18.1025 0.9297 0.0005 176 0.0017 0.36

5 -0.0552 -18.1040 0.9135 0.0006 179 0.0019 0.74

6 -0.0550 -18.1693 0.9889 0.0008 167 0.0022 0.39

7 -0.0367 -27.2372 0.9264 0.0014 250 0.0024 0.68

8 -0.0491 -20.3860 0.9733 0.0012 257 0.0022 0.70

9 -0.0442 -22.6277 0.9121 0.0014 251 0.0023 0.44

10 -0.0456 -21.9182 0.9106 0.0010 237 0.0021 0.09

11 -0.0467 -21.4319 0.9203 0.0010 249 0.0020 0.33

12 -0.0407 -24.5926 0.9740 0.0010 250 0.0020 0.42

13 -0.0434 -23.0544 0.9788 0.0011 235 0.0022 0.27

14 -0.0458 -21.8345 0.9385 0.0008 247 0.0018 0.20

15 -0.0456 -21.9338 0.9455 0.0014 238 0.0024 0.82

16 -0.0400 -24.9770 0.9153 0.0009 228 0.0020 0.43

17 -0.0372 -26.8711 0.9783 0.0010 231 0.0020 0.89

18 -0.0381 -26.2718 0.9788 0.0010 233 0.0020 0.39
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Table I.7: Formation Process in Rat AF

CASE λf 1/λf R^2 SSE DFE RSME

1 0.419942 2.381283 0.942991 0.001655 17 0.005932

2 0.243807 4.101607 0.931647 0.001161 19 0.00598

3 0.315868 3.165879 0.94344 0.001666 8 0.00343

4 NO PS

Table I.8: Formation Process in Rat VF

CASE λf 1/λf R2 SSE DFE RSME

1 0.654083648 1.528856 0.911355 0.001497 30 0.007063

2 0.630159282 1.5869 0.970007 0.002665 26 0.010125

3 0.130750854 7.648134 0.939085 0.001106 20 0.007438

4 0.465554173 2.147978 0.960541 0.001834 39 0.006858

5 0.359369029 2.782655 0.904757 0.003788 30 0.011236

6 0.195596497 5.112566 0.95903 0.008241 33 0.015803

7 0.219044658 4.565279 0.986648 0.004465 29 0.012409

8 0.113454978 8.814069 0.995203 0.014203 22 0.025408

9 0.863465002 1.158125 0.917717 0.018902 20 0.030743

10 0.280973897 3.559049 0.987404 0.004937 33 0.012231

11 0.310418765 3.221455 0.911724 0.002504 37 0.008226
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Supplement J

Correlogram plots

J.1 Correlogram of PS lifetimes

Correlograms for PS lifetimes in all human persistent AF epochs (n = 43) are provided on the

following pages.

Correlograms provide a visual representation of the autocorrelation (the cross-correlation be-

tween a variable and itself) over various lags. The correlograms below are calculated from a lag of

0 to 20 for PS lifetimes treated as an ordered time series.

In all correlograms, the highest autocorrelation (of 1) was found at lag 0 as the variable will have

perfect autocorrelation with itself. However, as the variable is shifted in time, the autocorrelation

is close to 0 for all lags.
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J.2 Correlogram of PS formation times

Correlograms for PS inter-formation event times (or simply referred to as formation times) in all

human persistent AF epochs (n = 43) are provided on the following pages.

Correlograms provide a visual representation of the autocorrelation (the cross-correlation be-

tween a variable and itself) over various lags. The correlograms below are calculated from a lag of

0 to 20 for PS formation-times treated as an ordered time series.

In all correlograms, the highest autocorrelation (of 1) was found at lag 0 as the variable will have

perfect autocorrelation with itself. However, as the variable is shifted in time, the autocorrelation

is close to 0 for all lags.
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Supplement K

Patient VF baseline characteristics-

Part II

For the Markov birth-death study detailed in chapter 8 of this dissertation, patient baseline char-

acteristics are as shown below in Table K.1.

Characteristics (patients n = 10)

Age 70 ± 10

Gender

Male 70% (7)

Female 3% (3)

Echocardiographic parameters

EF (%) 66.10 ± 4.93

LVDd (cm2) 3.88 ± 0.39

LVDs (cm2) 3.58 ± 1.42

LVPWd (cm2) 1.30 ± 0.14

IVSd (cm2) 2.03 ± 0.85

Table K.1: Patient Baseline Characteristics
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Part IV

Additional publications during

candidature
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Comparative spatial resolution of

12-lead electrocardiography and an

automated algorithm
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