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ABSTRACT

The research presented in this dissertation centres on the search user interface. The
search user interface is the graphical user interface between where a human searcher
interacts with a set of search results that a search engine serves in response to a request
by the searcher.

We are accustomed to linear, ranked-list interfaces that support information search
across pages upon pages of search results. However, whilst ranked-list interfaces have
a number of useful and usable characteristics - that for the most part, have served our
search activities well - some search is not well supported by such interfaces. Future
designers should focus efforts on provisioning an appropriate level of information in
appropriate forms to searchers.

Three human-based experiments are proposed and reported; each experiment tack-
les a different aspect of information display. Two experiments investigate ways that
information can be presented in graphical form in an information visualisation tra-
dition. In contrast, a third experiment investigates interface configuration with the
intention to optimise the way textual information is presented to the user.

Together, the results form a picture of where future search interface design should
move. By nature of the textual documents we search for, our interfaces must pro-
vision textual cues to the searcher. However and where possible, attributes of and
relationships between documents should be expressed in graphical and spatial forms to
facilitate quick and effortless comparison between documents.

Search user interfaces connect digital and cognitive worlds. It is increasingly ap-
parent that building such interfaces necessitates a concerted, interdisciplinary effort of
research and development. Accordingly, future search tools will be reliant on both an
understanding of the human perceptual-cognitive system, as much as the bits and bytes
that make up our search engine tools. Accordingly, perceptual-cognitive systems and
phenomena have played a major role in the experimental work presented herein.
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1. INTRODUCTION

1.1 Statement of Problem

Search facilities are increasingly prevalent in many computing applications - both online
and offline. Whenever we engage in complex search activities, we a likely to endure
a significant number of completely off-topic, or on-topic but irrelevant search results -
among those that are actually suitable for our information need. This is a widespread
problem in even contemporary search interfaces and more research should be devoted
to facilitating the identification of useful results as well as indicating where similarly

interesting results will be found subsequently.

When we do find a useful search result, the current methodology of presenting
search results - the ranked-list - provides little guarantee that the next search result
below will be relevant as well. Many information visualisation-based, alternative pre-
sentation techniques have been proposed to make it easier to identify and locate the
subset of relevant documents in search result sets. Yet none has received sustained
and widespread adoption. While these systems offer some unique advantage for text
search, many take an overly literal interpretation of graphical visualisation of search
results; subsequently, many search result presentation techniques are incompatible with

contemporary search behaviours such as fast text skimming.

We need research that perceives alternative visualisation-based techniques as a spe-
cific type of information visualisation that does not engage the full set of analytical
facilities that traditional information visualisation affords. More research is required
to strike a balance between the visual representation of data and information, such as
document metadata and inter-document relationships, and the inclusion of appropriate
- but not dominating - textual information like document surrogates that searchers at
present, make heavy use of in contemporary search interfaces. This thesis strongly con-
tends that previous alternative search result presentation techniques have leaned more
toward the visual aspect and have taken too much text out of the display. This imbal-
ance is evidenced by prior systems in which it may be seen that a document shares a
relationship with another document, yet it is difficult to perceive what each document
is about and therefore what the semantic relationship actually is; consequently, this
impacts on a decision of whether that relationship is useful to the current information

need.
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Furthermore and generally, search for information using a web-based search en-
gine is not analytical, in the same sense of analytical information visualisation for
multi-dimensional datasets. However, there has been an implicit assumption that if
we visualise search results, somehow search for information will be improved, given the
successes of visualisation-supported data analysis in other application domains. Ac-
cordingly, we need a big-picture or holistic approach to search result visualisation that
takes into consideration the user’s abilities and the tasks and behaviours they engage

in, when searching for information.

The envisioned research approach and the approach taken in this thesis, is that of a
balanced and holistic approach to search result presentation; it focuses on the point, the
space and the interface. The point represents the search results and their attributes, the
space represents the semantic space those points are arranged and presented within,
and the interface that contains the controls and views that we use to interact and

engage with search results.

Although the above perspectives are shared (Dong, 2008; Hoeber, 2012), largely, the
field continues to show off visually-impressive though broadly unusable or unsustainable
tools for everyday search activities - and few attempts are made by large commercial
search companies to offer promising facilities to the mainstream. Therefore, the overall
intention of this thesis is to support and facilitate the design of future search tools that
are more effective. More effective tools will enable searchers to satisfy their information
needs more efficiently and completely and furthermore, will instil greater confidence in
the searcher’s decision to terminate their search, having found information that satisfies

their need.

However, there is no one solution to the problem of search, since our search needs
are diverse in nature. Accordingly, improvements to search tools can be made in a range
of areas both at the back-end of the search engine, the front-end of the search engine
and through greater education of producers and consumers of digitised information.
Specifically, the contributions of the present work are limited to improvement of the

front-end or interface of the search engine.

1.2 Contributions of Thesis

Core aspects of search user interfaces include: the representation of individual search
results, depiction of the relationships between search results, and the interactive capac-
ities afforded to searchers. Succinctly, this is the point, space and interface of search
result visualisation. Our search user interfaces contain each of these core aspects in

some capacity.

Whilst there is no set formula for the design of search user interfaces, this thesis

will attempt a bounding for such a formula - based on the point, space and interface
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of search result visualisation. An initial outline and review goes to some lengths, to
contextualise and establish each of the core aspects, while a survey of systems highlights
a great diversity in prior research. Later and importantly, a series of experiments are
reported, with the outcomes anticipated to partially contribute to an inner substance

of the prescribed bounding.

The experiments presented in this thesis make a contribution to each core area of the
search user interface. Specifically, they investigate the role of motion - vis. animation
- to encode metadata attributes of individual search results; they evaluate the idea of
using a user’s pre-existing ideas, experiences and intuitions to define the data encoding
process; and they contrast and compare the usability of user interface configurations

for spatialisation-based search tools.

The reported experiments are a concerted effort toward improvement of search user
interfaces in a holistic sense, such that all outcomes could feature simultaneously in a
subsequent search user interface. They investigate novel but natural ways to convey
information to a searcher; they investigate how to convey semantic relationships by
way of visually-defined, spatial relationships; and they investigate how best to support
exploration of information through usable and optimal information display and user
interface design. The anticipated contributions of this research are key for future search

user interface design and evaluation.

1.3 Outline of Chapters

The next chapter will establish a context for search user interface research that investi-
gates visualisation-based techniques for the display and organisation of search results.
This multifaceted discussion offers a broad snapshot of the user and system issues and

includes a small survey of the various approaches evident across the literature.

The third chapter will motivate and report an experiment that investigates the use
of motion-based graphical attributes to encode metadata - just as colour, shape or size
can encode data. This experiment and subsequently, the experiment of chapter four are
conducted online, so significant efforts are taken to explicate the benefits of performing

experimental research of this kind over the Internet.

In the fourth chapter, its is argued that a data-encoding paradigm must take into
account the affordances of the data. When data is encoded in a way consistent with
our perceptual and cognitive expectations, the resulting interfaces should be easier
and more natural to interact with, thus improving search outcomes. Later, results are

reported for an experiment that explores this idea empirically.

The fifth and six chapters shift the focus away from document representation and
toward inter-document relationship visualisation. Namely, the fifth chapter introduces

document spatialisation and information spaces as a way to present search results to
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searchers. In addition, the latter part of chapter five will define and investigate a
set of key criteria to be used in the selection of algorithms for the construction of
such spaces. Building on this introduction, the sixth chapter will detail and report an
experiment that evaluates interface design components that are specific to search tools
which feature spatially-organised search results. Three experimental hypotheses centre
on the way searchers access and view document full-text, the way searchers access
and view document surrogate information, and the way searchers control the layout of

spatialised documents.

Finally, the seventh and final chapter summarises the findings of each experiment,
reiterates the significance of the findings and reviews how each of the experimental

findings will contribute to future search user interface design.

The studies presented herein are pilot studies of sorts. What is common among
these studies is a tendency to be highly and broadly exploratory - in both the subject
matter at the heart of the experimental hypotheses, and in the pragmatic methodolog-
ical aspects, such as how to conduct research in a balanced way. From an original
research perspective, the contributions of these studies are two fold; they introduce
and develop new and previously unexplored research questions and ideas within the
immediate field, whilst also contributing to a pool of methodological considerations
made by many researchers situated within the broader human-computer interaction

and usability discipline.
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2.1 Introduction

We indeed live in an age of information abundance; yet, despite having more data
available to us, our ability to deal with it efficiently has not yet eventuated. In fact,
paradoxically, despite often having all the data available that a situation demands,
frequently we cannot deal with it in a timely manner to act on (Woods et al., 2002).
We thus turn to tools that filter, integrate and organise information into manageable

chunks and streams that relax and optimise information flow and streamline cognition.

As the volume of information increases, research suggests that we experience de-
creased satisfaction and confidence in our analysis of the information (Oppenheim,
1997; Schwartz, 2005). The underlying techniques that are employed to select and
present information to the user are inconsistent with the way the user would operate
given sufficient time to process the huge amounts of information (Russell et al., 2006).
Accordingly, more effort should be directed to the development of tools that manage
this situation better and in particular, tool developers should target their design toward

the capabilities of the user.

Understanding the human factor in search and more widely, computer interfaces,
alongside advances in the supporting technology i.e. algorithms, will contribute greatly
toward better search in the future. However, at present, we have only a limited un-
derstanding of how humans interact with and extract information from an interface.
We must extend our knowledge of the human in the human-computer interaction to

motivate better design choices.

Engineering information retrieval - or just ‘search’- is characterised as a 90/10 prob-
lem, whereby ninety percent of the problem has taken ten percent of time and effort,
while the remaining ten percent will take ninety percent of time and effort (Mayer,
2008). At present, we are working on the final ten percent of the solution to make
information retrieval almost perfect. Arguably, a significant portion of the remain-
ing time spent on the search problem should be devoted to better understanding how
people interact, understand and interpret data and information via the graphical user

interfaces that separate the digital and cognitive worlds.

It is difficult to define today what the perfect search engine will look like in the

future, given the diversity of present information needs. However, it is unlikely, at
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this stage, that our information tools will become all-knowing, answering machines as
depicted in science fiction. Furthermore, it is unreasonable to predict that information
tools will be able to supply simple answers to complex information needs or be able to
satisfy information needs where the user has a limited understanding of what they are
searching for. Thus, whilst future tools will have greater access to and understanding
of data and information and the ability to better interpret human language, there will
remain the need for optimal display of information and interactive controls, to support
and augment cognitive processes active in information processing and thus knowledge

acquisition, consumption and production.

Future interface design will be founded on an understanding of the human factor,
but at present, there remain many gaps in our understanding. Toward this, we should
inform ourselves with an understanding of human cognitive processes and apply this
knowledge in the design of new interfaces, and then evaluate those designs with respect
to current state of the art in order to motivate design choices in the next iteration of

information tools.

Till now, reference to an information tool has been broadly non-specific. The focus
of this course of research will be on information tools that we engage for satisfaction of
complex information needs, which typically feed much larger information integration
tasks, such as analysis of an industry or field of research. In the following sections, a
working definition of an information tool is derived for use throughout the remainder
of this work.

2.1.1 Information Tools
Information Tools Characterised

In a generic sense, the tools we employ to manage our volumes of information, largely
consist of the same components. Many modern information tools are Internet or
Intranet-based and serve a large number of users and information needs. However,
they are increasingly prominent in desktop environments where they typically serve a
single user to assist with the management of personal information repositories. Nomi-

nally, we refer to these types of tools as Search Engines.

Broadly, the search engine consists of a user interface and a back-end. The back-end
holds an index containing a processed form of the document collection or corpus that
is available for searching. The back-end also contains the mechanisms for receiving
and processing input from the user; selecting appropriate documents that match the
request; and formatting results to facilitate review and judgement by the user at the

interface.

The interface is the medium upon which the user communicates their information

need and upon which the search engine presents its answer to the interpretation of that



Review of Area 7

need. A user’s information need motivates the use of an information tool. Routinely,
a need evolves with use of the tool and as the user processes more information. Such
evolutions are observed in search engine logs as sequences of incrementally refined
queries, whereby terms are replaced, added or subtracted though more readily replaced
or added in and to the initial prescription of the information need i.e. the query
(Spink, Wolfram, et al., 2001). Often, a user cannot define easily and precisely what it
is they need, and so adopt various strategies to get to their desired information. Such
strategies are employed to deal with the search engine’s misinterpretation of the user’s
intent (Bates, 1979).

Information need largely influences the type of search task carried out and the types
of information that the user must view to influence a successful search. The case of
searching for websites is trivial; the tool should ensure the presentation of a set of
web addresses and key terms corresponding to the website’s branding. However, in the
case of textual information spread across several independent sources, the presentation
technique is non-trivial but, classically, performed by presenting a keyhole view of
the resource’s content and implying that the information satisfying the need may be
somewhere within. Routinely, this paradigm is far from optimal. It is imperative that
we understand how to make it easier and more efficient for the user to extract the
necessary information in order to satisfy their need or to select a set of documents that

contain the information that will satisfy their need.

Historically, the search engine presents results in a linear, ranked-list and places
the most promising candidate at the top of the list. For each search result, the search
engine provides a summary of the resource to assist the user with judging whether it
will satisfy their information need. Such a paradigm serves a large variety of search
use-cases, but not all - particularly when the need is complex, unbounded or abstract.
It is not inconsequential to ignore these edge-cases, as these often mark the frontier
of knowledge generation and discovery; arguably, these edge-cases are better served by

alternative result presentation techniques.

Incorporating Alternative Search Result Presentation Techniques

Alternative search result presentation techniques are those that fundamentally differ
from linear, ranked-list search result presentation techniques. There are many alterna-
tive techniques at the disposal of the interface designer and a sample of these alterna-
tives will feature prominently in a survey discussed later in this chapter in Section 2.5.3
on page 54. The unifying characteristic that alternative techniques share is the depic-
tion of information that ranked-list techniques do not show and which is typically

depicted by predominantly graphical rather than textual means.

Whilst a number of new techniques exist, the widespread and sustained adoption

of such techniques has not eventuated. Of the few evaluative studies available (C.
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Chen and Y. Yu, 2000; Morse, M. Lewis, and Olsen, 2002; Chung, H. Chen, and
Nunamaker, 2005; Julien, Leide, and Bouthillier, 2008; Hoeber and Yang, 2008; Hoeber
and Yang, 2009; Hoeber and Liu, 2010), early indications suggest that alternative
techniques provide some benefit to search outcome, although seldom do results point
to an impending overthrow of the ranked-list. These results in the least, inform us
that a greater understanding of how search is conducted is required to improve these
tools, as to abandon the pursuit of alternative techniques altogether relegates us to our
existing tools that incorporate ranked-list techniques which are sub-optimal for a range
of important search use-cases. In order to define these use-cases it will be useful to

establish a relevant context.

Context of Search

This section outlines a context of search that is relevant for the research reported in
later chapters. This context encapsulates information need, query intent, relevance
judgement and a model of information seeking behaviour. A notion of information
need was earlier alluded to; however, the following subsection provides a more focused

examination of this concept.

Information Need When the user has a problem and the solution is a piece of infor-
mation, the user has an ‘anomalous state of knowledge’ (Belkin, Oddy, and Brooks,
1982; Veerasamy and Heikes, 1997). However, such a definition of information need
does not specify how to arrive at the solution. Often, filling the gap between problem
and solution is exacerbated by unknown topic knowledge, not knowing it’s ultimate
breadth, and not knowing it’s ultimate depth (Kelly, 2008). Unknown topic knowledge
complicates the formulation of a query in order to get to a location that will likely
contain the answer. In contrast, unknown breadth and unknown depth pertain to the
user not knowing how wide to cast their search i.e. generalisation, and not knowing

how detailed to take their search i.e. specificity, respectively.

Beyond raw exploration of the topic domain, search user interface enhancements like
query suggestion and completion, and query building interfaces like Quintura http:
//www.quintura.com see Alhenshiri, Watters, and Shepherd, 2011, Figure 1, offer
various ways to deal with unknown topic knowledge. However, current search user
interfaces do not adequately support estimations of coverage and detail for the user; it
remains the task of the searcher to gauge whether they have covered all perspectives
to sufficient detail. Conversely, alternative presentation techniques that make use of
global and thematic overviews may provide an implicit way of representing the scope

of the search result space.

Ultimately, motivating influences such as time pressures and analytical outcomes

play a key role in the dispatch of resources devoted to generalisation and specificity.
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Optimal information tools should support not just perceived satisfaction of an informa-
tion need but provide cues to aid in the estimation of how adequately the information

need is satisfied.

Different information needs warrant different approaches and information of differ-
ent formats. A diversity of information need is reflected in studies of query intent.
Intent is useful to ascertain where use of alternative interfaces may be appropriate as

well as the type of information that should be made available.

Query Intent Searchers perform various types of information search and these typi-
cally fall into three categories: transactional, navigational and informational. Search
type classification - alternatively, query intent classification - can take place by way
of manual surveys and classification methods (Broder, 2002) or by way of automated
methods that look for particular query word patterns (B. Jansen, D. Booth, and Spink,
2008). Research has attempted to gauge the spread of search intent in query logs and
find that informational searches constitute a majority (Broder, 2002; B. Jansen, D.
Booth, and Spink, 2008). However, for search conducted using mobile devices, infor-
mational search is the least contributory (Church, Smyth, et al., 2008) and is influenced
by whether the searcher is mobile and on the go, or not (Church and Smyth, 2009).
Predicting or identifying query intent can be used to tailor the search interface to the

intent of the user.

Hearst (2009) suggests that these intent taxonomies do not make sufficient differen-
tiation between ad hoc i.e. ephemeral and standing long term queries - note that while
B. Jansen, D. Booth, and Spink (2008) make this distinction, they do not explicitly
prescribe signals for ephemeral and standing queries in their classification algorithm.
The searcher may be interested in a fact, thus encompassing a clear criterion when
to terminate, or extended fact-finding, encompassing a broader investigation of longer

duration and consisting of multiple facts across multiple sources (Shneiderman, 1998).

Search user interface designs, as applied by most commercial search engine compa-
nies, favour ephemeral and focused information needs; and consequently, neglect needs
that encompass multiple facts, perspectives and sources or when the main need is of

consensus Or overview.

Regardless of intent, searchers have to make judgements regarding the likelihood
that a result will contain one or several target facts within the source. The next section
will outline how a user makes use of cues to decide whether to pursue a search result

in greater detail, or to direct their attention at an alternative.

Relevance Judgement Satisfying information need by means of information retrieval is
contingent on retrieving relevant information whilst ignoring non-relevant information

(Borlund, 2005). Searchers make use of several different signals to judge relevance and
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at various extents according to intent and information need (Matsuda et al., 2009;
Balatsoukas and Ruthven, 2010).

Relevance is a multidimensional concept. Saracevic (1996) proposes five types of
relevance: system and algorithmic, topical ‘aboutness’, pertinence or the match between
information need and document content, situational relevance, and motivational or

affective i.e. goal oriented.

The search engine generates its own relevance score for each document based on a
mathematical function and reflects this in the ordering of the list. Ranking algorithms
are opaque i.e. unclear, to the user and there is no information that shows how query
words relate to the document or how each term is represented in the document (Hearst
and Pedersen, 1996). Searchers heavily attend to results higher in the list (Granka,
Joachims, and Gay, 2004; Nielsen, 2006) suggesting some inherent trust in the ranking

by the search engine.

Judging relevance is a difficult task given that the user has a limited document
‘surrogate’ consisting of a title, a keyword-in-context snippet, a source URL and occa-
sionally, some additional metadata. Although, a keyword-in-context snippet provides a
keyhole view of the document, it does provide a significant source of information scent.
Information scent is an imperfect perception of the relevance of information sources ob-
tained via proximal cues (Pirolli and Card, 1999). In the case of search results, a distal
stimulus is a relevant document and proximal cues are highlighted keywords, citation
counts, or document rank. Proximal cues form a percept of relevance; the document is
either relevant or irrelevant warranting further action, such as opening the document’s

full text or shifting attention to a subsequent result.

The traditional ranked-list is suggestive that the higher-ranked documents are the
most likely documents to contain the information that the searcher is interested in.
However, rank position does not indicate the extent to which the information need will
be satisfied by the information contained within. Search user interface enhancements
such as TileBars (Hearst, 1995) or HotMap Hoeber and Yang, 2006 aim to show at
least the relationship of query words to individual results. Later, it will be argued that
alternative presentation techniques that make use of thematic cues provide an alterna-
tive form of relevance cue based on spatial relationships and an implicit organisation

of results.

Balatsoukas and Ruthven (2010) identify a rich set of relevance cues that searchers
make use of beyond simple topicality match. As well as topicality, other cues include
quality, recency or age, format, tangibility, scope, type, affectiveness, user background,
document characteristics, serendipity and ranking. Long and frequent eye-fixations
for topicality and scope cues indicate that searchers do make heavy use of this type
of information; however, searchers use alternative sources and in varying amounts for

every search result as well. Authorship, time, and format are all observed to contribute
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to relevance judgements and suggests that this metadata should be presented where

possible.

The previous three subsections have outlined the notion of information need, query
intent and relevance judgement. The next section considers each of these implicitly in
the context of an information-seeking model, which will be called upon later in a survey

of alternative result presentation techniques.

Information Seeking Model Researchers propose a number of models of search be-
haviour spanning the conception of a new information need and through termination
of that need when the discovered information is utilised by the thought process that

initially provoked the need.

Historically, models of information search are static, linear and procedural. Such
models consist broadly of separate problem realisation, query formulation, evaluation
and query refinement stages. However, despite having clear applicability in some situa-
tions, such models disregard behavioural detail present in not just the generic instance
of search, but the more specific cases and intents of search. The notion that a searcher
employs tactics (Bates, 1979) or that several related search sessions contribute to a
problem solution (Bates, 1989), or the notion that a search engine might not even be
consulted - instead a directory might be consulted for browsing - are glossed over by

simplistic models of search.

A model of information seeking is adopted for four reasons. First, a survey of alter-
native result presentation techniques in a later section will seek to discuss alternative
result presentation techniques according to system characteristics including the stage
in the information seeking process to which the systems apply. Second, the ensuing
empirical research into an alternative result presentation technique will assume a typi-
cal search tool use-case that follows a flow of information as modelled in Table 2.1 on
the next page. Third, we should examine alternative presentation techniques within
a realistic model of information search and for realistic result presentation problems.
Forth, and finally, we should examine the provision of search support beyond that of-
fered to searchers when formulating queries; initial stages such as query formulation
and execution, influence a successful outcome and we should first consider problems
that exist within contemporary interfaces, rather than problems with search prior to
the advent of these interface enhancements. Accordingly, such a model assists with the
identification and characterisation of the types of activities searchers would likely be

engaging in, and therefore, the type of support that may be needed.

Table 2.1 on the following page presents the model of search that is assumed, in
this research, to take place during the information seeking process. This model closely
resembles that of (Marchionini and White, 2008), although this model is not proposed

as a new model for research of this type. It simply draws together the essence of
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Tab. 2.1: The information seeking model adopted in this research.

Information Seeking Model

Information Need
Tool Selection
Query Formulation
Query Execution
Exploration of Results
Review of Documents
Resolution

the standard models of search: need, query, execute, and review as well as some in-
termediary steps. One slight difference between this model and previously proposed
models is the emphasis on the potential for backtracking possible in most stages. This
‘iterative reformulation’ is consistent with the knowledge state transformations model
of Kerne and S. Smith, 2004 in which the flow of information in knowledge acquisi-
tion is not exclusively linear. In addition, the notion of cycles - repeated engagement
and re-engagement of particular stages or combinations of - and feedback mechanisms
are empirically observed by (Spink, 1997). Moreover, with an increasingly interactive
search result interface, the problem re-formulation aspect of Marchionini and White’s
model is overly vague since reformulation might entail re-thinking what the information
need is, the choice of method in use, or the selection of query terms. Information that
the user takes from the lower stages of the model, feeds back into the higher stages of

the model when necessary, and thus restarting the otherwise linear process again.

The process begins with an information need - the ‘anomalous state of knowledge’.
It is at this point or at some point in the future that the user will decide to rectify this
anomaly in order to complete their current information-driven task. Upon making the
decision to rectify the anomaly, the user then decides on their choice of tool that will
allow them to satisfy their need. At this point, it is assumed the searcher has decided
on a search engine as the tool of choice. The searcher must then formulate a query
by articulating their information need. The searcher’s existing domain knowledge will
influence this stage. If the domain of investigation is new, then this process is likely to
be more difficult and the searcher may require help in devising an appropriate query.
Conversely, if the domain is well known, then they may benefit by features that make
query formulation more efficient. Query formulation does not necessarily have to involve
words; searchers can input pictures, sounds or whole documents or website addresses

and ask the search engine to identify or find related or similar articles or items.

A typical way of executing a query is by clicking a button; however, there are
other ways of executing queries. Clicking links representing query suggestions, word
tags, and related documents are some examples. Speaking and hand gestures on touch
screen devices are additional ways of executing queries, but these are simply different

modalities that achieve the same outcome. Furthermore, use of interactive controls
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such as filters could be considered query building and execution, since applying filtering
operations is really refining a set of results that meet a set of criteria and in combination

with text querying, part of an interactive discourse between searcher and search engine.

We thus arrive at our set of search results. At this point, the searcher is looking
at result surrogates as returned and presented by the search engine. In the ranked-list
format, searchers typically see the document’s title, a snippet containing keywords-in-
context and a link to the document’s full-text. They gauge the relevance of search
results by way of information scent in the search result surrogates; if the scent is
sufficiently high as to warrant further investigation of a specific resource, the searcher

selects the resource for full-text view.

In the review stage, the searcher is looking at the document’s full-text. Despite
the increasing width of desktop monitors, viewing of documents usually takes place in
different Internet browser windows or tabs. Notably, there is no connection between

the full-text view and the result presentation technique.

Finally and hopefully, having satisfied the information need, the searcher incorpo-
rates the new piece of information into the information task that had originally initiated

the need, and the anomalous state of knowledge is rectified.

This outline has assumed a linear and straightforward progression through each
of the model’s stages. However, frequently, information gathered from preview and
full-text view, focuses the information need or suggests refinements to the searcher’s
query. Thus, consider potential pathways where backtracking may occur in the model;
backtracking may occur at all levels with the exception of resolution. For instance,
the query formulation process may indicate that the searcher’s choice of tool is not
appropriate and a new tool is required — the searcher’s information need remains, while
the searcher changes tool. Similarly, searchers will frequently backtrack between full-
text view and exploration of results, while query re-formulation may occur several
times as a result of exploration. Such backtracking is supportive of the - at times -
non-linear nature of information search. This embodies the foraging models of (Bates,
1989) in that the searcher reviews a set of documents, but then goes back and refines
the information need and starts the seeking process again, while still maintaining their
intent to rectify the original information need. However, this model prescribes that the
information seeking process does not necessarily have to restart; instead, it suggests

that the search result set should evolve and update rather than be replaced.

The preceding sections sought to describe: how we act to rectify anomalies in states
of knowledge that emerge as a result of our information driven lifestyles; how we engage
information tools and direct our information needs and intent to these tools in order
to have delivered a selection of resources that hopefully satisfy our need; and how we
utilise cues and information scent to determine whether pursuing a suggested result

will deliver a solution to our problem. Then, a model of information seeking behaviour
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was described in order to systematise need, intent and relevance judgements. However,
this context has assumed a straightforward transition between anomalous knowledge
states through to resolution by way of an information tool. The next sections outline

a series of situations where this straightforward process breaks down.

2.1.2 Three Problems

With a model of search and surrounding context in mind, this discussion will now
address a series of problems and their ramifications that contemporary searchers face.
These problems include information overload, information fatigue and the paradox of
choice as applied to search. Clearly, not finding the information we need is an extreme
case where our tools fail; however, these next sections also outline three situations that

influence us in not finding the most optimal choice of information.

Information Overload

Information Overload is the point at which the volume of incoming information exceeds
that which we are capable of attending to, processing, thinking about and utilising for
whatever purpose and all within limited time constraints. However, in reality there are
two perspectives to information overload; one is the huge availability of information,

while the other relates to the consequences of that availability.

First, there is an increasingly large quantity of digital information in production.
Internet search engines now index in the order of billions and spider trillions of web
pages on the web, equating to a total size of the web in the billions of Gigabytes.
Clearly, this is a slight embellishment of the potential overload faced by individual
knowledge workers, yet the rate of cumulative growth across individual information

domains means that there is more information available than ever before.

Second, information overload refers synonymously to the idea of cognitive or mental
overload, but as applied to the information domain. Similarly, the same holds for
the notion of data overload; though, the main differences pertain to the unprocessed,
disorganised nature of raw data. For instance, consider the difference between a stream
of sensor data and a set of search engine results. In either case, when the processing
requirements of the incoming stimuli exceed that of a cognitive system’s processing

capacities, performance on the information processing task degrades.

Assessing workload, or the effort expensed by the human cognitive system during
task performance, is the subject of much research; (NASA, 2010) provide a rich sum-
mary of possible workload measures. However, due to the intangible and conceptual
nature of cognitive processing, measurement is frequently consigned to indirect esti-

mations, based on overall task performance, possibly in conjunction with a secondary
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task paradigm, and possibly in conjunction with - to date, blunt - biological markers
of workload (NASA, 2010).

Quantifying the level of workload is a necessary step toward building information
tools that support and augment the limited capacities of the human cognitive sys-
tem. However, the consequences of an overloaded cognition exceed that of mere task

performance degradation: too much information impacts on our quality of life.

Information Fatigue

Information fatigue is a commentary on the effect that too much information has on
its consumers. Information fatigue refers to the situation in which consumers are an-
alytically paralysed by an inability to create order from large amounts of information
bombarding them (Goulding, 2001). Goulding suggests that the fate of those over bur-
dened by too much information is similar to that of those who are information poor or

those that do not have access to information.

Whilst the underlying causes relate to excessive cognitive loading, information fa-
tigue highlights the ongoing and far reaching consequences that too much information
has on the consumer. Research discussed by Oppenheim (1997) is suggestive that in-
formation workers suffer degraded interpersonal relationships, degraded personal lives,
poor health, loss of job satisfaction, and sleeplessness due to the sheer volume of infor-
mation that they deal with in order to maximise their analysis. But, while this research
observed people working in a highly information driven environment, it takes no stretch
of the imagination to believe this happens periodically on smaller scales in academia,

general industry and in the home.

A key factor in this appears to be the pressures and constraints placed upon work-
ers to deliver robust analysis. Moreover, increasingly fast paced lifestyles mean that
time constraints are limiting the amount of time and effort available to ‘getting things
done’ (Poole, 2008). Our information tools, which are supposed to be making it easier
to achieve these tasks, are lagging behind despite the burgeoning sources of informa-
tion. We are literally, spoilt for choice when it comes to information and this has real

consequences.

Paradox of Choice

The volume of information is increasingly only part of the problem; as search engines
improve in terms of the sheer quantity of relevant information they can uncover, the
number of potentially relevant documents for broad or popular topics will be very large,
leaving users unable to optimise their decisions. Moreover, the paradox of choice as

observed within a consumer context suggests that by providing many highly relevant
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options in a situation where decision success is personally important, it will lead to

poorer choice and degraded satisfaction (Schwartz, 2005).

The paradox of choice is typified by three phases. The first phase is characterised
by inflated expectations and attraction to a large number of options. Paralysis of
comparison follows, thus leading to suboptimal decision making, since the time taken
to make pair wise comparisons is greater with more items. Then finally, the perceived
disparity between opportunity and benefit elicits dissatisfaction and regret when it

comes to evaluating the outcome.

Oulasvirta, Hukkinen, and Schwartz (2009) extend and apply this hypothesis to
the information domain and find that it holds true. In their study, searchers self-rated
higher satisfaction and confidence on task performance when using a search engine
displaying six results per page in comparison to a display containing 24 results per
page. The information tool in this case was a search engine which displayed search
results in a ranked-list format. Participants are relegated to the information scent
of each search result surrogate on which to base decisions about proceeding with a
weighty full-text view of a document that may or may not contain the information

they are after.

Thus, this research implies that our information tools do not support effective com-
parison of multiple and potentially useful alternatives, which leads us to sub-optimal
selection or forced disregard for information. Reducing a large set of results down into
a smaller set, in order to make it easier to make pair-wise comparisons, does not cater
appropriately for complex informational search needs. It will be more beneficial to
build tools that organise and structure results to facilitate comparison and facilitate

exclusion of alternatives known to be irrelevant to the task.

But before we consider further why information tools struggle to support and aug-
ment cognitive processes, we should first consider some facets of communication and

language that modern day tools struggle to deal with.

2.1.3 Three Explanations

Search engines support a range of search needs and user intent, but not all information
need is met with a satisfactory or efficiently-achieved outcome. The next three sections
outline reasons why in the current situation, we should not expect satisfactory outcomes
in all cases. These reasons encompass the diversity and ambiguity of language, the
inconsistencies between virtual and real worlds, and the inadequate presentation of

information.
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Diversity and Ambiguity of Word Usage

Conceptually, two measures of search result quality are recall which is the proportion
of relevant documents selected from an a priori relevant set across the whole corpus,
and precision which is the ratio of relevant and irrelevant documents in the result set.
In an ideal situation, we want to maximise each of recall and precision, since we would
like our result list to contain only relevant documents and to contain all of the relevant

documents from the corpus.

In practise, search engines employ query expansion techniques by way of stemming
or synonym thesauri to increase the likelihood that relevant documents will be returned
but which are not described in terms provided by the searcher. This reflects the Vocab-
ulary Problem in language use (Furnas et al., 1987) whereby users will draw on a range
of words to describe the same concept. Theoretically, use of expansion techniques has
an impact on both recall and precision in that potentially more relevant documents
are returned even though they do not contain the original query terms; however the
precision of the result set is likely to decrease due to polysemous words having different

interpretations across different contexts.

The vocabulary problem influences the ambiguity of queries as well. The limited
expressiveness of user queries - average query length around 2-3 terms - and lack of query
operator use Spink and B.J. Jansen, 2006 contribute to the search engine’s inability
to interpret the precise information need of the searcher. In further support of this
point, machine-learning research by Song et al. (2009) estimated that sixteen percent
of queries in a sample real search engine log were ambiguous. Whilst B. Jansen, D.
Booth, and Spink (2008) estimated that around twenty percent of queries had a vague or
multifaceted interpretation i.e. those queries that cannot be assigned a single category
of intent with confidence. If one considers the conservative figure of 10% as the real
proportion of ambiguous queries that commercial search engine companies serve every
day, then it is the case that web searchers are likely to notice confusing results as a
matter of routine. Query diversification algorithms are proposed (e.g. Agrawal et al.,
2009) to deal with ambiguous or underspecified queries by interleaving relevant but
categorically diverse results throughout the list of results, in anticipation that the first

page of results will reveal a keyword that can be used to reformulate the query.

Historically, building information tools to cope with ambiguity and diversity in
word usage has focused primarily on mathematical or statistical models of language to
predict the most similar documents. Such models remain imperfect and ‘not human’
meaning that they cannot produce comparable results to that by a human completing

the same task given sufficient time.
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Inconsistencies Between Information Processing of Humans and Computers

Historically, information retrieval has benefited from mathematically driven technolo-
gies: clustering, categorisation, and language modelling to name a few. All approaches
perform fairly well in contrived scenarios but as we apply these approaches in the lin-
guistic wilderness, most can only achieve a mediocre level of performance. While at
this point, our simplistic text processing algorithmic techniques can exceed the pro-
cessing rate of the human, they cannot achieve a proficiency or precision comparable

to a human with sufficient time.

Pfitzner (2009) shows that highly weighted words calculated by TF-IDF - used to
weight the importance of document terms - have little or no overlap with words selected
by users in a document description task. Moreover, both human descriptive words and
algorithmically derived words are different again to words that a user would use to
query for the same documents. One way of calculating the relevance of a document to
a search query involves considering a query word’s frequency in a document relative
to its frequency across the whole corpus, and then measuring the distance between
document vectors and the query vector in a hyper-dimensional space. A human might
apply a similar process, perhaps without strong conscious awareness, and look for
combinations of unique or descriptive words in order to judge the similarity between
several documents. The human does this with greater fineness; humans can more
readily intertwine contextual and personal factors into their comparison, in order to

achieve a sound outcome.

Russell et al. (2006) look at the paper sorting behaviour of human subjects when
working with large document collections. They compare the physical sorting and re-
trieval behaviours against analogue behaviours in two electronic document management
applications and find various trade-offs in play. The time to organise and access docu-
ments in electronic collections is overly long, in comparison to organisation and access
of documents using tangible paper-based organisations. However, while the human can
organise a collection of documents for quick access this organisation can take place over
a small collection only. In contrast, the electronic manager can organise a great deal of
information in limited time but it takes longer for the user to access that information
as the organisation and the interaction with the electronic organisation and electronic
organiser is inconsistent with how the human performs the comparable task in the

physical world.

Cockburn and McKenzie (2001) demonstrate that interface designs that attempt to
replicate real life in a virtual interface do not necessarily result in the expected benefits.
Three-dimensional virtual interfaces do not facilitate optimal interaction with informa-
tion despite the fact that we successfully interact with physical forms of information in

everyday life.

Research comparing human and computer information processes, reveals interesting
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insight on which to base modifications to existing paradigms. The combination of
a predominantly mathematical approach and the human factor in dealing with our
information glut has made for significant advances; however, research also demonstrates
the paucity of some of the core underlying mathematical paradigms that are inconsistent

with that of human behaviour.

The aforementioned examples do not convincingly support the idea that under
performing information tools are wholly a direct result of ignoring the human factor.
However, they do suggest that there are inconsistencies between the physical world and
the virtual world and that these inconsistencies should inspire research that considers

the human factor as important.

The complexity of modern day retrieval algorithms are testament to the integra-
tion of both mathematical and human factor inspired knowledge. Significant successes
are evident in utilising attribution as a signal for relevance in information retrieval
algorithms. Traditionally, this has translated to interpreting hyper link pattern struc-
tures across the web with the assumption that credible and reliable information may
be available at ‘authorities’ frequently referred to by other websites on the Internet.
More recently, these include analysis of social media attribution and social media par-

ticipation by various sharing methods on social media websites.

Having evolved from a time when computing was more about bits and bytes and
little about the affective user, the field of computing has increasingly diversified into
systems research as well as human factors research after it became increasingly obvi-
ous that we could extend and improve on earlier work through a better understanding
of the user and of the cognitive processes involved in human-computer interaction as
exemplified in Carroll (1997), Hartson (1998), and Proctor and Vu (2006). Conse-
quently, greater involvement of the user has warranted further investigation into better

interfaces through which the user and computer communicate.

Inadequate Information Architecture and Presentation

The search user interface is a two-way channel; it facilitates a conversation between the
searcher and the information tool: the searcher describes what they want and the tool
prescribes what it calculates as the answer. For the most part, search engine interfaces
convey this message or structure results in such a way that the searcher can get their
desired information from the search result interface itself or from results within the
first few positions of a ranked-list. However, when search becomes harder, when the
topic of interest is not as prevalent within results, when the search outcome is reliant
on several results or when the query has several interpretations, current information

presentation and interaction techniques are inadequate.

The process of getting information to the user in any specific search scenario repre-

sents such a multidisciplinary mix of research and engineering that it is difficult to claim
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that the way we represent information is the major unsolved problem in modern day
information tools. It is however, a major part of perceiving and working with data in
general and so without carefully engineered information presentation we would be worse
off. In fact, we would relegate ourselves to reading large unstructured pages of text.
Without ongoing research into information presentation, we may meet a comparable

fate in the future as information volumes increase.

There are two perspectives on the problem of inadequate information presentation.
The first perspective is that inadequate presentation is simply one aspect of the search
tool problem. The second perspective is that the problem is acute in some areas of
search - namely search verticals or search for a particular type of information - and
that the future for open-domain search will simply be a refinement or variation on

what we already have.

In the first instance, we can clearly see that information retrieval tools necessitate a
blend of engineering feats and that currently unsolved and undiscovered problems exist
in areas such as index construction and query processing which contribute directly or
indirectly to the amount of time it takes to respond to a searcher’s query. If information
presentation was well understood but the underlying retrieval infrastructure was poor
then information search tasks would ultimately fail. On the other end of the extreme,
if we had perfect infrastructure and poor presentation, then perfect information would
arrive to the user but with little assistance with finding the significant information in

the search result set.

Woods et al. (2002) suggest that the main problems in data overload are high vol-
ume, high workload and being unable to recognise significance in data. They suggest
that the possible solutions are filters, automation and better presentation; but even
these taken together pose interesting consequences. They observe that with greater
automation the user is increasingly confused by the current system state and left ask-
ing why or if something has taken place without explicit interaction on the part of the
user. Woods et al. propose that solutions should entail context-sensitive and struc-
tured approaches that match the assumed context-sensitive and structured aspects of
cognition. Yet, while their work is set in the context of situation awareness, paral-
lels exist between these interfaces supporting situation awareness and those supporting

information retrieval.

Also from this perspective, successful outcomes are dependent on optimizing speed,
document understanding and information scent in the result presentation. The likeli-
hood of the searcher arriving at their answer in a timely manner is greater if the search
engine responds quickly, is able to rank the best results toward the first rank positions
and provisions search result surrogates with sufficient cues to engage a percept of rel-
evance. However, we should not have to accept that this paradigm is the only way to
interact with search results, particularly for tasks that involve broad information needs,

such as when novelty or serendipity is valued, or when the searcher could benefit from
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an organisation of results that is facilitative of navigation through the result set.

Ranked-lists provide options and in some situations, those options are purposely
diversified to maximise the likelihood that the searcher will arrive at their intended
destination having provided an ambiguous query (Agrawal et al., 2009). However,
having considered an irrelevant option offered by the search engine we should not have
to consider further options of a similar nature further down the list - if it is not desirable
to do so. Moreover, given that measures of attention plummet with increasing rank,
the net effort of attending to irrelevant documents or partially relevant documents - yet
not relevant enough to warrant further examination - is more overwhelming, and we
seemingly become less resistant to noise with as we descend downwards, in comparison
to noise higher up the ranked-list. At this point, offering a refinement of the query
may assist the search engine with the delivery of a more precise result set; but the
availability of a query refinement facility alone, offers no guarantee that the searcher
is confident in their prescription of refinements. There are subtle anxieties introduced
when there is a great diversity in the result list and when the searcher is forced to
make a query refinement for a vaguely specified information need. Moreover, anxieties
are also introduced when there are many partially relevant documents and no way of
connecting documents rated as relevant at earlier positions in the list, to documents
further down the list but obscured by an increasingly noisy signal. These two situations
at least lead to outcomes that are symptomatic of the analytical paralyses proposed by
(Goulding, 2001). Better information presentation paradigms, particularly those that

depict semantic relationships between items may alleviate these situations.

In the second instance, (Hearst, 2006) expects that vertical search domains, or
search about a specific class of information like automotive, travel or music search,
stand to gain the most from advances in the search user interface, in comparison to
search engines on the ‘open-domain’ web that serve vanilla search needs. Typically,
vertical searchers rely on quality metadata to narrow a set of results down into a man-
ageable size to find items that exactly match the search criteria. Metadata taxonomies
and ontologies are well defined or easily definable for vertical domains, as the search
space has well defined scope. In contrast, the scope of open domain taxonomies and
ontologies has theoretically no bound and consequently are potentially granular, diffi-
cult to manage and maintain, and incomplete due to the sheer nature and volume of

information.

Arguably, vertical search interfaces are responsible for much of the evangelism that
surrounds search interfaces. There are many routinely cited and successful examples
that propose and explore interactive search and browsing interfaces in vertical search
domains for example Newsmap http://www.newsmap.jp and systems based on the
ideas of Flamenco (Yee et al., 2003). In contrast, alternative information presentation
paradigms for open domain search, whilst having received some research attention

appear unable to stand the test of time. For instance, while Kartoo and Grokker (see
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Koshman, 2006) were once the darlings of the visual search engine movement they have
since closed for business. In addition, while there are interesting visual search engines
in existence today, there are few if any that are comparable in the approach taken by
Kartoo and Grokker.

The approach of Kartoo and systems of a similar nature that organise search re-
sults into a thematic space using a spatialisation algorithm, is not particularly wrong.
Though in their final form, they were incompatible with generic search behaviours that
we employ on ranked-list interfaces; this perhaps explains why successors have not
eventuated. These systems have incorporated information visualisation too literally in
their design and offer too little support for conventional search behaviours - and in

particular, support for scanning of multiple text surrogates.

Empirical research suggests that presently, we cannot produce alternative result
presentation techniques that greatly outperform ranked-list based interfaces for open-
domain search (C. Chen and Y. Yu, 2000; Julien, Leide, and Bouthillier, 2008). Com-
mercial search engines have mostly avoided the use of the experimental interface paradigms
- instead choosing to optimise on other aspects such as speed of service, search en-
hancements (White, Jose, and Ruthven, 2003; Haas et al., 2011; Sandvig and Bajwa,
2011), and a focus on supporting searchers in completing simple but vital every day
search tasks (Poole, 2008). These enhancements have involved predominantly textual
evolutions to the ten-blue-link search result paradigm including query completion and
suggestion, result pre-fetching, related search suggestions, deep search site links, and
rich multimedia (Haas et al., 2011; Sandvig and Bajwa, 2011). These appreciated and
vital-but-everyday search tasks encapsulate a large percentage of the search traffic in
which users typically want to find the location of something, get a price of a stock,
download a file, buy or get a review of a product or service, find a movie time, look
up a recipe, find a specific fact, or catch up on their favourite celebrity or current
event. For the most part, these searches are well served by the ranked-list paradigm
and search engine companies can easily monetise these types of search through adver-
tisements. Alternative result presentation techniques should play no role in supporting
search of this nature. Rather alternative result presentation techniques should be a
structural template that appears for particular search when intent detection indicates
that searchers may benefit from an alternative presentation paradigm typically those
that involve intense search over an unknown domain, or when novelty, serendipity, or

consensus is valued.

Proposed solutions should not have to stand-alone, as many alternative result pre-
sentation techniques have done, nor should they be expected to wholly replace current
result paradigms that already serve well the plethora of everyday-but-vital search tasks.
There is no one single panacea to better information tools but a series of solutions that
match the needs and intent of the searcher. For each need and intent, a suitable solu-

tion is one that considers the many facets of the whole system of humans interacting
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with their information. This includes perspectives on the information, the human and
humans interacting with information at the interface, the tasks and uses of information,
the knowledge already learned and built upon, and the environment in which the search
takes place. The main standpoint of this thesis contends that the human factor plays a
great role in the future of the design of tools that deal with information overload into
the future, and that understanding the human is paramount to understanding universal
principles or at least guidelines for effective information presentation. This is not an
innovative insight; rather, it is more part of an ongoing movement with a long history
(Bates, 1979; Marchionini and Shneiderman, 1988; Pirolli and Card, 1999; Balatsoukas,
O’Brien, and A. Morris, 2010) which has experienced improvement through iterative

contribution.

2.1.4 A Proposed Solution

A proposed solution is to make improvements to search interfaces that are intended
for use in scenarios where search is difficult - as outlined in the section prior. Such
tools employ techniques that organise documents into semantic spaces, which depict
relationships between documents and which have historically been unsupportive of
conventional searching behaviours. This solution lies in the pursuit of an interface
that supports a range of local and global information scent that the current ranked-list

paradigm does not offer.

Landauer, Laham, and Derr (2004) appropriately temper this approach in their
observation that decades of research have failed to isolate predominantly visualisation-
based approaches for the representation of verbal information; but that the problem
may lie in our lack of understanding of the human user - a direct consequence of,
historically, a general disregard for human-based evaluation. Better understanding of
information presentation is vital and will not be made redundant in the future despite
the expected advances in artificial intelligence, as rarely will a sound bite or single
sentence answer be wholly satisfactory for all forms of information need. Often the

better answer is in the presentation and not exclusively a textual description.

For some information, an understanding and the motivation to understand is aug-
mented and benefited by displaying that information in context, interactively, and in
representations true to the underlying domain. This will also apply to future tools in
which search engines could conceivably take on the role of teacher, using visualisation

to explain concepts in real time (Hemmje, Kunkel, and Willet, 1994).

Further discussion of the solution will be divided into three distinct sections. In
the first section, a common framework of visual perception is established - this will be
relevant in subsequent sections. Then in the second section, discussion will focus on the
representation of individual results. Finally, in the third section, discussion will focus on

the representation of the result set as a whole and the depiction of relationships between
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Fig. 2.1: A search result visualisation taxonomy derived from Bonnel, Cotarmanac’h, and Morin
(2005) and Drori (2000).

individual results. This outlay closely conforms to the two main distinctions of search
result visualisation - the visualisation of inter-document links and the visualisation of
document properties (see Bonnel, Cotarmanac’h, and Morin, 2005) - and the set of
search result display techniques of Drori (2000). Figure 2.1 depicts an integration of
both works.

In the first section, the representation of document properties will take prominence.
Two particular aspects to attribute representation are of interest. The first is the
use of motion in representation while the second relates to an information-encoding
paradigm based on the notion of ‘natural fit’ which may have previously been identified
as encoding by intuition. In the second section, the focus will be on the visualisation
of inter-document, or between-document, similarity using semantic proximity and the
various ways we can visualise this. This outlay will also set the progression of later
chapters, which will provide a basis upon which to report results on human factors and
usability experiments that provision quantifiable results in support of the improvements
that are needed in future search tools. Furthermore, while qualitative results are indeed
important and certainly studies rely upon on qualitative assessment to shine further
light on objective assessment (e.g. Rivadeneira and Bederson, 2003). The usability
studies in latter chapters do invite participants to comment, stipulate and demonstrate
their knowledge of, opinion of and preference for search user interface components under

investigation.
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A Holistic Approach to Solution

This research adopts a holistic approach to the problem of information presentation.
The sum of each part’s value to the paradigm exceeds that of the value of individual
parts alone. An alternative approach is to reduce such systems down to fundamental
and atomic parts as is done in the study of perception and to extrapolate the benefit
in a wider system. Although in doing so, reductionism removes any essence of context

of the representation, which may be important for the interpretation of those parts.

Moreover, it is not the aim of the present research to formulate psychologically
pure experiments; and furthermore, this research takes notice of Kunar and Watson
(2011) who suggest that in ecologically valid studies, literal interpretation of such pure
theory may not hold. Nevertheless, it is intended that this research remain informed by
perceptual and cognitive psychology, when investigating the application of theoretical
knowledge to information tools in order to overcome practical challenges of building

effective and efficient information tools.

Moreover again, context is paramount, as will be highlighted in the later discussion
on natural data encoding paradigms. The information scent in information presentation
takes many forms and can be guided by the current task demands. Consequently, the
successful completion of an information task may rely heavily on multiple sources of

information depending on the current strategy employed by the searcher.

Taking this standpoint of holism, as many have previously and evidenced by an
abundance of systems employing alternative result paradigms, such a standpoint entails
a particular risk of producing more of the same. Such a situation may be characterised
by under performing systems due in part to sub-standard or experimental algorithms for
keyword extraction or clustering, unmotivated information mapping paradigms lead-
ing to confusion in users, subjective results that favour novelty over functionality, and
insignificant differences among competing presentation paradigms due in part to the
aforementioned characteristics. Avoidance measures against more-of-the-same should
focus on precisely defining the area of search the system applies to, the role of the
systems in relation to everyday-but-vital search, if any, and a little scepticism of al-
ternative approaches to information presentation in which proponents of such systems
have shown overly inflated expectations and shallow motivations for visualisation-based

interfaces for information retrieval.

The next section will make clear the importance of the human perceptual and
cognitive systems. Inherently, information presentation paradigms are contingent on

how we process rich visual information.
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Modality and In-Modality Modalities

As was stated earlier, the interface is a two-way communication between a digital world
and a human agent. This communication takes place via an increasingly rich multi-
modal language of visual, auditory and tactile inputs and outputs. The widening of
communication modalities is a means to support reinforcement of a message by redun-
dancy, to spread system output over multiple channels as a way to manage cognitive
load and avoid channel saturation, to manage attention to ensure the message is at-
tended to, and to make it easier to convey a message in natural prose or by using rich

gestural languages. This research will restrict itself to the visual modality only.

FEach sensory channel has an operational capacity governed by cognitive resources
devoted at processing time. Spreading or multiplexing information within and over
sensory channels has efficiency gains to a point and is prominent in the early work on
cognitive processing capacities as explored by Miller (1956). Capitalising on this idea,
the field of visual analytics has concerned itself with building very highly dimensional
visualisations that rely primarily on the visual modality to support understanding and
decision-making on hyper-dimensional datasets, by combining multiple visual attributes
to form complex iconic representations to reveal patterns and trends in datasets. The
strongest distinguishing factor between visual analytics and traditional information vi-
sualisation is whether the tool supports data analysis capabilities that may be cast
directly over the data and where a hypothesis about the data cannot be confirmed
without a combination of automatic data analysis and human cognitive inputs such as
background knowledge, intuition and decision-making (Keim et al., 2008). Moreover,
an audience consulting traditional information visualisation has no hypothesis; rather
they engage such a tool to facilitate insight and discovery which they could not other-
wise achieve through inspection of the raw data. Such insights are dependent on the
perception of patterns in the display and the capacity to establish what those patterns

mean.

Data does not necessarily have to be nor is it regularly large, complex and hyper-
dimensional (Chabot, 2009); yet, this is no reason to ignore an understanding of how
information should be presented. The call for more understanding into the way in-
formation is presented is echoed by many proponents in the literature (e.g. Tory and
Mboller, 2004; Robertson, Czerwinski, et al., 2009) and specifically how information

attributes are mapped to visual display dimensions (Nowell, Schulman, and Hix, 2002).

Studying perceptual-cognitive tasks in their most basic forms as a means to improve
visualisation has been a priority area for information visualisation for quite some time
(C. Chen, 2005). According to C. Chen, understanding what is perceptually salient
versus what is cognitively salient is a key challenge for visualisation. Forsell and Jo-
hansson (2010) compress 63 previously published evaluation heuristics for information

visualisation down to a set of ten heuristics that account for the majority of usability
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issues in their test sample. They note that information coding consistently topped
their compressed list of heuristics in all cases of analysis. This highlights how per-
ception of information is tied to the way in which data and information is mapped
or transformed to visualisation primitives and that getting it wrong will bring about
usability problems. The next section will outline a framework in which to consider the
role of perceptual and cognitive processes involved in the decoding of visually encoded

or mapped information.

The Visual Expression Process

Before going further into the more focused aspects of this thesis, it is useful to outline
an overall picture of the human perceptual system because visual perceptual processes
are essential to recognising, decoding and interpreting the visually rich information in
alternative result presentation paradigms. In information visualisation, we refer mostly
to the perception of vision, but given the increasing multi-modality of interfaces, such

consideration could be made for the other senses as well.

A general model of the perceptual system by itself does not readily lead to improve-
ments in the design of information tools. Rather, in general, some individual principle
taken from the literature provides the basis of a new direction or technique. The out-
come of applying principles and knowledge of perception will be to build interfaces
that show interesting patterns immediately and efficiently to the user without the user
employing significant cognitive resources (Pickett and Grinstein, 1988). However, we
should always contextualise that individual principle within the wider system. This
section will rely mainly on the Visual Expression Process of Rodrigues et al. (2007)in
order to address the relevant perceptual considerations that apply to alternative result

presentation paradigms.

Ware (2004) writes that a general model of - visual - perceptual processing follows
three stages: low-level extraction, then pattern perception and finally goal-directed
processing. As stimuli pass through each stage, the brain processes, transforms and
integrates the stimuli in a cumulative fashion and in parallel. Rodrigues et al. (2007)
take this further and propose a practical and applied framework for use in relation to
visualisation tools, whilst remaining informed by a general model of visual perception.
They propose that acquisition of knowledge from a visualisation arrives out of three
successive cognitive tasks that roughly match the stages outlined by Ware: conception,

observation and reasoning.

In conception, pre-attentive features such as position, shape and colour are pro-
cessed very quickly and without focused attention; here pre-attentive features are ev-
ident through mere observation but meaning does not necessarily follow. Next, in
observation, the human perceives emergent features because of pre-attentive features

in the conception stage. If emergent features are imperceptible, then the human can-
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not reason with the visualisation. Finally, in reasoning, the user applies their domain
knowledge to the perceptions in order to interpret and draw conclusions from the data.
In contrast, the more sophisticated aspects of Ware’s goal-directed stage, interface with
higher cognitive processes such as decision-making and learning; however, there is no

clear boundary between the two since both interact with each other.

It should be noted that despite an alignment with earlier taxonomic work (see
Rodrigues et al., 2007, Table 1), there is no connection made to Norman’s information
design and gulf of evaluation (Norman, 2002) and such a connection could be made!.
Earlier work has suggested that Norman’s gulfs and stages are starting points for any
definition of an information visualisation taxonomic framework (Pfitzner, Hobbs, and
Powers, 2001) and indeed, the three stages: conception, observation and reasoning,

share resemblances to Norman’s: perception, interpretation and making sense.

Conception In the first stage, conception, pre-attentive features are processed very
quickly and without explicit attention. These features altogether form the visualisation;
if these features cannot be detected the visualisation cannot be perceived (Rodrigues
et al., 2007). This section outlines how this process takes place by way of perceptual

psychology experiments that aim to understand the human perceptual system.

Visual search tasks are ‘those where one looks for something’ (Wolfe, 1998) and
we perform these elementary tasks when interacting with information visualisations;
routinely, we look for patterns in visually encoded data. In visual search experiments,
human participants scan a display of visual stimuli for a single specific target amongst
distractors. In some proportion of trials, the target is present, while in the other
proportion of trials the target is absent. The participant’s key press response is one
of target ‘is present’ or ‘not present’ and the time taken to make this response is
recorded. The number of visual stimuli on the display is a manipulated variable. With
an increasing number of alternatives, finding the target should get harder and overall

task efficiency should decrease.

An analysis of efficiency involves plotting average time against the number of visual
stimuli termed the ‘set size’. The slope of the graphed line indicates the efficiency of
the visual search task; if the slope remains relatively flat for increasing set size the
visual search task is considered efficient, in contrast, a steep slope indicates that the
search is inefficient, as it takes longer to find a target amongst an increasing number of

alternatives.

There are two types of visual search: feature search and conjunction search. In
the former, search is for a unique target based on a uniquely identifying basic fea-
ture: classically, finding a red target amongst blue distractors. Efficient feature search

generally coincides with the surprise of a unique feature popping out at the human

! T thank and acknowledge one of my examiners for raising this observation.
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participant. In the latter, search is for a target consisting of a unique combination of
two or more features: classically, finding a red circle target amongst red square and blue
circle distractors. In conjunction search, while neither feature is enough to differentiate
it from the distractors, the combination of features will differentiate the target from

distractors.

There are four incontrovertible basic features: colour, motion, orientation, size, and
several other features where the support is not as strong but of these others, only
shape is relevant for this research (Wolfe and Horowitz, 2004). In feature search for
basic features, response time is roughly constant for increasing set size and is thus
considered efficient. In contrast, search for visual feature conjunctions can be either
efficient, inefficient or somewhere in between. Historically, visual features were classified
in a binary fashion - either efficient or inefficient. Efficient search was considered to take
place in parallel and without explicit attention while inefficient search was considered
to take place serially, with the searcher having to explicitly shift attention between
alternatives until the target was found or the decision to terminate search was made.
In contrast, Wolfe (1998) argues a theory of visual search incorporating a ‘continuum’ of

visual search efficiency, along which situate graphical features and their combinations.

A robust theory of visual search still does not exist. All current theories are wrong
in that no one theory can account for each of the observed experimental phenomena
(Wolfe, 2007). These phenomena include: increasing time and difficulty for increasing
set size, longer time on target absent trials, more efficient search with target-distractor
dissimilarity, efficient search for distractor-distractor similarity, efficient search for lin-
early separable target and distractors, asymmetries where search for A among B is
harder than B among A, efficient search for categorical uniqueness and finally, guid-
ance of attention (Wolfe, 2007). In absence of a robust theory of visual search, we can
at least draw on some of these initial phenomena to derive tentative encoding guidelines

for information visualisation.

An obvious application of the feature search phenomena is incorporating the pop-
ping out perception into the design of graphical user interfaces to orient the human to
areas of interest as quickly as possible using perhaps colour or motion. This assumes
that either the system can determine from the data the most worthy-of-attention in-
formation or alternatively, can expect to receive from the user some indication of what
they would like their attention drawn to. However, Rosenholtz et al. (2005) point out
that for moderately complex interfaces it is unlikely that the user will experience the

pop out effect due to the heterogeneity of most interfaces.

Observation In the second stage, observation, the user perceives compositional per-
ceptions comprising the pre-attentive stimuli that were processed in the earlier stage.
These perceptions include correspondence, differentiation, connectivity, arrangement

and meaning and are observable without an understanding of the data (Rodrigues et
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al., 2007). These observations might be thought of as preparing cognition to interpret
the visualisation; perceiving emergent patterns of arrangement and connectedness, and
assigning significance to patterns based on mental models for visualisation usage. Sig-
nificant patterns will be interpreted relative to the actual task context in the next

stage.

For differentiation, each pre-attentive stimulus type, colour, position and shape in
the visualisation is perceived as an individual graphical item. For correspondence, a
basis to interpret each graphical item is established between each graphical item and its
referential map e.g. position is interpreted by spatial axes and colour is interpreted us-
ing a colour encoding legend. At this point, no decoding occurs; this process simply sets
up a basis for decoding. For connectivity, an edge or line between two items establishes
a basis for connection or relationship. For arrangement, the user perceives emergent
Gestalts (Green, 1997): proximity, similarity, common enclosed region, connectedness,
and figure-ground. Other Gestalts exist including: contiguity, closure, and symmetry,
but a focus on the former is taken, as these more readily apply to the conception of
the search presentation paradigm presented in this research and any influence of the
latter is coincidental. Finally, for meaning, graphical items and patterns are perceived
as significant if mental models in long-term memory provide a basis for significance;
for example, prior knowledge suggests that an overly extreme or outlying value is sig-
nificant and such exceptions may be important to detect. However, at this point, such

meaning has no interpretation.

For this research, the perceptual Gestalts of proximity, similarity, common enclosed
region, connectedness and figure-ground have direct relevance to the envisioned alter-
native result presentation paradigms and so further emphasis is forthcoming. The first
examinations of the Gestalt were introduced by Wertheimer (Green, 1997) and are read-
ily identified with the Berliner Schule (Horn, 2007). In this discussion of the relevant
applicable Gestalt principles, the assumed visualisation paradigm depicts documents
represented as graphical icons that are assigned a position in a semantic space in ad-
dition to document metadata attributes that are encoded by graphical and geometric

attributes of those icons.

The principle of proximity suggests that icons or shapes that appear in close vicinity
to each other will be similar in semantic content and can be grouped together based on
a notion of ‘aboutness’. The principle of similarity suggests that icons of similar graph-
ical or geometric appearance will be grouped together based on a common attribute
or a non-spatially defined classification based on higher-dimensional clustering. The
principle of connectedness while not prescribed in the assumed paradigm could be in-
stantiated by drawing edges between items that share a common context as established
through citation or link analyses assuming nodes represent web pages or academic
documents containing hyper-links or citations. The principle of common enclosed re-

gion, also not prescribed in the assumed paradigm could be instantiated by drawing



Review of Area 31

a boundary around spatially disparate items, potentially overriding the principle of
proximity, based on density clustering in the semantic space or based on an additional
classification routine; items within the boundary are perceived as a group regardless
of items in close proximity but within different boundaries. Finally, the principle of
figure-ground, suggests that visual emphasis of items can cause un-highlighted items
to recede into the background causing the foreground items to appear more prominent

to attention.

As a final point, Rodrigues et al. identify but do not elaborate on the visual percep-
tion of textual labels. While such a lack of elaboration is unsurprising for an information
visualisation context, the nature of the present research warrants further examination.
They suggest that textual labels represent ‘compositions of shapes expressing percep-
tions of meaning or differentiation’. Yet, text labels are an important percept that
applies to labelled semantic spaces. The role of labels in semantic spaces will be made
more prominent in Chapter 5, however, for now it is simply emphasised that these
are an important perception that are somewhat overlooked by the Visual Expression
Process. In the least, text labels assist in establishing structure and interpretation of

clusters in the next stage: reasoning.

Reasoning In the third and final stage, reasoning, cognitive resources are devoted to
interpretation and decision-making with regards to each graphical percept, which had a
significance of meaning attached to it in the observation stage. Reasoning will conclude
whether a significant percept or pattern satisfies explicit queries the user has for the
data e.g. ‘I suspect the existence of relevant documents based on a set of criteria which

I will recognize if presented to me’.

Rodrigues et al. (2007) propose a list of interpretations including correlation, ten-
dency, classification, relationship, order, summarisation, outliers, clusters, structure
and reading. Beyond the Visual Expression Process, Valiati, Pimenta, and Freitas
(2006) propose a visualisation task taxonomy which represents an annexe to the listed
interpretations of Rodrigues et al. It should be noted that identification - analogous to
counting in (Nowell, 1997) - is a key interpretation, which is listed by Valiati, Pimenta,
and Freitas but not emphasised in the Visual Expression Process; but again, typical
for a more analytical information visualisation flavour of work delivered by Rodrigues

et al.

Moreover, not all interpretations are strictly relevant for interaction with search
results. Identifying clusters, classifications, relationships and reading are important in-
terpretations, but summarisation, correlation, tendency and order are not as important
to the task of locating relevant documents. If however, the user desired to analyse the
domain of interest as a whole, interpreting structures and outliers would perhaps be
more important; however, this is atypical of tasks that a user engages a search engine

for and prior research in this area has not explicitly acknowledged this observation.
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A parallel exists with Nowell (1997) who argues that task, and not data and graph-
ical characteristics exclusively, should guide the choice of graphical encoding features
having observed a conflict between her results and earlier results of a similar inten-
tion but conducted within a different context. Furthermore, liberal generalisation of
information visualisation principles across different task domains with an expectation
of superior performance to an established baseline is misguided. This applies to the
use of visualisation in result presentation paradigms and is reflected by evaluation work
that finds little benefit to search outcomes using experimental interfaces. Simply put,
in search result paradigms, we have too readily dismissed the reading interpretation of
Rodrigues et al. and focused too greatly on the detail-on-demand aspect of the visual
information seeking mantra of Shneiderman. We must ensure that visually encoded
information beneficially augments current search behaviours rather than simply encod-
ing information exclusively visually in the hope that it will be of benefit. With this
view in mind, the present research restricts itself to the construction of result presenta-
tion paradigms that seek to support the identification of clusters and relationships and
interpretations by the reading interpretation; and any facilitation of the other listed

interpretations will be advantageous but incidental.

Search result paradigms incorporating information visualisations elicit visual per-
ceptions due in part to the engagement of semantic layout algorithms and attribute
encoding as a basis for construction. The framework of Rodrigues et al. provides the
context for the remainder of this chapter and experimental interfaces presented in sub-
sequent chapters. The next stage of this chapter will deal with the visual features
composing graphical items and their impact on reasoning, after which the focus will

turn to a survey of interfaces that facilitate a range of visual interpretations.

2.2 Document Attribute Visualisation

This section will introduce the two research foci presented in Chapter 3 and Chapter
4. The first discussions will focus on the role of motion as a way to encode data while
in the second, a methodology for choosing the right graphical feature for the encoding
of data is proposed. Chapter 3 and Chapter 4 will submit a quantitative measure of
the effectiveness of each proposal obtained by human factors experiments. Both foci
share a common context in that both involve encoding of icons or glyphs by way of

data encoding paradigms, so this common context will be established first.

Glyph Attributes

Glyphs are small visual representations consisting of geometric and appearance at-
tributes that permit identification of and interaction with the objects or entities they

abstract M. Ward, 2002. Appearance and geometric attributes are the subject of much
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exploration in a number of taxonomic papers (Shneiderman, 1996; Card and Mackin-
lay, 1997; Nesbitt, 2005; Pfitzner, Hobbs, and Powers, 2001; Ropinski and Preim, 2008;
Brath, 2009). The palette is diverse; attributes include colour dimensions like hue,
saturation, and brightness; and shape, size, orientation, shadow, texture, density and
iconic pictures. Additionally, attributes can be dynamic: growing, expanding, flashing,
pulsing, rotating, oscillating, vibrating, shuffling, and deforming and this list is by no

means exhaustive.

Glyphs are widely used in the depiction of individual information entities and their
properties in tools presenting results using alternative paradigms; for example Eye-
Plorer http://www.vionto.com/en, LivePlasma http://www.liveplasma. com, Grokker
(Foenix-Riou, 2006; Koshman, 2006), and Kartoo (Koshman, 2006), all make use of

graphical properties to visualise one or more document attributes.

Data attributes and properties are mapped to geometric and appearance attributes
by mapping or encoding rules during the visualisation construction pipeline (Wright,
2007). Data attributes or properties, which are transformed into appearance or geo-
metric attributes, become mapped or encoded attributes. Mapping rules suit numerical
data or data recoded into a small number of categories and not large sets of categorical

or string-based attributes.

Co-located glyphs of similar appearance form emergent Similarity Gestalts, which
allow the user to group items based on the common attribute. With prior knowledge
of the mapping rules in play, a user may ascertain the value of a property of an in-
formation object by inspection, saving the need for a detail-on-demand request to the
interface. The next section outlines the characteristics of data and the marrying of a

glyph appearance attribute with a data attribute to form an encoded variable.

Data Attributes

There are three major data types as prescribed by Gowda and Diday (1991): quantita-
tive, qualitative and structured. A quantitative variable can include continuous values,
discrete absolute values, and interval values. Qualitative variables include nominal,
ordinal and combinatorial types. Finally, structured variables include those with an

inherent tree, graph or hierarchical structure based on relationships between nodes.

These three main data types describe the features selected or extracted for visual
encoding in a data or information visualisation. Feature selection is the process of
choosing data categories for representation while feature extraction is the process of
calculating new features from the existing data set for representation (Jain, Murty,
and Flynn, 1999). Transformation of a variable type into another data type such as
the binning of continuous measures into ordinal range is one such instance of feature
extraction. Having selected or extracted a set of features for graphical representation

the next step is to decide exactly what graphical feature will encode the data features.
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The Encoding Paradigm

Regardless of the level of automation i.e. performed by computer or by hand, a set of
rules or conventions will guide the process of selecting appropriate graphical features
for data encoding. Rules and conventions help in the construction of both production
and experimental interfaces. However, there are many sources of data encoding rules
including studies investigating data encoding for statistics and information visualisa-
tion (Mackinlay, 1986; Nowell, 1997), studies investigating visual search such as Healey,
Amant, and Elhaddad (1999) show, or perhaps inspired from icon construction (Hof-
mann, 2008; Hofmann, 2009) or through use of metaphors (C. Harrison et al., 2011).
Later, Chapter 4 will propose an alternative encoding paradigm based on natural fit

between encoding and user.

Chapter 4, in particular, will routinely refer to the set of all encoded variables,
all mappings between glyph appearance attributes and data attributes, as forming
the encoding paradigm. On a cartographic map a legend or symbol key appears at
bottom of the map allowing the user to lookup the meaning of symbols used in the
map. Likewise, on an information visualisation a legend may be required to show the
encoding paradigm in use. A legend alleviates any need for assumptions with regard
to the meaning of encoded data. In time, a legend might not be needed although the

user should determine the point at which the legend is no longer required.

Legends are visual dictionaries (Riche, B. Lee, and Plaisant, 2010) that depict data
and graphical mappings present in a visualisation, thus permitting the user to look up
a mapping at a glance (Tudoreanu and Hart, 2004). Historically, the legend, outside
of cartography, has not been a focus of research Nowell, 1997 though seldom does one
find a chart without an accompanying legend. Consequently, there are few guidelines
for the design of legends for information visualisation. Of the legend guidelines avail-
able, Dykes, Wood, and Slingsby (2010) propose a series of guidelines for cartographic
legends. Guidelines recommend that legend items should be arranged in a relational
matter, graphical symbols in the legend should identically match those in the visuali-
sation, foregoing any down-scaling of the legend to optimise screen space, to position
the legend in an area that the user is likely to attend to first or less prominently if it
is less likely the user will need to refer to the legend, and to use dynamics to re-order
legend layout if necessary - following a filtering operation - or visually bias legend items

- following a highlighting operation.

Investigations that are more recent propose the idea of interactive legends (Tudore-
anu and Hart, 2004; Riche, B. Lee, and Plaisant, 2010) which take traditional static
legends and incorporate interaction controls to facilitate filtering operations. Interac-
tive legends support the navigation of the visualisation in a natural style (Tudoreanu
and Hart, 2004). However, Riche, B. Lee, and Plaisant find that the data characteristics

influence performance. In their study of performance on interactive legends, depicting
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ordinal data was improved but performance on legends depicting numerical information

was not, despite elevated participant confidence.

The discussion of encoding paradigm has assumed a one-to-one mapping between
graphic and data. However, a combination of graphical codes can encode a single data
attribute and this can have a beneficial influence on performance. The next section will

outline the role of coding redundancy in many-to-one encoding paradigms.

Encoding Redundancy

Redundant encoding involves the use of two or more appearance or geometric attributes
to encode a single data attribute. In contrast, complementary coding or non-redundant
coding involves coding two or more data attributes with unique appearance of geometric
glyph attributes. M. Ward (2008) suggests redundant coding is useful when dealing
with low dimensional data sets, when it is important to convey a message reliably, and
to support inter and intra object comparisons when data dimensions are encoded using

the same appearance and geometric dimension.

Empirical support for redundant coding is variable. Christ (1975) showed strong
support for a positive benefit of encoding colour redundantly. Weidenbacher and Barnes
(1997) found that redundant coding was moderately better than an established baseline
but that a simplified control of lower graphical complexity, without redundant coding,
was superior to both. R. Simon and Overmeyer (1984) found that redundant shape
and colour coding is faster than colour coding alone but not significant for shape alone.
Jubis (1991) confirms the superior performance of redundant colour and shape coding
but unlike in the case of R. Simon and Overmeyer, found colour coding performance
to be faster than shape. Finally, Holten and vanWijk (2009) experimented with single
and multi-cue features for graph edges and found that single features were better than
multi-cues. The authors suggest more research is needed to ascertain the influence of
reinforcement e.g. complementary feature pairing, or averaging occurring during the

multi-cue conditions.

Whilst coding redundancy has some empirical support, redundant coding restricts
the use of that dimension from encoding an additional data attribute. For high dimen-
sional data sets, redundant coding may be hard to justify. However, there are additional
ways to improve the extraction of data encoded visually such as the independence of

graphical attributes.

Integral and Separable Dimensions

Integral and separable dimensions proposed by Garner (1974) describe the level of
independence between two or more visual codes encoded into an object and therefore,

how easily they may be extracted and decoded. An integral pairing is one where it is
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harder - but not impossible - to perceive each dimension independently. A rectangle
for instance is perceived as a whole shape and not really by width and height - perhaps
we perceive the visual depiction of the width and height ratio. In contrast separable
dimensions are those in which it is easier to perceive them as separate. Consider a red
rectangle; the area of the rectangle is independent of the red hue dimension but the

height and width of the rectangle is not.

Alternatively, Monahan and Lockhead (1977) offer a definition of integral stimuli
based on relationships; if the removal of one attribute also removes additional attributes,
then those attributes are considered integral. In their experiment, they investigated
estimations of two adjacent vertical lines. If one vertical line is removed, it does not
preclude the assignment of value to the remaining line; however, it does preclude the
comparison from taking place. Furthermore, in the example above, if the width of the
rectangle is unspecified i.e. set to 0, then this removes the height of the rectangle as
well; therefore, based on this definition the width and height of a rectangle are integral

and interpreted together.

Integral features interfere with each other when only one of the integral dimensions
is the target, but when integral features are coded redundantly, there is a speed and
accuracy gain expected. In contrast, non-integral or separable dimensions do not inter-
fere with each other even if only one attribute is targeted, but when utilised together
as a redundant code, no speed or accuracy gain is expected (Monahan and Lockhead,
1977).

This section has hinted at the scenario in which a user intends to extract two or
more pieces of visually encoded data from a multi-attribute glyph. The next section
will clarify the range of extraction tasks that the user may engage in order to complete

their information activity.

Data Extraction Task Requirements

Single extraction tasks - referred to as non-integration tasks in Nowell (1997) and
feature search in visual search literature - involve identifying data attributes encoded
by a single appearance or geometric glyph attribute. In contrast, multiple extraction
tasks - referred to as integration tasks in Nowell (1997) and conjunction search in
visual search literature - involve identifying data attributes encoded by two or more

appearance or geometric glyph attributes.

The specific role of integration tasks is contentious: should users engage with multi-
dimensional icons composed of many features or should information be spread out over
multiple views using the strongest visual codes? Carswell and Wickens (1987) found
that when the task necessitates extraction of a single type of information, a multiple
view paradigm is more suitable as it permits a user focus on a data set from one dimen-

sion at a time. However, when the task involves the integration of a number of different
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data types, then a single integrated display results in better performance, as opposed to
forcing the user to integrate information over several different views. In contrast, Yost
and North (2005) observed that a view per data type and each view encoded using hue,
elicits a superior performance than an integrated display. They recommend to split the
set of data classes over multiple views and to encode each data type using the most

efficient graphical attribute, namely hue.

The choice of multiple or integrated views largely comes down to the task and
context of use and the screen real estate devoted to serving the task; context may not

permit a large number of views displaying every different facet of the data set.

This concludes the discussion of the document attribute visualisation preliminar-
ies. These preliminaries have set up a shared context for the following two sections.
The next section will introduce the use of dynamic glyph appearance and geometric
attributes as an encoder of data after which a methodology is proposed for choosing

the right graphical attribute for each data attribute.

2.3 Static and Non-Static Attribute Visualisation

The terms animation, motion, and dynamics all share a connection with the notion of
change. Each term could replace another synonymously with minimal loss of mean-
ing, however the interchanging of one word for another introduces slightly inconsistent
connotations depending on the context. We usually associate the term animation with
entertainment on television and in cinema; in a generic sense, it is the imbuing of life,
action, and movement to an inanimate object. Consequently, the animation process
introduces a context in which the personality of the object evolves and interacts. In
contrast, systems of power and force, and cause and effect are central to the context of
dynamics and while one may draw weak analogies between the physical forces of nature
with the intent of the animator, a bouncing ball from the perspective of the physicist
is incomparable to that of the animator. In contrast again, the generic interpretation
of motion can be reduced to a single increasing or decreasing variable regardless of
context. Therefore, it is appropriate to use the term motion - also adopted by Bartram
(2001) - in a human factors analysis of dynamic, animated or changing features in a
graphical user interface. Context is both a differentiating and contributing factor to
the goals of the designer; any model of user interface motion must unify each of the

aesthetic, pragmatic and semantic aspects, with context in mind.

Taxonomic work in information visualisation and furthermore, visualisation for al-
ternative presentation paradigms is concentrated on the use of predominantly static
graphical devices for use in the mapping and encoding process. Dynamic devices how-
ever, i.e. motion, or more generally, animation, appear in computing interfaces with
regular and increasing frequency. The nature of their contribution to the computing

experience is variably semantic, pragmatic and aesthetic. The aesthetic appreciation
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of motion is self-evident through our personal experiences with cartoon and cinema
viewing; however, the semantic and pragmatic contributions remain largely under-
explored empirically. Prominent exploratory work in user interface animation is offered
by Baecker and Small (1990), Bartram (1997), Bartram (1998) and Bladh (2006). These
works canvas the meaning of animation, where and how we should use animation in
computing applications and how to describe animation when reporting evaluative re-
search. Much of the pragmatic work on animation concerns affect and is generally less
abstract; for instance, a lot of the early work focuses on the application of animation
to the production of animated icons, and dynamic effects in operating system software
much of which we take for granted in routine computer use - consider progress bar wid-
gets for instance. In contrast, psychophysics-flavoured work on motion in information
visualisation concerns attention guidance and control efficacies and was quite active
around the turn of the millennium; though studies of motion for representation of data

had appeared earlier (Limoges, Ware, and Knight, 1989; Ware and Limoges, 1994).

Since the turn of the millennium animation has taken off particularly due to the
widespread adoption of affective and aesthetically-pleasing computing which has en-
tailed animated icons with increasingly greater expressive capacity C. Harrison et al.
(2011), directly manipulable interfaces (Thomas and Calder, 2001) and smooth view
and context transitioning (Bederson and Klein, 2005). Simultaneously, the notions that
‘information is beautiful’ and ‘information visualisations tell a story’ (Segel and Heer,
2010), draw heavily on animation to play a major role in story telling through charts
and graphs (Robertson, Fernandez, et al., 2008; Rosling, 2009). Moreover, our every-
day applications like GPS navigators (P. Lee, Klippel, and Tappe, 2003) and peripheral
reminders (Maglio and C. Campbell, 2000; McCrickard, Catrambone, and Stasko, 2001;
Plaue and Stasko, 2007) employ animation for the benefit of everyday tasks. In every
one of the aforementioned applications, overly judicious use of animation has draw-
backs and consequences; however, it is found that an optimal combination of static and

dynamic does have a positive benefit.

Animation is perceptually rich (Bartram, 1997; Bartram, 1998). These aforemen-
tioned examples are testament to the richness of animation and consequently, the more
or less ubiquity of animation in computer applications. A subsequent section will pull-
apart the perceptual richness of motion, however first we first examine how the human

perceptual system detects motion.

2.3.1 The Perception of Motion

There are two sources of motion information. The first source originates in specialised
motion sensitive neurons in the visual cortex that fire in response to motion and motion
direction. A second source is proprioceptive signals based on feedback from the muscles

in the eye that report whether movement of an object on the retina is due to the
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movement of the eye or the object (Coren, Porac, and L. Ward, 1979). The qualitative

experience of motion depends on a number of factors.

Perception of motion is termed the ‘apparent motion problem’. To see the apparent
motion the observer must connect features present in successive frames in a process
called Correspondence (Gershon, 1992). Note however, this is distinct from the notion
of correspondence in the Visual Expression Process of Rodrigues et al. (2007). We
perceive motion from jumps in location between static, multiple images presented in

sequence.

Motion perception depends on three parameters: stimulus duration, inter-stimulus
interval and the distance change (Griffin et al., 2006). Stimulus duration relates to the
length of time the frame appears; the inter-stimulus duration is the frame rate or length
of time between frames; and distance travelled relates to the change in value between
frames; for example, the distance an object moves or grows between frames. As object
movement distance increases, shorter inter-stimulus intervals are required for smooth

apparent motion.

Beyond the perception of motion or simply change, we can differentiate or interpret
motions based on a number of different dimensions; this is the topic of the following

section.

2.3.2 The Dimensions of Motion

Every graphical encoding device has an inherent capacity to convey information (Huber
and Healey, 2005); but we do not yet fully understand the limitations of these capacities
nor fully understand the interplay between graphical attribute combinations. This
situation is even more acute in the case of dynamic attributes, in contrast to static

attributes like colour where many examinations have already taken place (Nowell, 1997).

Colour and shape are two visual attributes that designers readily employ to visualise
information, due in part to their expressive capacity. Dimensions of colour include hue,
saturation and brightness while shape has even greater dimensional capacity as exposed
by Brath (2009). Motion, like colour and shape has great expressive potential as is
decomposed by Bartram (1997) and recreated in Table 2.2 on the next page. The work
of Bartram (2001) focused heavily on signalling and urgency aspects of motion as well
as on phase as a way to perceptually group multiple items in a visualisation. The basic
features of motion are discussed below and the interpretative aspects of motion in the
following section. However, compound motions are not a focus of the present research

and are only included for completeness.

A high school physics textbook should offer definitions for phase, frequency, and
amplitude, so here a cursory definition is provided, followed by a generalisation of each

definition to data encoding.
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Tab. 2.2: Motion dimensions and expressive capacity for a single item and for multiple items;
this table adapted from (Bartram, 1997).

Basic Interpretative Compound

Phase Frequency Speed

Velocity
Transformation, Signalling, Active,
. Direction, Trajectory, Viewing, Jostling,
Single Smoothness, Continuity, = Autonomy, Locomotive, Not Applicable
Ttem Durati Position Expressive, Exertion
uration, Posi , p , ,
Amplitude, Shape, Urgency
Temporal Continuity,
Gestalt Continuity
Relative Velocity,
Relative Trajectory,
Multiple . . Sequence, Transition,
Ttems Per Single Item Per Single Item Filmic Techniques,

Causation, Attraction,
Repulsion

Amplitude is the peak deviation from an equilibrium or half-way location; the
amplitude of a pulsing or flashing light is the distance between mid and full luminosity
and mid to zero luminosity. Equally, a pulsing light might oscillate between a low
luminosity state and a high luminosity state; in this case, the amplitude is the deviation

from half luminosity.

Frequency is the number of occurrences of something over a unit of time, usually per
second; the number of times a light flashes per second is the frequency of the flashing
light. A light may flash every two seconds so the frequency is one half. Alternatively,
the period is the inverse of frequency and is the time it takes for a single occurrence or
cycle to happen. The period of a light flashing once per second is one, but the period
of a light flashing once every two seconds is two as it takes two seconds to flash once.
This distinction is important, because we might refer to a slow flashing light as one
flash every two seconds and not a half cycle per second. In contrast, we might refer
to a fast flashing light as two flashes per second but not one flash every half second.
Another example is that it is more natural to consider a leap year as one event in four

years and not ‘a quarter leap year per year’.

Phase is the fraction of a cycle that has elapsed relative to an arbitrary point like
zero time. However, the interpretation of phase is relative; so phase is defined for two
items under motion. Two items are in phase with each other if their cycle starts and
finishes at the same time. Two items are exactly out of phase with each other if when
a new cycle of one starts and a cycle of the other is half way complete. If one item is
slightly out of phase with the other, then the event of one will appear to lag behind
relative to the other. Two lights flashing at the same frequency and which started
flashing at the same time are in phase. Two lights flashing at the same frequency
which started together in the opposite state, that is, one started in the off position and

one in the on position at start time, will appear exactly out of phase with each other;
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Tab. 2.3: Interpolation functions used in the production of motion; t denotes time; w=2rf
denotes angular frequency; a denotes amplitude; and ¢ denotes phase

Name Pseudo Function Graphed Motion Application

Sinusoidal f(t) = a*sin(wt + ¢) Non-Linear Oscillation

Saw Tooth f(t,a) =2(L — floor(L — 1)) Linear Rotation
Linear Oscillation

Triangle  f(t,a) = abs(2(% — floor(% + 1))

Square F(t) = sgn(a * sin(wt + ¢)) Abrupt Flashing

5S3<

when one light flashes the other will not and versa vice. When the lights are slightly
out of phase with each other one light will turn on, then shortly after the other will

turn on, shortly after which the first one will turn off and so on.

These definitions are laboured in order to illustrate the interplay of the basic features
of motion: if two items of the same frequency start cycling together, they will exhibit
similarity based on phase and frequency. Thus, when encoding data into frequency,
it is important to randomise phase to ensure that similarity judgements are made for
frequency and not a combination of frequency and phase. In any case, regardless of the
type of graphical attribute undergoing change modifications to phase and frequency can
influence the perceptual experience of the change. Moreover, the choice of interpolation

function will also play a role in the perceptual experience.

A number of different algorithmic or computational techniques e.g. interpolation,
kinematics, and kinetics, are used to produce the perception of motion; though the ap-
proach taken tends to identify with the domain of application. In essence, the change
from one state to another is brought about by the interpolation between two states by
way of interpolation algorithms, which add a small amount of change to a numerical
quantity at each step in time. An exhaustive treatment of all approaches to computa-
tional motion generation is beyond the scope of this discussion. However, for the current
treatment of motion, a focus is placed on the use of sinusoidal and non-sinusoidal func-
tions - see Table 2.3 - for interpolation. The observer perceives a different pattern
of motion for each function as illustrated by the graphics in the image column. Note
that each function has a range of (-1, 1) so for encoding purposes, offsets, shifts and

multipliers are applied to constrain the range to (0, 1).

This section has illustrated the dimensional richness of motion as evidenced by a
variety of basic features and production algorithms that when manipulated, influence
the observer’s perceptual experience of motion. In the next section, the discussion

will turn to the interpretive aspects of motion based on a series of application areas
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identified by Bartram (1997).

2.3.3 Studies of Motion

Early research foci on animation were spurred on by the then recent advances in display
technologies that made it possible to display colourful and vibrant animations. More
recently, the widespread interest in motion and animation has likely been spurred on
by better tool and library support and the burgeoning focus on user experience in
computing. However, animation is not restricted to applications of affect. Bartram
(1997) isolates six potential applications for animation. These include annunciation
and signalling, grouping and integration, communication of data relationships, data
display and coding, representing change and general visibility concerns. The following
discussion is shaped by Bartram’s six application domains and updated as necessary

to reflect achievements and progress in the years subsequent to Bartram’s survey.

The sensitivity of motion with respect to other visual features in the periphery of
vision (McKee and Nakayama, 1984) has long since been a prime reason to use motion in
user interfaces and accordingly has concrete applications for directing attention from a
primary task to new events signalled outside the focal region (McCrickard, Catrambone,
and Stasko, 2001; Bartram, Ware, and Calvert, 2001). There are trade-offs in play that
the designer must consider. Design choices should promote awareness of incoming
events, but without undue distraction and annoyance. In addition, Plaue and Stasko
(2007) suggest that the physical orientation of peripheral animated displays plays a

role in annunciation and signalling indicating a rich set of human factors in play.

Motion, like many other visual features including but not limited to colour, facil-
itates emergent and Gestalt features, and this has concrete applications for grouping
and boundary detection (Bartram, 2001). For instance, Bartram and Ware (2002)
demonstrate that coherent motion elicits emergent groups of like-motion, which the
user can use to quickly and efficiently focus attention on target groups for further cog-
nitive processing. Fast and easy visual segregation or filtering of groups of items in a
display reduces load on cognitive resources that they would otherwise devote to efforts
to maintain attention on a target group whilst conducting further cognitive analysis of
the group in play. Ware and Bobrow (2004) also show how motion can be used to high-
light a collection of related network nodes to this effect, while later Ware and Bobrow
(2006) demonstrated a benefit of phase for highlighting clusters of points within dense

scatter plots.

Communication of data relationships has received significant interest, particularly
following the now seminal talk of Rosling (2009) who used the GapMinder Trendalyzer
tool to show an animation of the progression of third and first world countries over

time. However, Robertson, Fernandez, et al. (2008) suggest that although these types
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of tools can be effective at telling a story they can be misleading and that static versions

of the data sets may be more suitable for the initial analysis.

Traditionally, data display and coding has focused almost exclusively on static ap-
pearance and geometric features such as colour, and such research is typified by that
of Nowell (1997). Corresponding research into the combination of static and dynamic
features of motion is relatively light, though earlier work of Ware and Limoges (1994)
suggests that encoding of motion features for data representation may be worthwhile.
Bartram, Ware, and Calvert (2003) also investigate relevance coding in their grouping
and distraction work and propose a number of motion guidelines including the idea
that motion shape or type influences a user’s perception of visual importance. Further-
more, Horn (2007) proposes the use of dynamic jellyfish and bacteria-inspired icons for
the purposes of artist profile and email visualisation. Jellyfish mingle around similar-
ity neighbourhoods in the artist visualisation while the motion of the email creatures

related to whether the user has not read, read or responded to an email.

Representation of change as identified by Bartram (1997) means to indicate that
change has occurred and to show how significant the change and how rapidly that
change took place after the moment. A combination of dynamic and afterglow effects

are implemented in the Phosphor system of Baudisch, Tan, et al. (2006).

Finally, visibility concerns raised by Bartram (1997) pertain to motion that is de-
voted to manipulating display configuration or the viewpoint of the user particularly to
reveal hidden information to the user such as motion to disambiguate three dimensional
structures by smooth transitions. Bartram also suggests the use of jostling windows or
animated icons and this has been adopted in multiple contexts for example the bounce
to alert animation in the task dock in Apple operating systems as well as flashing
of minimised window bars on the task bar in Microsoft Windows operating systems.
C. Harrison et al. (2011) propose an application of kinetic behaviours by way of dy-
namic transforms on static icons to establish a rich set of meaning through dynamic
metaphors. Kineticons offer the pictorial representation of the icon plus an additional
dimension of state information indicating that the task is starting, progressing, needs
attention, or cannot complete. In addition they can convey a state change or replace-
ment, initialisation or shut down of a task, and interactive affordances of an icon e.g.

this icon is movable.

Both Bederson and Klein (2005) and Shanmugasundaram and Irani (2008) have
found a benefit for using animation to smoothly transition between views for dense
symbol displays and map reading respectively. Bederson and Klein found that the
benefit was more pronounced for displays that are more symbolic while Shanmugasun-
daram and Irani found a significant improvement in time over a baseline that did not

transition between zoom scales, but no difference for error was found.

This section has explored a wide range of animation and motion applications in
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graphical user interfaces and information visualisation. Such a broad perspective pro-
vides a rich source of inspiration and ideas not only for the current research but for the

overall design of alternative presentation paradigms as well.

It is the intention of the current research to focus only on using motion to encode
data in information visualisation applications. The data display and coding section
indicated a prevalence of research using motion phase to support visual clustering of
items in high-density displays. Frequently, motion frequency is found to be among the
worst features in supporting these types of tasks and similarly correlation tasks in Ware
and Limoges (1994), but this is not cause to dismiss motion frequency altogether. The

next section will outline a proposal for use of motion in the interface.

2.3.4 A Gap in Understanding - Encoding Data with Motion Frequency

We can encode motion attributes in much the same way as their static counterparts for
the purposes of document attribute visualisation. However, this is something that is not
widely prevalent. Motion attributes are subject to the same design choice considerations
including data, task, perceptual and redundancy characteristics but our understanding
of the ramifications of each consideration is comparatively poorer than what is known

for static coding attributes.

Whilst significant efforts have been devoted to the study of motion phase and dis-
tractibility in user interface applications, there are other facets of motion like frequency
that have not enjoyed the same acclaim. For example, Ware and Limoges (1994) exam-
ined statistical charts featuring static and dynamically encoded data to covey correla-
tion. Motion phase encoded into points transitioning vertically within a histogram like
graph was observed as an effective way of conveying correlation between two variables;
however, frequency was highly ineffective. Ware and Bobrow (2006) found phase to be
effective and frequency not effective for segregating groups of items in a high-density
display. Bartram, Ware, and Calvert (2001) also showed a positive effect for motion

grouping based on pattern and common frequency and phase.

The present proposal significantly differs from this earlier work in that the user
does not use any class of appearance attribute for primary attention guidance as in
grouping and integration work involving phase. In this formulation of a document
metadata visualisation - one aspect of a result presentation technique - spatialisation
algorithms allocate documents to spatial locations. High local densities produce theme
neighbourhoods throughout the global visualisation space, which the user can navi-
gate by way of provisioned semantic landmarks. Users base their search decisions on
semantic or thematic content primarily. Then, and only then, do users focus atten-
tion to alternative relevance cues such as metadata. This formulation differs to earlier
research (Bartram, Ware, and Calvert, 2001; Ware and Bobrow, 2006) in that appear-

ance attributes are used to segment groups of items before interrogating specific and
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perceptually defined clusters. However, this does not exclude from use, data encoded
to appearance attributes of the glyph; these data are important following the estab-
lishment of thematic or semantic relevance but not before. Therefore, in this context,
appearance attributes should be chosen such that they support efficient and effective

identification of properties.

The course of research presented in Chapter 3 will propose to encode up to four data
attributes using motion attributes. In this proposal, each glyph represents a single doc-
ument, which has several metadata properties that could be represented visually. There
are two main aspects to the current proposal of investigating motion in visualisation

applications:

1. To investigate the effectiveness of multi-extraction tasks of up to four dimensions

using a combination of static and dynamic attributes and;

2. To investigate the differences across different frequency-variant motion patterns:
pulse, horizontal-shuffle, rotation and grow - grow is sometimes termed expansion-

deflation or zooming.

In the first instance, this investigation seeks a better understanding of motion fre-
quency in data encoding paradigms. This will enable designers to provide a richer
representation of relevance cues beyond theme and topic in the result sets which Bal-
atsoukas and Ruthven (2010) suggest searchers do use. This analysis seeks to compare
the differences on performance between statically and dynamically coded objects for

use in multiple extraction tasks of up to four dimensions.

In the second instance, a more thorough understanding of motion patterns is needed
for the inclusion of frequency in encoding paradigms. Despite the earlier finding
that phase-variant motion patterns were perceived equally well (Bartram, Ware, and
Calvert, 2001), this research goal seeks to compare motion patterns in the suspicion
that some frequency-variant motion patterns maybe more difficult to perceive than oth-
ers. That is, the frequency of some motions such as flashing may be easier to process

than say zooming motions.

These goals are significant as they seek to evaluate the utility of frequency in an ap-
plication that does not necessarily favour motion phase. Previous research into motion
attributes has favoured motion phase and not frequency and has cast an unfavourable
light upon motion frequency. The outcome of this research will be a ranked set of data
encoding rules that specify how to use motion frequency to encode data in alternative

result presentation paradigms.

This section motivated a course of research that will indicate whether encoding by
motion frequency is worthwhile. Nevertheless, this research will not specifically indicate

which data attributes motion frequency should encode. The next section will offer a
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discussion relating to a proposal of a methodology that should be adopted to influence
the choice of encoding rule generation, based on a match between the data attribute

and the appearance attribute.

2.4 Natural Encoding Paradigms

The previous section motivated the use of motion frequency in coding but it did not
provide any guidance as to which data attribute it should encode. Yet, there is a
defined point in the visualisation pipeline at which a search tool designer must select

an geometric or appearance attribute to encode each data attribute in the visualisation.

There are several perspectives on how this decision-making process should be guided.
These include the affordances of visual attributes to encode data of different characteris-
tics, the perceptual efficiency of geometric and appearance attributes, use of metaphor,
cultural aspects, and intuitions and conventions. It is the last perspective, intuitions
and conventions that will be of most interest, as these have a natural fit to the user’s
prior expectations and beliefs. While Chapter 4 will examine further each of the com-
peting perspectives, the following sections will introduce the notion of ‘natural fit’ and

its role in guiding the derivation of encoding paradigms.

2.4.1 The Principle of Best Foot Forward

Several researchers (M. Ward, 2008; Bartram, 1997) suggest that some encoding rules
are appropriate for data encoding based on intuitiveness. Intuition is the ability to
understand something immediately without explicit reasoning. Intuition could be con-
sidered a convention in design - i.e an agreed way of doing something; but what is
intuitive does not necessarily result in an optimal design. The ranked-list search pre-
sentation paradigm is a telling example as it is intuitive to put the best results at the
top of the list, however, there are no guarantees that the best results will appear at the

top of the list - and particularly so, when search is more complex.

Larkin and H. Simon (1987) noted earlier that in order to understand concepts
through visual means, the visual representation needs to be explicit and analogous,
or ‘isomorphic’ (Gurr, 1998) to that which it represents. A classic example is that it
is intuitive to encode the magnitude of a variable to the size or area of a glyph; the
difference between two magnitudes is represented by one glyph having a greater area
than the other - assuming a comparable width to height ratio. Thus, it is logical to

suggest that mapping magnitude is analogous to the appearance attribute of size.

In the depiction of dynamic processes, Narayanan and Hiibscher (1997) suggest
that when we externalise cognition by way of isomorphic representations, on annotated
paper diagrams for instance, additional cognitive processing capacity is available to gain

an understanding of these systems. Good learning outcomes are more likely to occur
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because the diagram facilitates accurate resolution of visual hypotheses by inspection.
Equally, if an encoding rule violates intuition, we should expect analytical disturbances
that warrant an allocation of cognitive resource, in order to maintain those unintuitive
mappings in short-term memory. In doing so, a detriment to task performance measured
in time and quality of outcome is expected as the user must devote effort to overcoming
something apparently unintuitive. If however, the graphical attribute explicitly or
analogously represents the data attribute, such that the representation is isomorphic,

then we should denote this encoding as exhibiting good naturalness or natural fit.

One can think of natural fit as an analogy of the Stroop Test and other forms of
interference tests. In a Stroop test, words representing colour categories such as red,
green and blue are presented in different font colours on a display. The participant’s
task, depending on the type of Stroop Test, is to call out either the colour of the text
or the word itself. Task performance is measured by response time and accuracy and
degrades when the ink colour is incongruous with the colour word e.g. red ink of the
word ‘green’ is incongruous while red ink of the word ‘red’ is congruent. Participants
are typically faster at calling out the colour red when the word red is coloured red,
in contrast with calling out the colour red when the word green is coloured red. Un-
der incongruous conditions, additional performance overheads are devoted to effortful

inhibition of conflicting stimuli.

Like the Stroop Test, there are other instances of conflict tasks in the literature
(Gevers and Lammertyn, 2005). Dehaene, Bossini, and Giraux (1993) observed that
when making a parity judgement - odd or even even judgement - for a number, smaller
numbers were processed faster when the response was made with the left hand, while
larger numbers were processed faster when the response was made with the right hand.

This is indicative of the Spatial-Numeric Association Response Effect or SNARC.

The SNARC effect is observed only to exist when numeric digits are presented on
the apparatus display and not the word representation of the digit. Dehaene, Bossini,
and Giraux showed that this effect might be due to left-to-right reading convention,
as the reverse effect was observed for participants who adopt a right-to-left reading
convention. However, as Ren et al. (2011) recount, a SNARC effect is also present for
higher numbers up and lower numbers down and additionally report that a left/right
preference for small and large circle sizes, and darker and lighter luminance (Ren et
al., 2011) and references to past and future time (Santiago et al., 2007). They argue
that this effect is due to a cognitive mechanism and not a cultural convention; we
may be biologically geared to associate the left with small and the right with large
and consequently, it is more natural to present the lower extreme on the left of the

visualisation and the higher express on the right side.

Santiago et al. investigate the influence of spatial characteristics of stimuli and
response on perception of time. Their results indicate that categorisation of words and

sentences as past or future i.e. the response, happens faster when words referencing
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the future appear on the right of a display and word referencing the past appear on the
left of screen and when participants used their right hand to respond to future words

and left hand to indicate past words.

These observations further support the notion of naturalness, or congruence between
prior knowledge about some dimension and the way that dimension is visualised. These
conflict tasks provide insight into how the brain processes magnitude information but,
how does this translate to encoding paradigms for document attribute visualisation.
It is natural and intuitive to seek out large glyphs for large magnitudes of size, but
unnatural to seek small glyphs for large magnitudes of size - a Stroop Interference
variant - or the steepest tilted lines or the darkest coloured glyphs. Therefore, it is
intuitive that designers should make-prominent, aspects of the data set that the user

is presumed to be interested in.

For instance, the font weighting of words in result surrogates has been manipulated
in a number of studies (Woodruff et al., 2001; Olston and Chi, 2003; Aula, 2004).
Additionally, Anderson (1990) (P. Hu, Ma, and Chau, 1999) reports that size influences
arousal, suggesting that if arousal is key to triggering directed attention and an analysis
of the stimuli then what is important should be made prominent and bigger. However,
there are limitations and constraints on not only manipulating the magnitude of some
visual variables but also the interpretation of those manipulated variables. Whilst we
can assign a numerical magnitude to orientation or colour intensity, it assumes the
magnitude is bounded, since there are upper and lower limits on line orientation and
colour intensity. In contrast, there are no explicit bounding constraints for glyph size.
Furthermore, while an ordinal meaning may be assigned to glyph size, the same intuitive

ordering between hues cannot be established (Bertin, 2011)

The literature makes it clear however, that no graphical code works equally well
for all users and that no single presentation works well for all purposes. Thus, Nowell
(1997) states that it is the challenge of the designer to choose codes to support a range
of information tasks, while supporting individual differences in the user population.
Alternatively, the importance of encoding issues may be weighted according to the
application domain. In visualisation-based multivariate analysis for example, a primary
concern lies in expanding the dimensionality of the icon, while maintaining or improving
analytical performance over high-dimensional data sets. Furthermore, from another
perspective, design of icons for desktop applications focuses on communicating purpose
and content (Setlur et al., 2005), brand identity, and making the interaction afforded

more prominent (C. Harrison et al., 2011).

The difficulty in devising encoding paradigms for visualisation-based search tools
is that a combination of information visualisation and ranked-list-based information
retrieval theory entails consideration of both analytical aspects of information visual-
isation as well as raw visual - and textual - search tasks. Thus, on the one hand, in-

formation visualisation literature suggests encoding paradigms should support a range
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of analytical tasks which may not all necessarily be engaged by searchers, while on
the other hand, the visual search literature suggests encoding paradigms should en-
sure target identification is as fast and as accurate as possible. In yet another light,
the visualisation literature typically adopts a task and data type perspective - i.e.
matching visual features appropriate for the type of data - in contrast, visual search
literature is void of any context and is primarily interested in raw recognition perfor-
mance, thereby making any direct application to an information visualisation context,

less than straightforward.

Accordingly, it is desirable to devise an encoding paradigm that favours fast recog-
nition of targets - both perceptually and cognitively - since upon recognising targets
within an information search context, it is unlikely that the user will want to perform
tasks other than opening document full-text or finding targets of a similar appearance.
Moreover, whilst an encoding paradigm for a typical information visualisation may
favour encoding rules that support visual estimations and calculations across the whole
data set, natural encoding paradigms favour encoding rules that support fast recogni-
tion - i.e. both fast perceptual recognition and critically, fast cognitive interpretation -

of individual targets.

Table 2.4 on the next page collates a number of different alternatives, guidelines,
suggestions, or perceived intuitive encodings that are seen across the various literatures.
This collection applies directly to the search metadata under examination in Chapter
4; it is positively non-exhaustive; however, this small collection demonstrates that the

potential scope of encoding rules is broad and, at the same time, conflicting in places.



Tab. 2.4: Intuitive and conventional encoding seen across literature.
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2.4.2 A Gap in Understanding Semantically Motivated Encoding Paradigms

There exists an open research question centred around the role of natural encoding
paradigms in search tool metadata visualisations. The question posed is whether a
natural encoding paradigm is superior to encoding paradigms based on conventions,
data type and task type, or visual search theories. However, before comparative analysis
can be made, it must first be shown that encoding rules which are seen to be more

natural or intuitive, result in superior performance to those which are unnatural.

Chapter 4 will argue that we should give preference to a user’s prior expectations,
experiences and beliefs when devising encoding paradigms for metadata visualisation.
In doing so, natural encoding rules should limit the effect of cognitive interference -

erroneous interpretations of graphical codes - when decoding metadata visualisations.

If, under a natural encoding configuration, an improvement on objective perfor-
mance is observed, it will be unsurprising that participants are unable to accurately
describe the characteristics of the encoding when polled. Good objective performance,
but poor self-reported learning is expected, as under natural encoding conditions, there
is little need to explicitly and consciously maintain a mental schema of the interface in
immediate memory - meaning that under an natural encoding condition, participants

may simply complete tasks without great though.

In contrast, searchers under an unnatural mapping, must consciously inhibit their
prior beliefs and expectations, in order to prevent those interfering with their process-
ing of encoded data. At the point where a participant recognises a conflicting meaning,
they must stop, refocus and reconfirm that all prior analyses were conducted under the
actual unnatural encoding paradigm. Where encoding is counter to intuition, perfor-
mance should degrade and learning will be required, thus forcing participants to spend
conscious effort on rectifying their understanding of the encoding paradigm. Since hav-
ing spent conscious effort to work with the unintuitive interface, participants may be

more readily able to draw on the outcome of their learning.

2.5 Visualisation of Inter-Document Relationships

Prior sections have focused on the representation of document attributes using appear-
ance and geometric attributes of glyphs. In this section, discussion will shift toward

representation of between-document relationships that are based on thematic content.

It was earlier proposed that contemporary result presentation paradigms offer inade-
quate organisation of search results. This section will examine the ranked-list paradigm
in greater depth, and in particular, focus on the advantages and disadvantages that this
technique affords. Then a survey of alternative result presentation paradigms will be

presented and a critique of these systems in the context of modern search behaviour
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provided. This research, as several researchers have already before, reiterates that al-
ternative result presentation techniques offer a more adequate organisation of search
engine results than ranked-list based organisations. Furthermore, it will be argued
that systems employing alternative result presentation techniques could benefit from
further usability evaluation. A survey of systems presented below will motivate a set
of competing design choices that a later comparative usability experiment will seek to

evaluate.

This section will begin with an outline of what is meant by semantic relationship
and the way spatial arrangements and spatial cues can be used to illustrate semantic

relationships between search results.

2.5.1 The Semantic Relationship

Ranked-list result presentation techniques typically incorporate a sophisticated ranking
algorithm that takes into consideration a range of ‘signals’ - such as word occurrences
within topographically and structurally prominent areas in text documents - in order
to match documents that share a similarity with a searcher’s query. However, list
position only indicates mathematical distance from the user’s query; accordingly, inter-
rank distance has no practical semantic interpretation. So what constitutes a semantic

relationship and what semantic relationships do we look for when establishing relevance.

Chaffin and Herrmann (1984) investigate the notion of semantic relation in the con-
text of human memory studies. In their study, they asked subjects to sort a set of words
into groups based on semantic relatedness and, consistent with earlier studies, conclude
that there are around five broad semantic similarity types. Theses are: contrasts, class
inclusion, similars, case relations and part-wholes. Contrast relationships include pairs
of words that contrast, oppose or contradict one another like hot and cold. Similars
are words that overlap in meaning or connotation like ‘under’ and ‘below’. Class in-
clusion are words such as ‘game’ and ‘football’; in class inclusions, one word is either a
generalisation or a hyponym of the other. Case relations are words pairs consisting of
an agent and a function or instrument like ‘surgeon’ and ‘scalpel’. Finally, part-whole

relationships include words like ‘lower’ and ‘garden’.

We can think of the work of Chaffin and Herrmann as relating to the semantic
relations between documents on a micro scale or sentence level and draw a parallel to
this work as a way to look at a document or set of documents on a macro scale. At
the document level, there are a variety of potential semantic relationships documents
can share based on the content discussed. The main themes of one document may
contrast in opinion or approach to an issue or problem to another document; or discuss
a specialisation of a topic discussed generally in another; or discuss a topic that forms

a part whole-relation with another topic.



Review of Area 53

Macro scale semantics are typified or encapsulated by folksonomies or collaborative
tagging of web resources on the Internet. Maguitman et al. (2005) discuss exploiting the
semantic meaning of documents in the Open Directory Project http://www.dmoz.org/
in order to calculate semantic similarities between documents. They highlight that the
degree of similarity between documents involved in class inclusion or is-a relationships
can be calculated by consideration of the degree of shared information and recount
also that the meaning of topics can be ascertained by isolating a common immediate
hypernym and then taking measurements of the degree of overlap between topics using

information measures.

Given that we can - with adequate qualification, since calculations take place over
intangible quanta - define a semantic relationship, how should this relationship be pre-
sented to the searcher? Despite sizeable breadth in semantic relationship types - as seen
above - visualisation techniques are typically relationship agnostic. For example, node-
edge diagrams that display a link between two related nodes suggests a relationship
exists, but do not in the generic sense indicate what that type of relationship means
i.e. does this link represent a part-whole or class inclusion. Similarly, use of spatial
arrangement of documents reveals little about the type of relationship. However, these
techniques provide a foundation upon which to provision additional graphical cues to

convey the type of relationship.

2.5.2 Spatial Arrangement

The process of assigning a spatial position for abstract information objects, or visu-
alisation of values without an inherent, physical analogue - such as found in scientific
and geographical visualisation is termed spatialisation or ordination. The result is
a thematic landscape or arrangement of documents into a typically two-dimensional
space, in which the spatial proximity corresponds roughly to the semantic similarity

between documents (Granitzer et al., 2003)

Spatialisation has two interdependent characteristics. The first is semantic and
specifies the basis for inter-document relationships, while the second is spatial and
specifies how best to represent those relationships visually (Zhang, 2008). Semantic
relationships depend on the analysis of a ‘sampling unit’ such as metadata units or
semantic units (Borner, C. Chen, and Boyack, 2003), whereas spatial relationships
depend on visual perceptions of correspondence, differentiation, connectivity and ar-
rangement as Rodrigues et al. (2007) propose. These two characteristics are important
to consider as Niemeld and Saariluoma (2003) indicate, high semantic coherence and

spatial grouping influence the users’ cognitive processing of the visualisation.

The mutual dependence of semantic and spatial also raises issues of dimensionality,
use of metaphor and labelling of documents and labelling of the spatial substrate.

Information search typically deals with highly dimensional documents - words, topics,
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and themes are all dimensions - and so analytical techniques are used to extract the most
representative dimensions. A critical aspect of this process is the degree of information

loss during dimension reduction (Pérez and deAntonio, 2003).

Subsequently, the number of visualised dimensions becomes important. This re-
search has deliberately chosen to focus only on two- dimensional visualisation at any
one time, as evidence suggests that two dimensions are better than or as good as three
dimensions (Sebrechts et al., 1999; Tory, Sprague, et al., 2007) - despite the back (Cock-
burn and McKenzie, 2001; Cockburn, 2004) and forth (Tavanti and Lind, 2001) often
seen in research on the subject. However, omission of three-dimensional visualisation
undervalues the use of some spatial metaphors that may benefit a user’s navigation of
information space. For instance, a cityscape metaphor, in which buildings represent
documents, elucidates inter-relatedness through building proximity and neighbourhood
proximity (Bonnel, Lemaire, et al., 2006) - concepts which we are familiar with in re-

ality.

Alternative search result displays are motivated to promote better search outcomes
by enhancing meaning, promoting recognition, supporting the discovery of patterns,
concepts and similarities (Foenix-Riou, 2006) but research suggests that searchers en-
gaging these search tools under-perform (Chung, H. Chen, and Nunamaker, 2005; Os-
tergren, S. Yu, and Efthimiadis, 2010). However, these systems could be improved
because a significant effort is made to design such interfaces overly unlike ranked-list
interfaces, and as such are inconsistent with current, typical and ingrained informa-
tion search behaviours. Spatial arrangement or position is a salient feature for the
representation of document relatedness. Although relatedness is a subjective matter, a
relationship may be made explicit e.g. an edge between nodes, or implicit e.g. based
on point density and proximity. However, our knowledge remains imprecise about how
spatialisation-based techniques can feature in systems that interweave both contempo-

rary and alternative search behaviours.

An investigation of the rudimentary spatial component will expand on this knowl-
edge. In pursuit of this, Figure 2.2 on page 59 collates examples of spatialisation
paradigms to aide evaluation and comparison of past, present and future result visu-
alisation. This de-featured survey harmonises with the work of Morse, M. Lewis, and
Olsen (2002) and Butavicius and M. Lee (2007) who take a reduced form ‘de-featured’

approach for the evaluation and comparison of visualisation techniques.

2.5.3 Alternative Result Presentation Paradigms

Search user interface research is an active area of research. There are a number of recent
exploratory publications made in the area of alternative result presentation paradigms
and search user interfaces including: ‘Search User Interfaces’ by Hearst (2009), ‘Search

Patterns’ by Morville and Callender (2010), an outline of exploratory search interfaces
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by Kules, Wilson, and Shneiderman (2008) and finally an introduction to the technical

fundamentals of search result visualisation offered by Zhang (2008).

After some review of the area, it is apparent that there are a very large number
of alternative techniques. Mann (1999) points out that several stages of information
retrieval may benefit from a visualisation technique, so the techniques visited shortly
are not exclusively result presentation paradigms and may apply to earlier levels of the

information-seeking model outlined above in Table 2.1 on page 12.

Figure 2.2 on page 59 depicts visually - and textually in Table 2.6 on page 58 - search
result visualisation paradigms and systems organised by technique classification. Each
row represents a class of technique and each column represents an instance exhibiting
the essence of the technique. This collection deliberately omits non-essential aesthetics
to facilitate comparison of spatial layout. It abstracts away from the inessential and
is proposed as a reference for designers and in particular, those who wish to carry out
comparative evaluation. In removing aesthetic debris, Figure 2.2 on page 59 emphasises

inter-document relationships but not document attributes.

This survey is by no means exhaustive, but it certainly provides a rich overview of
the types of techniques that exist that could serve as a basis for information tool design.
It must be stressed, that this survey observes predominantly systems and techniques for
the review of results; nevertheless, this collection is of sufficient diversity and richness as
it covers many but not all systems that display search results spanning that presented
by Hearst (1999) and more recently and comprehensively by Hearst (2009), the seven
data types of Shneiderman (1996) - with the exception of systems depicting temporal
data of search results which are uncommon; and finally, the data relationship structures
presented in the framework of Pfitzner, Hobbs, and Powers (2001) - with the exception
of lattice structures. This survey was conducted in 2009 and while there may be more
recent systems in existence, it is nonetheless considered to be of sufficient diversity
based on broad coverage of the aforementioned works. Moreover, it was not intended
to survey systems in which a ranked-list could be manipulated by interactive controls;
thus, in light of this, the survey does not consider faceted interfaces which are routinely

prominent in present day online shopping sites.

The following discussion will outline each classification based on row order in the
matrix of Figure 2.2 on page 59. A summary of the main characteristics of each system
that have guided this examination is provided visually in Table 2.5 on page 57. This
table provides a number of dimensions that could also be used to characterise each
system. In addition to a classification of each system according to Figure 2.2 on page 59,
other dimensions and attributes include: the name of the system where applicable,
a representative reference, the type of corpus the system conducts search over, the
potential insights a searcher may gain, where in the information-seeking process that a
searcher may receive benefit, the way in which searchers access a surrogate or summary

view of the results and finally the way in which searchers obtain a full-text view of the
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search result. While knowledge of the context, expected insights, and information-
seeking stage is useful to consider, the final two dimensions are significant here as they

motivate a course of research to be presented in Chapter 6.

The surrogate or keyhole view property indicates how and what information is made
available to searchers when they are initially interested in a specific document. For sys-
tems that do not show a list of results, where the document surrogate information is
naturally and explicitly present, systems that employ alternative result presentation
techniques utilise a range of typical techniques to show document surrogate informa-
tion. These include, pop-up windows of various forms and appearances and containing
various metadata; as well as the use of dedicated areas of the visualisation in which
document surrogate information is presented; as well as linking a visualisation with a

ranked-list of results.

Conversely, the full-text view property seeks to characterise systems on the way
the searcher accesses the full-text view of specific results. In nearly all cases, authors
specify that full-text is accessible through a new window or frame. Rarely, is there any
graphical depiction - in academic reports - of this software frame. Generally, the full-
text view is assumed to be unimportant to the reader, since, for the searcher, it is simply
the means to an end of information need. Yet, our interaction with document full-text
does not always mark the termination point of search; often it marks a turning point
where we use some aspect of the full-text for a new search or a refinement of an existing
search. Moreover, there are examples within the multiple coordinated views literature
that do display document full-text in a dedicated view (Hubmann-Haidvogel, Scharl,
and Weichselbraun, 2009); however, this is counter to the design of contemporary
search user interfaces. Use of dedicated views for document full-text is suggestive of
the potential role linking and coordination could have in our search tools. As a result,
one aspect of Chapter 6 will examine differences in user behaviour and ultimately,
search outcome, under interfaces with different ways of presenting a document full-text

view.
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Tab. 2.5: Feature definition and description for survey of search user interface systems that
incorporate an information visualisation component.

Feature Type Feature Name Feature Description
Type Information visualisation component type
Name The system’s name
Reference Reference to system
. Data Corpus or collection supported by system
Attribute . :
Insight Expected understanding gathered by user
Stage Applicable stage of search process system applies
to
Preview Facility to preview document surrogate informa-
tion
Full-text Facility to display document full-text
POP A pop-up window
DSL Dedicated screen location
Preview LIST Rank-ordered list
Attributes THUMB Thumbnail as Technique
AUG Rank-ordered list augmentation
NS Not specified
T Document title
S In-context snippet
Surrogate M Miscellaneous meta data
Attributes U Uniform resource locator
Th Thumbnail preview
NW Opens in new application window
Full—t‘ext NWT Opens in new browser window or browser tab
Attributes

NS Not specified
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Tab. 2.6: A survey of search user interface systems that incorporate an information visualisation

component.
Type Name Source Data Insight Preview Full-text
VIBE Net (Koshman, News Clustering POP-T NW
2005)
Sprin Information (Carey, News Clustering POP-S NwW
pring Navigator Kriwaczek,
and Riiger,
2000)
Bubble World (Berendonck News Clustering NS NW
and Jacobs,
2003)
InfoSky (Andrews Web Clustering LAB-T NS
et al., 2002)
NS (Tory, Spatial Clustering NA NA
Sprague,
Map et al., 2007)
WebRat (Granitzer Multiple Clustering NS NWT
et al., 2003)
Envision (Nowell, Academic Metadata DSL-TM NW
1997)
Search (Spoerri, Meta Search Overlap of POP-TSU NS
Crystal 2004) Source
Sparkler (Havre et al., Meta Search Q-D Sim. DSL-T NWT
2001) Overlap
. DART (Cho and Web QD-Sim. POP-TS NWT
Nominal
Myaeng,
2000)
RankSpiral (Spoerri, Meta Search Q-D Sim. POP-TS NS
2004) Overlap
EyePlorer http://www. Wikipedia Topic POP-S NWT
vionto.com Overlap
Scatter (Hearst and News Clustering LIST-T NS
Gather Pedersen,
1996)
Carrot2 REF Web Clustering LIST-TSU NWT
http://wuw.
s carrot2.org
t
© Grokker (in Koshman, ‘Web Clustering POP-T NWT
2005)
ResultMaps (Clarkson, Digital Clustering POP-T NWT
Desai, and Library
Foley, n.d.)
Quintura (see ‘Web Connection LIST-TSU NWT
Alhenshiri,
Watters, and
Shepherd,
2011)
TouchGraph http://www. Web Connection DSL-TSU NWT
touchgraph.com
Kartoo (in Koshman, Web Clustering DSL-ThTSU NTT
2005)
NS (Kobayashi Web Clustering POP-TSU NS
et al., 2006)
Tree or Walk2Web http://wuw. Web Connection THUMB NWT
Graph walk2web.com
R-Wheel (Grewal Web Q-D Sim. NS NS
et al., 2000)
TileBars (Hearst, News QD-Sim. AUG NW
1995)
HotMap (Hoeber and ‘Web QD-Sim. LIST-TSU NwWT
Ranked-list Yang, 2006)
augmentation Ujiko (in Web Clustering DSL-TSU NWT
Foenix-Riou,
2006)
Nextplore http://www. ‘Web Page Genre DSL-TSU NWT
nexplore.com
SearchMe (Ostergren, ‘Web Page Genre THUMB NWT
S. Yu, and
Efthimiadis,

2010)
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Fig. 2.2: A survey of search result interfaces incorporating a visualisation-based component;
references below forward the reader to instances of the technique; note that in this
survey, web-based systems have been favoured.
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The following sections will break up discussion according to the matrix rows of
Figure 2.2 on the preceding page. A brief critique is made for a selection of systems

that were considered in this survey.

Spring

In the radial technique of Carey, Kriwaczek, and Riiger (2000), dimensional anchors
are placed around the edge of the circle and documents are positioned according to
similarity to dimensions. Documents are connected to dimensions by imaginary springs.
The force on each spring is interpreted as the similarity documents share with each
dimension. Document position is calculated at the balance point of all pulling forces.
A dimension can represent a query word, a theme or concept, or another metadata
dimension that has a continuous scale; however, spring displays are not suitable for

ordinal data.

Document location can be ambiguous given the large number of dimensions on
the outer boundary, leading the user to question which of the dimensions contribute
the most pulling force. The Information Navigator of Carey, Kriwaczek, and Riiger
facilitates highlighting of related dimensions by clicking on documents and conversely,
highlighting related documents by clicking on dimensions. Interesting patterns to look

for include clusters of documents that share common association with dimensions.

This layout is advantageous in that it provides the basis for proximity and similarity,
leading to the perception of clusters; however, the Spring technique is not without its
own disadvantages. Clustering is dependent on the positioning of terms and concepts
around the perimeter of the outer boundary. Poor selection of terms and term position-
ing can result in poor clustering or even careful selection of terms can have unanticipated
consequences as illustrated by Hemmje, Kunkel, and Willet (1994). Carey, Kriwaczek,
and Riiger suggest that highlighting terms influencing the position of document icons

is a useful feature to counteract this usability problem.

In testing, Koshman (2006) finds that in general, novice groups have trouble decod-
ing the visualisation. On the other hand, Morse, M. Lewis, and Olsen (2002) compare a
‘no-frills’ version of the spring technique within the context of a wider test that includes
text-based equivalent tools. Their results indicate that as task complexity increases, so

does the preference for visual or iconic based tools, such as a spring display.

Map

Scatter plots have strong connections with geographical visualisation and cartography,
since horizontal and vertical dimensions on a map correspond to the orthogonal dimen-
sions of latitude and longitude. Moreover, there is significant inspiration taken from

natural formations in nature that influence the design of metaphor in cartographic-like
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information visualisation (Wise, 1999). Examples include landscapes or ‘data moun-
tains’ in which the mountain height or relief provides a encodable third spatial dimen-

sion.

However, in line with the earlier criticism of three-dimensional visualisation (Cock-
burn and McKenzie, 2001; Cockburn, 2004), Tory, Sprague, et al. (2007) compare two-
dimensional point and landscape displays against three-dimensional landscape equiva-
lents, and find that a simplified two-dimensional scatter plot to be routinely superior
and the three-dimensional landscape to be routinely poor. Again this supports the

notion that three dimensions, although looking pretty, is not a good idea.

Categorical

Categorical visualisations are among the most diverse class of techniques in terms of
appearance. This class of techniques is devoted to the display of nominal or ordinal
data. Document metadata is predominantly nominal and it is frequently the case that
continuous or real valued metadata attributes like size or length are transformed into

more manageable and useful intervals or categories.

Interface encoding legends will quickly become crowded with data categories of large
size e.g. consider a topic metadata category encoded as colour; thus not all datasets
are suited to such techniques. Clustering patterns may still be evident, but such pat-
terns are interesting only if metadata carries important weight. In general, document
metadata has only a small weight of relevance in comparison to keyword content, since
we typically make relevance judgements over on a mass of keyword content initially,

and over a few metadata subsequently - and seldom the other way around.

Nonetheless, metadata cues may contribute refinements. Loose heuristics may guide
a search toward PDF documents e.g. for academic search; but if the search is conducted
on an index of PDF documents then the type category is redundant. In contrast,
the topic category may be too small or too large resulting in an overly weak code or
overly heterogeneous display respectively. In addition, an automated topic extraction
algorithm may not select the topics of interest and a constantly changing topic map
scheme may disorient the user since they need to relearn the mapping every time their
query changes. These techniques may be more appropriately suited for email systems

or for document collections where highly weighted and reliable metadata is present.

Set

The class of set visualisations, despite their visual diversity, are among the more com-
mercially popular ways to organise results in information tools. Furthermore, this class

of technique characterises systems that are typically more successful and longer stand-
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ing in commercial implementation; despite there being many such examples that are

no longer active on the Internet.

The more text heavy set techniques, for example seen on Carrot2 http://www.
carrot2.org are similar in nature to earlier directory style browsing interfaces, but
are generated specifically for the result set. Such techniques aim to augment or re-
place long lists of items and to aid the searcher in attending to relevant subsets of the
data. Each subset or cluster, has a list of sub clusters with each identified by a cluster
label and a small set of documents. If the clustering technique employed produces
a mixed membership clustering, meaning documents may appear in multiple clusters,
then a user can visit each cluster in turn achieving serendipitous discovery. Interest-
ingly, despite the presence of a comparatively large quantity of text, the text-based set
techniques outperform the graphical based versions (Rivadeneira and Bederson, 2003)
in both quantitative and subjective measures; although the differences were significant

for subjective measures only.

Graph

Graph visualisation, or edge-node graphing, is among the most popular ways to demon-
strate a relationship between objects in a dataset, particularly when tree and graph

data are utilised for modelling.

Edges make explicit the idea that two objects are related somehow. The large de-
gree of relatedness within a dataset quickly gives rise to emergent patterns like the
perception of cliques of objects and the identification of weakest links. Such analyses
are interesting, given the rise of social media and counter-terrorism. The interconnect-
edness of the Internet, based on hyper-link structures, citation patterns in academic
literature and the connections between words and themes in language, mean that the
graph technique is invaluable for the presentation components of information tools.
diGiacomo et al. (2008) compare multiple graph layouts specifically for search result
visualisation. They find that the tree map style visualisation for hierarchical data out-
performs that of the traditional tree visualisation techniques, whilst radial techniques

lie somewhere in between.

Ranked-list Augmentation

Ranked-list augmentations are the final class of technique. Whilst all techniques thus far
were considered an alternative presentation method, the set of ranked-list augmentation
techniques are a descriptive or indicative tool to be used in combination with a ranked-
list.

In this class, visual cues indicate the strength of query words to individual docu-

ments, the spread of keywords throughout the document - either by an abstract rep-
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resentation of the document or via a reduced-form within context annotations - or a
miniaturised screen shot of the result. These allow the user to estimate the distance
between what they specified in the query and what the document contains. This allows
the user to quickly scan for prominent features in the augmentation and focus attention
on those particular results. Woodruff et al. (2001) argue that screen shot thumbnails

allow searchers to identify genre and style very rapidly.

Survey Summary

It is apparent that some information domains are better accommodated by better search
user interfaces, though the benefits afforded by what is good user interface design and
what is search visualisation is not well defined. Each of the techniques in Figure 2.2 on
page 59 show search results in a different way which may only be of benefit during the
results review stage. In maintaining this observation, the ensuing chapters will focus

heavily on techniques that show search results for review purposes.

In discussing the advantages of such systems, it is useful to choose one particular
technique along with a set of tasks and contexts, and judge this combination against the
advantages and disadvantages of the ranked-list. Thus, it is left to the reader, to select
their own technique of interest, and to discuss and compare it against the advantages

and disadvantages of the ranked-list.

2.5.4 The Ranked-list Result Presentation Paradigm

The de-facto standard for presenting a set of search results is a ranked-list, in coop-
eration with a ranking algorithm that endeavours to place the most relevant result at
the top of the list. A ranked-list has several advantages. Its format is lean, ubiquitous
and scalable, consistent, simple, usable and intrinsic, user inclusive and highly flexible.
Such characteristics are easily measured and so early optimisations have realised in
terms of speed of service in particular. Nevertheless, the ranked-list at present cannot
support efficient and thorough information search for all search, given the high preva-
lence of partially relevant and irrelevant results, little indication of the relationships
between documents (Kobayashi et al., 2006), and very limited controls that make use
of semantic structure present in the result set. However, alternative result paradigms
must possess the same lean, generic, consistent and inclusive characteristics, as well
as a solution for each perceived shortcoming. A series of desirable characteristics is
presented in Table 2.7 on the following page. This is an incomplete, yet still long list
of advantages offered by de-facto ranked-list standard.

A parallel may be drawn between the ranked-list as a technique and notion that
‘good theories make predictions that go beyond the data they were meant to explain’

(Schick and Vaugn, 2002). If an agreed theory cannot explain or be applied to similar
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Tab. 2.7: Desirable characteristics of a ranked-list interface.

Characteristic

Note

Clarity

A list interface has high clarity; text has a semi-predictable text-
white space ratio; text does not overlap and optimisations for read-
ability are possible.

Usability

A list interface has lower learning over heads; augmentations to list
are evolution of the same fundamental idea.

Disability

A list interface is better suited users with visual disabilities whose
experience is enabled through software like screen readers.

Fast

A list interface is predominantly hypertext; this is rendered fast
- relative to graphics rendering that rely on additional software
platforms or plug-in technologies.

Lean

Optimised mark-up and styling minimises bandwidth relative to
plug-in enabled displays that require periodic download and update.

Ubiquitous

A list interface underpins search service of largest online search
engines - Google, Bing/Microsoft, Yahoo etc.; population pool is
familiar with using a list and this knowledge is transferable between
services.

Scalability

A list interface can serve very large volumes of query traffic; con-
structing a query response i.e. the list interface can be optimised
greatly.

Simplicity

A list interface is simple and straight forward; there are few ex-
traneous functions and very few buttons and controls required for
use.

Reliability

A list interface operates in much the same way across every search
session.

Consistency

A list interface has a largely consistent look-and-feel between each
result, each result page, each query, and each search session.

Trust

Searchers have an inherent trust that the search engine’s first result
will be the most useful.

Versatility

A list interface serves results for a range of query types including
informational, transactional and navigational furthermore, a list in-
terface supports and enables fast teleportation.
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phenomena, then the theory is thrown out and a new one, most likely a refinement
on the old, takes its place. By adopting this viewpoint, one may consider the ranked-
list as the current theory or paradigm, the predictions or the outcome as the display
of results, and the state of needing a paradigm shift as being a result of ranked-list

interfaces, unable, in all cases, to display results in an optimal way.

A lack of optimal display is a complex, multi-faceted puzzle which reflects the
multifaceted nature of search. Some facets of the puzzle may be solved by light-weight
additions to the ranked-list (Hearst, 2006; Hoeber and Yang, 2006); however, alternative
paradigms altogether are also one alternative theory to consider. Any paradigm shift
will need not only to improve on the current sub-optimal cases, but also deliver the

optimal cases offered by the ranked-list and at a consistent or superior level of service.

So why has the list format attracted so much dissent? Subsequent subsections
present a series of undesirable characteristics, specific to the ranked-list paradigm.
These include poor depiction of relationships between documents, poor understanding
at the macro-level and micro-level, and unmet richness in interactive discourse. Fur-
thermore, the cited disadvantages apply to particular search situations in which the

search involves many documents and the information need is complex.

Poor Depiction of Inter-document Relationships

Poor depiction of inter-item relationships is a widely cited disadvantage of the ordered
list (Kobayashi et al., 2006). The one-dimensional and ranked-list interface offers no
strong textual or non-textual indication of semantic relationship between items at any
two list positions. It is the searcher’s duty to open each item that meets a minimum

information scent, and to then make comparisons between each item.

Semantic relationships have several functions. They assist with locating items of
a similar semantic content, assist with ignoring items of a similar semantic content,
and may be used to infer semantic structures present in the topic area. The first two
functions are practical in the sense that searchers use semantic relationships to guide
attention away from irrelevant information and to focus attention to relevant informa-
tion. In contrast, the third function is revealing. Semantic structures - composed of
several items sharing semantic similarities - contribute to an overview perspective of
the specific topic area. An overview tool promotes more efficient (Hornbzeck, Bederson,
and Plaisant, 2002) exploratory searching and may foster more thorough but incremen-
tal understanding of the topic space (Kules and Bederson, 2004), the information need,
how to describe that information need in query terms, and in turn give direction to a

searcher’s exploration of the space.
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Poor Understanding at the Macro Level

By macro-level, is meant regard given to the searcher’s understanding of search results
at a macro, global or big picture perspective. Macro level features depict the structures,
relationships and patterns between documents. Such features are otherwise hidden by

a keyhole view of the result set when served in paginated and ranked-list form.

Depicting relationships between ten items in an ordered list interface might not
yield the functional and revealing benefits discussed in the section prior - there are
simply too few results on display (Spoerri, 2004). For instance, a vague or ambiguous
query may result in ten items of largely different semantic content a possible strategy
adopted by search engine engineers to increase the chance that one item matches the
intended meaning of the searcher (Agrawal et al., 2009). Alternatively, relationship
depiction between ten partially-relevant or partially-related items may not provide a

strong indication of the structures present in the topic space.

Different techniques deliver macro level understanding in different ways, though
all depict or elucidate relationships between items. Such techniques rely on filtering
actions and on emergent percepts. One may think of filtering actions as isolative, in
that the searcher triggers the display of only items that have membership in semantic
related groups. Alternatively, we might consider emergent percepts as partitioning, in
that relationships are depicted visually with the aid of perceptual Gestalts among a
background context. Accordingly, poor understanding at a macro level is a situation in
which it is difficult to control the display of items meeting set criteria or an inability to

recognise perceptually-defined structures through mere observation over global views.

Clustering interfaces - e.g. http://carrot2.org make up a majority of the longest
commercially lasting alternative search user interfaces on the Internet. Searchers typi-
cally navigate clusters using a directory-tree visualisation that filters the result set out
with the exception of those present in the selected cluster. Unlike the partitioning map-
like interfaces, clustering interfaces for the most part do not support intersecting two
or more clusters together. In contrast and inherently, partitioning interfaces allow this
type of analysis; searchers may identify items that transcend multiple clusters by ob-
servation of items in proximity to each cluster centroid. Underpinning the demarcation
of clusters in partitioning interfaces are perceptual Gestalts, which involve a collective
of objects perceived together as a whole super object rather than individually. The
perception of a perceptual Gestalt is practically instantaneous, consider for instance
the pop-out effect discussed in Section 2.1.4 on page 28 - and is suggestive of a pattern
or relationship in the data. However, it remains the searcher’s task to determine the

semantic nature of the Gestalt.

There is widespread subjective preference for global overviews and structured in-
formation as seen in both search tool interfaces (Wu, Fuller, and Wilkinson, 2001) and

more widely, in focus plus context information visualisations (Hornbaek and Hertzum,
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2011). Routinely however, what is novel, interesting or pretty is erroneously perceived
as superior - despite significant objective measures indicating otherwise (deAngeli, Sut-
cliffe, and J. Hartmann, 2006).

Poor Understanding at the Micro Level

Conversely, by micro-level is meant the searcher’s understanding of each individual
search result. If the first page of results in a ranked-list interface provides a keyhole view
into the search result set, then each document surrogate in the list provides a keyhole
view into each document. Searchers base relevance judgements on the textual content
present in document surrogates, until such time an interest threshold is exceeded and

the document is opened for full-text view.

Document surrogate composition and configuration research (Drori and Alon, 2003;
Haas et al., 2011; Aula, 2004) and eye-gaze fixation research (Balatsoukas and Ruthven,
2010; Granka, Joachims, and Gay, 2004) propose how document surrogates should be
constructed and how searchers interact with them. It is well evident that searchers
adopt various text scanning strategies depending on the circumstance. In some cases,
item position and keyword highlighting fast track the search process; whilst, in other

cases, layout and surrogate composition is critical.

Yet, an approach that adds additional descriptive text, keywords, or ontological
labels to each item, only confounds fast text scanning strategies. Adding further text
cues only increases the number of slow and serial decisions needed on one particular
item. Moreover, a comparison between two items across pages, or items separated by

great rank, is made more complicated by the increase of intermediate noise.

Conversely, additional yet appropriate information scent could be beneficial to
searchers. Adding further relevance cues without text is possible by way of non-textual,
visualisation-based cues that are effortlessly processed at a glance. Inherent in macro
understanding and relationship depiction is that items in close proximity are likely to
discuss the same semantic topics and themes. Accordingly, searchers may utilise these

macro features at a glance to gain further insight into an item.

Example techniques, that largely fall under the list augmentations - see Section 2.5.3
on page 62 - include techniques such as TileBars (Hearst, 1995) and WordBars (Hoeber
and Yang, 2006), which offer term distribution information expressed through visual
codes. Both TileBars and WordBars in HotMap offer a hot and cold like code, which a
searcher may leverage for fast evaluation. However, fast evaluation is operative; pattern
recognition is important and instantaneous but, assigning meaning to those patterns is

sometimes serial and effortful (C. Morris, Ebert, and Rheingans, 1999).

Such techniques are advantageous, a searcher need only make a loose or fuzzy com-

parison between an ideal TileBars or WordBars configuration, distribution pattern or
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colour combination, and a the test item, in order to scan efficiently. In contrast, strict
matching on colour or distribution patterns would likely slow the searcher down. Nev-
ertheless, these techniques have an effect of widening the searcher’s otherwise keyhole

view into the document.

2.5.5 Perspectives on Alternative Result Presentation Paradigms

This section will outlay the advantages and disadvantages of alternative result presenta-
tion paradigms. However, this discussion will specifically refer to paradigms that make
use of spatial information to convey inter-document relationships based on semantic or
thematic content. Accordingly, this criterion excludes from discussion, systems in the
list augmentation paradigm and the meta-search visualisations listed in Figure 2.2 on

page 59.

Prominent advantages include the ability to organise search results by thematic
and semantic similarity; to reveal patterns in metadata across the result set; to display
more results at a glance and more than the 7-10 accessible at a glance in a ranked-list;

and overall increases to the information scent available to the searcher.

Organisation by Thematic Content

The first notable disadvantage of the ranked-list is that a one-dimensional list consisting
of documents containing a variety of genres and themes (Kobayashi et al., 2006) does not
reveal any strong non-textual indication of the relationships between documents. The
advantage of doing so is apparent when having found a relevant document, a ranked-list
technique offers no indication as to where the next relevant result may be located. In
contrast, techniques that gather related results into local regions of a visualisation offer

such an advantage.

Whilst significant advances have been made toward visualisation-based techniques
that reveal document and query similarity (Hearst, 2009; Hoeber and Yang, 2006), re-
search suggests that searchers subjectively prefer alternative result presentation tech-
niques that offer spatially structured results (Wu, Fuller, and Wilkinson, 2001). Yet,
research also suggests that objective measures paint a different picture: what is novel,
interesting or pretty is perceived to be a superior product, despite significant objec-
tive measures indicating otherwise (deAngeli, Sutcliffe, and J. Hartmann, 2006). This
suggests that more work is required to build interfaces that searchers want to use, and

which pose an objective advantage over ranked-list interfaces.

Organisation by Metadata

Secondly, a ranked-list does not allow the searcher to understand intuitively the features

or dimensionality of the entire result set (Kobayashi et al., 2006) at a glance.
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Whilst theme or topic may be considered a dimension of the dataset, this discussion
separates thematic dimensionality from the broader idea of metadata dimensions. A
metadata dimension includes file type, size, authors, the presence of images etc. but
is highly dependent on the indexed media. Context determines the influence metadata
has on its utility for search and not all metadata are necessarily as useful in different

contexts.

However, when metadata are important to the searcher’s task, a combination of
both thematic and metadata search criteria is necessary. If a long set of results are
presented in a list and pre-filtered for metadata the list must still be traversed in
order to locate the correct result. In contrast, if the same list of results is organised
according to thematic content and the searcher is able to orient their search to within a
neighbourhood of the collection, the search is likely to terminate faster as the searcher

is able to ignore large portions of the set in quick succession.

Global and Local Keyhole Views

A ranked-list displays a limited set of results at a time. In order to see more results
the searcher must scroll down or click to the next page of results. In this sense, while
a document surrogate provides a keyhole view into the thematic content of a specific
document, a ranked-list which presents around 7-10 results on a screen at any one time,

provides a keyhole view into the result collection

Such a keyhole view is further exacerbated by ranking algorithm strategies that
favour diversity in result sets in order to increase the likelihood that a user will see
additional important words in the first few results that they can then use to re-query.
While it is often possible to configure one’s preference for more results per page, the
searcher must still scroll down the page to view those results. Scrolling between result
frames makes it difficult to maintain earlier interesting surrogates in memory together
with subsequently interesting surrogates - though this is potentially alleviated by adopt-
ing a window tabbing strategy as observed by Huang, Lin, and White (2012). This issue

is referred to as information overlook by Carpineto, Osinski, et al. (2009).

In contrast, alternative presentation methods generally show all or a large propor-
tion of the results in one area of the screen and upon finding one relevant document, the
searcher is able to look around or branch out from the area surrounding that interesting
result. Alternatively, if a result warrants the retrieval of an earlier seen result, Niemela
and Saariluoma (2003) suggest that the semantic organisation of the space will make

the process of backtracking to that earlier relevant item more efficient.

Efforts to overcome poor global overview in ranked-lists have been directed to the
provision of interactive controls and colour queues. For instance, WordBars (Hoe-

ber and Yang, 2008) offers a sidebar term frequency histogram visualisation based on
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filtered keywords extracted from snippet and title text. Both colour intensity and his-
togram bar length indicates term frequency; the histogram depicts only the top twenty
or forty most frequent terms in the top 100 documents returned by the search engine.
Clicking on keywords in the histogram re-sorts the ranked-list with documents contain-
ing selected keywords, appearing higher in the list. Double clicking words adds to the

initial query and following the click of the search button a new set of results is returned.

WordBars offers both a global and local overview of a ranked-list of results, in that
a view of each result is available to the searcher, while use of interactive controls enable
the searcher an insight into different aspects of the information space according to
different keyword choices. Accordingly, a searcher can enter unavoidably vague search
query, and then re-sort the results until an appropriate aspect of that query surfaces.
In this light, the selection of keywords for ranked-list re-sorting actions is similar to
shifting eye-gaze from region to region within a spatialisation-based search visualisation,
since the searcher’s eye-gaze will typically move outwards from an important region to
nearby spatial regions based on the thematic content queues as indicated by spatial
annotations. In a spatialisation-based visualisation, eye-gaze shifting embodies the
re-sorting action of the ranked-list as document icons present in the centre of visual
field become the top ranked-documents and the region’s thematic content and keyword

annotations become the re-sorting criteria under examination by the searcher.

Limitations on Information Scent

Another disadvantage of the ranked-list relates to the availability of information scent.
Like most search user interfaces, ranked-list based interfaces offer document surrogates
that display a few key sentences and metadata. Although beyond document surrogates
and rank information, this is the extent of information scent offered to searchers. Al-
ternative result presentation techniques typically provide different and multiple sources

of information scent in addition to document surrogates.

A core proposition embodied in the research presented in Chapter 6 will be that
alternative presentation techniques should support ranked-list like text scanning strate-
gies in combination with a variety of other information scents that the searcher can
intermittently draw upon in order to focus their search. In support of this proposition,
a greater emphasis should be placed on the implementation of pop-up windows in order

to achieve this proposal.

Traditionally, details-on-demand (Shneiderman, 1996) has facilitated users with a
way to obtain information about specific items in an information visualisation, by
clicking or mouse hovering over an icon or glyph. Typically only one pop-up window is
on display at any one time, and a user must serially visit each icon in a visualisation to
see pop-up windows for each icon of interest. This facility suits analytical information

visualisation tasks fine, in that users spend a majority of time looking for global patterns
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involving many icons and might only need to visit a very small number of icons if at

all.

In contrast, in a document search context, document surrogate information, if pre-
sented in pop-up windows, would necessitate the opening of a large number of pop-up
windows in order to facilitate search. In this light, a detail-on-demand interaction
paradigm would thus slows search down. Therefore, what is needed, is a way to show
as many pop-ups as possible, without cluttering the visualisation interface, and without
obstructing visual information otherwise hidden by a large number of pop-up windows

on the display.

An open research question then, is to demonstrate the feasibility of such an ap-
proach, and to devise a pop-up implementation strategy that facilitates fast scanning
of both document surrogates as well as structural cues offered by the visualisation. Such
an approach is contingent on an adequate level of pop-up window transparency in or-
der to facilitate interpretation of information in the foreground i.e. the pop-up window

text, and interpretation of the background information i.e. the spatial structure.

Rich Interactive Discourse

Interactions between user and computer may be construed as dialogue; the user conveys
what it is they need by way of input fields and controls, after which the computer
responds by updating the interface appropriately. For the most part, the interactive
dialogue between a searcher and a ranked-list interface is equivalent to alternative search
user interfaces. However, alternatives afford greater richness in the interactivity; they
are better positioned to leverage future gesture based interaction and afford a more

direct and natural communication between searcher and computer.

Pike et al. (2009) describe analytic discourse as involving mutual feedback between
the goal-oriented user and the interactive controls of a visual interface. Mutual feedback
is the flow of a users intent expressed by interactions and the flow of information from
the interface to the observer because of those interactions. In this case, a discourse refers
to the users description of their need via the interactive capabilities of the interface;

the tools response is evident in the act of modifying the presented information.

However, unlike in analytics interfaces where the analytics interface does not neces-
sarily ask questions of the user - it really only answers questions - contemporary search
interfaces pose questions to the searcher in a more personified way. Thus, the discourse
is not so one sided; a searcher types their query and the search engine replies with a
list of results and some further clarifying statements. Like humans, search engines are
not mind readers and require clarification before they arrive at the best suggestions.
Clarifying statements include, for example, did you mean ...7 much alike how an expert

would respond in regards to a request for resources on a particular topic.
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Query suggestions e.g. did you mean...? and query auto-complete bring searchers
closer to their goal by providing a convenient way to build, complete, or modify a
query regardless of whether the searcher knows what to write. However, like filter and
sort controls and user feedback mechanisms, these controls act as dialogue conjugates,
down which searchers convey intentions. When this interaction is intuitive and almost
unconscious the interaction is natural and the searchers cognitive burden devoted to

the task rather than trying to deal with an uncooperative team member.

Filters, sorting, item selection, full-text view, and positive and negative feedback
are interaction controls associated with search user interfaces. What searchers achieve
interactively in the ranked-list interface is likewise achievable in alternative search user
interfaces with the exception of sorting controls. Yet, alternative search user inter-
faces offer more efficient and natural interaction. For instance, selection of multiple,
semantically related listed items necessitates a sequential traversal of the list; in con-
trast, techniques organising items semantically enables the searcher to select several
documents in quick succession within the area identifying with the semantic content of

interest.

Although searchers face an initial overhead of finding a semantically rich and rele-
vant area or region, this process assembles the searchers model of the topic space along
the way. In contrast, the searcher has little assistance with assembling such a model
when using a ranked-list as list position has little or no semantic value. If the searcher
needs or wants to build a model of the topic space while engaging with a ranked-list,
they must maintain a large number of results in memory. In contrast, high memory load
is not critical in a spatialised interface since the spatial layout is constant and always
visible they need only shift gaze to reactivate portions of their model further. Evidence
to suggest robust model building using spatial layout is fairly robust (Cockburn and
McKenzie, 2001; Niemeld and Saariluoma, 2003).

The advent of touch and gesture is changing computing remarkably. A rich gestural
language is possible (Elias, Westerman, and Haggerty, 2007), although one agreed
language is not yet ratified. Clustered visualisation interfaces are well suited for gestural
interaction leading to more natural interaction with results. Consider for example,
selecting items from a list versus items from a visualisation. In the list, the searcher
must find and select items in sequence perhaps separated by irrelevant results and across
pages; in a visualisation, a searcher can select multiple items in a semantically relevant
area of the space. Encircling items is not only more efficient, but the process of circling
to form an active group that can furthermore have actions called upon it is far more
natural. In the case of the list, some way is needed to track items selected for actioning
in perhaps a dedicated screen location; once this list is formed a dedicated button
or control is needed to enact further action. The two architectures are functionally
equivalent; however, there is a disconnected between button-executed actions, versus

gesture-executed actions on a group of items. The interaction on the list may be said
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to be exhibiting low-stimulus response compatibility (F. Lee and Chan, 2005). The
interaction not only results in a richer experience, but it also invites the chance of
reducing expenditure of screen real estate. Furthermore, the searcher can be more
efficient selecting whole groups of items for feedback purposes such as deleting items of
little relevance or inviting a re-clustering of documents based on the selected relevant

items.

2.5.6 Meeting the Advantages of the Current Ranked-list Paradigm

It was outlined how alternative result presentation paradigms overcome the identified
disadvantages of the ranked-list. Though the one-size-fits-all philosophy of the ranked-
list does not suit every type of search; there are a number of advantages that suggest
why the list is so prominent and utilised by default. These advantages were presented in
an earlier section - Section 2.5.4 on page 63 - and discussed relative to alternative result
presentation paradigms. More widespread adoption of alternative techniques may be
possible in future, but only if tool designers blend the advantages of the ranked-list
paradigms together with the purported advantages of alternative techniques. A direct
comparison to Table 2.7 on page 64 is included at the end of this section in Table 2.8

on page 76 and discussed more generally in this section as a whole.

Since the ranked-list is presently optimising on characteristics such as speed and
general usability (Zamir and Etzioni, 1999), scalability (C. Chen, 2005), and support for
individual abilities and disabilities (C. Chen and Bérner, 2002; Leporini, Andonico, and
Buzzi, 2004), alternative paradigms in the least, must address the full list of advantages
presented in Table 2.7 on page 64 in order to offer a credible alternative for searchers.
Regardless however, the ranked-list will likely remain the de-facto result presentation

paradigm, at least over the medium term.

Instead of replacing the ranked-list paradigm altogether, alternative result paradigms
could be triggered to serve a search detected and classified as overly complex. For in-
stance, search engines already trigger customised search user interfaces in the case
of searching for famous personalities, businesses and general topics and generic facts.
Customised result templates augment traditional search results by providing a range
of media including encyclopaedic references, images, videos, and related searches. By
extension, queries that are more complicated could trigger alternative, non-linear pre-
sentation templates, which would better suit the needs of a searcher facing a complex
information need. However, based on the low usage statistics for advanced search
features in search engines (Spink, Wolfram, et al., 2001) the process of choosing a pre-
sentation method must be automated as it is misguided to assume that if given the
option, users may ignore more sophisticated and helpful interfaces that are accessed at

the click of an additional button or through the use of a specific search operator.

From the perspective of the searcher, among the most important system utility
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metrics are speed and reliability. The simplicity of ranked-lists is due in part to the
generic text-heavy HTML mark-up that drives the display of results. In combination
with style sheets, the formatting can be changed quickly and easily by engineers. These

generic technologies are fast, highly optimised, mostly standardised and reliable.

In contrast, prior to the current Java Script renaissance (Lerner, 2007) and prior
to the HTML5 standards, drawing interactive graphics on a web page involved plug-
ins like Flash and Java applets in order to run pre-compiled visualisation software.
These technologies involve an inherent start-up and initialisation time, require addi-
tional system resources, and furthermore have been subject to a regular update cycle.
However, the adoption of new open-standard technologies is experiencing a shift from
propriety browser plug-ins (T. Lee, 2011) to more JavaScript driven technologies and
updated HTML standards. At this point however, the jury remains out on whether
client-side, native and plug-in agnostic technologies will completely replace proprietary
browser plug-in technology (J. Lee, 2008). It is assumed here that future visualisation

applications will be programmed from this lightweight style of technology.

Assuming that browser-native technologies are adopted for search result visual-
isation systems, such systems will perpetually impose operating overheads over the
searcher in order to deliver those simply more sophisticated techniques. It is by far
more complex and resource intensive, to create code and to send it to the remote client
in order to plot a visualisation, than it is to create a list of results using HTML mark-
up. This will likely always be the case. However, as improvements in communications
technology continue to enable faster network bandwidth, such problems should alleviate
the communications delay, but the simplicity of the ranked-list will perpetually neces-
sitate lower overheads at the client side. In addition, native visualisation technology

i.e. HTML5-Canvas appears to be outperforming the plug-in based technologies.

D. Johnson and Jankun-Kelly, 2008 experiment with a variety of different browser
based technologies and find that the new native JavaScript driven visualisation technol-
ogy out performs plug-in technology in terms of set up and layout time under a number
of configurations. They considered datasets of different sizes; the smallest dataset, a
half a megabyte, which is more than what one would encounter with a text-based result
set, while the medium and large data sets were four mega bytes and eighty megabytes
respectively. The key message here is that technology and browsers are becoming in-
creasingly powerful and capable of hosting sophisticated client-side processing which is

both rich and interactive.

In regards to other advantages of the ranked-list, such as clarity of format, despite a
multitude of techniques dealing with occlusion (Ellis and Dix, 2007), spatially-organised
visualisations of large document sets tend to be quite busy and cluttered. Thus, in order
to achieve result presentation that has high clarity, the processing and layout requires
several layers of processing to ensure that the document set is easily scannable and

navigable.
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In contrast, ranked-list paradigms tend to have a uniform look, feel and layout and
this makes it easier for searchers coming from different search engines. Consistency
across different search engines makes it familiar while reducing the learning curve of a
new tool to practically nothing, as the searcher will know how to operate the search
engine based on prior experience. Furthermore, the ranked-list format is more appro-
priate for users with visual disabilities as text-based versions feed directly into reading
aides. However, this does not preclude the possibility of new accessibility standards for
alternative presentation formats. Furthermore, this motivates the need for the design

of more natural visualisation systems and this will feature prominently in Chapter 4.
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Tab. 2.8: To what degree do alternative result presentation techniques meet the desirable char-

acteristics of a ranked-list interface.

Characteristic

Note

Clarity

Visualisation-based systems do not offer the same predictable clarity
of presentation; however, occlusion techniques and strategies are
available.

Usability

Visualisation-based systems have not been afforded the industry
and mainstream attention as the ranked-list; accordingly, much of
the research regarding usability of such systems remains.

Disability

There are seemingly few standards that assist a person with a visual
disability during their interaction with visualisation-based search in-
terfaces; this is likely to change quickly following mainstream adop-
tion.

Fast

Current algorithm intensive visualisation processes and specialised
plug-in technologies place visualisation-based systems at a disad-
vantage to fast text-based systems.

Lean

Visualisation-based systems are an emerging technology; the foun-
dations upon which they are built remain incomplete; as new im-
provements are made, the delivery of search results via visualisation-
based systems will likely achieve efficiency gains.

Ubiquitous

Visualisation-based systems are not ubiquitous and the few existing
systems are heterogeneous in appearance; many of the skills from
one system will not apply to another - though this will likely change
with the emergence of a system that achieves the right balance
between visual and textual.

Scalability

Visualisation-based systems that are heavily dependent on layout
algorithms may not scale well; efficiencies are expected with the
advent of new technology and algorithms.

Simplicity

Visualisation-based systems offer alternative interaction modalities
that do not apply well to text; new modalities may simplify inter-
action.

Reliability

Expectations of visualisation-based system reliability, functionality
and predictability are likely to improve with future development to
the point where a visualisation-based system will work much in the
same manner across search sessions; the current push to develop
such systems means that a leading alternative standard - to the
ranked-list - has not yet eventuated.

Consistency

Visualisation-based layouts can be vastly different between results
depending on visual encoding, different perspectives of the informa-
tion space may be different.

Trust

Visualisation-based systems are new; simply abandoning one tool
that works for the most part in place of a new unknown tool is an
unlikely proposal - trust in a search system takes time and positive
search experiences.

Versatility

Visualisation-based systems are well-suited to specialised and ex-
ploratory search, they will always remain overkill for every day
tasks.
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2.5.7 The Absence of Guidelines for Spatially-Organised Results

Based on the survey of systems above, a consideration of the advantages and disadvan-
tages of the ranked-list, and the spatialisation literature; there are three specific gaps
in our understanding of search tool designs that engage alternative result presentation

techniques.

Firstly, what is the optimal design choice for the way in which a searcher accesses
and interacts with a full-text version of the search result; secondly, what are optimal
design choices for pop-up windows that support exploration within information spaces;
and thirdly, what are optimal design choices for the interactive controls that facilitate
navigation through spatialised data and information spaces? Chapter 6 will present an
experimental interface and the results of a human-based trial that seeks to investigate

these gaps in our understanding of how to build more effective search tools.

These three specific gaps are exploratory in nature; these open research questions
offer a contribution toward innovative search tool designs that combine how searchers
engage contemporary search tools with search behaviours exhibited when using alter-
native result presentation systems; these research gaps are significant as they propose

to investigate ideas that seemingly have not already been investigated at length.

Of the survey of systems proposed in Figure 2.2 on page 59 and Table 2.6 on page 58
above, no system has displayed - in a search context - the multi-pop-up window strategy
as it was outlined, and nearly all systems utilise separate windows and frames for display
of the full-text view of a search result which is disconnected from the search tool. In
addition, little research has compared the suitability of information visualisation-based
interactive components to support exploration of hyper-dimensional spaces; one major

exception however is Elmqvist, Dragicevic, and Fekete (2008).

To argue that we should accept the current state of search engine result visualisa-
tion is to stifle innovation. Stronger criticisms pertain to proposing new search result
visualisation techniques that stifle cognitively efficient presentation of information. At
present, there are no alternative result presentation methods that can achieve the same
level of versatility that the rank list methods have. However, a credible and sizeable

niche does exist in the search community for these alternative interfaces to serve within.

Given that we can improve interfaces with more structured approaches, can we
expect that users will use them to their full potential? Turetken and Sharda (2005)
in their study draw on research by Todd and Benbasat (1994) to explain their neutral
subjective agreement amongst alternative systems despite significant speed gains in
visualisation based systems. Todd and Benbasat noticed that users did not spend
additional time analysing problems when given tools that are sufficiently more powerful
than others. Rather, they found that participants were using sufficiently more powerful

tools to maintain a similar level of performance but over shorter periods. This poses
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an interesting advantage for the ranked-list interface as speed ramps up, users will be

no less satisfied as they are reaching the same level of performance in smaller time.

2.6 Summary

This chapter provides a foundation for designing, implementing and evaluating alter-
native result presentation paradigms. This foundation consists of three main aspects:
a perceptual framework based on Rodrigues et al. (2007), visualisation of document
attributes using appearance and geometric attributes of glyphs - in particular the use
of motion to encode data and the role of natural representation of data attribute and
visual attribute - and finally a spatial arrangement of documents that reveals inter-
document relationships. New result presentation paradigms, or in the least, improve-
ments to existing experimental interfaces are needed to account for the deficiencies in

contemporary information tools such as web-based search engines.

Early on, discussion characterised the tools we utilise as part of our every-day
information-driven lives and furthermore, the role information visualisation plays in
the design of these tools. Discussion then established a context of use for these tools
covering our information needs and intents that drive the engagement of tools, an idea
of relevance as an intermediary between need and satisfaction of need, and established a
model of information-seeking behaviour to systematise our search behaviours spanning:
conception of information need, the engagement of information tools, and resolution of
the need. In this context of search, it was suggested that we face a significant over-
abundance of information and that our tools cannot completely and adequately deal
with this problem. Following this, three reasons were suggested as to why our tools
cannot deal with this situation but emphasised that the way we present search results

to searchers is among the most significant.

It was proposed that a holistic solution for better result presentation should entail
document attribute visualisation as well as the representation of inter-document rela-
tionships. Consequently, this structured the discussion for the remainder of this chapter
in three subsequent sections: the need for a perceptual framework, document attribute
visualisation, and visualisation of inter-document relationships. The Visual Expression
Process of Rodrigues et al. (2007) was adopted to explain the perceptual processing
that underpins our interaction with alternative presentation paradigms. This frame-
work stipulated the perception of information visualisation in three stages: Conception,
Observation and Interpretation; however, not all interpretations were applicable for
interaction with alternative result presentation paradigms - as the task-goals for infor-
mation analysis by information visualisation and information search are fundamentally
different. This framework outlined the perceptual processing of individual document
attributes encoded into appearance and geometric attributes of glyphs as well as the

perception of relationships between a collective of glyphs.
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Subsequently, discussion examined document attribute visualisation by means of
encoding data attributes into appearance and geometric properties of glyphs. A set of
preliminary topics provided context for two research foci: the role of motion frequency
as an encoding dimension; and a proposal to optimise data encoding rules based on a

cognitive congruency between the data attribute and the graphical attribute.

In relation to motion, it was noted that despite earlier research into the use of
motion in visualisation applications, most of this has been directed toward encoding
with the phase dimension of motion and little work specifically to do with the frequency
dimension of motion. In relation to natural encoding, little research exists on whether
encoding paradigms result in superior task outcomes, if encoding rules are based on the
degree of natural fit between - or intuitiveness of - data attributes and their representing

graphical attribute.

These foci will be developed further in Chapter 3 and Chapter 4 respectively. Both
chapters will report the results of human-factors experiments that intend to gather
empirical evidence in support of these proposals. The discussion of these proposals was

spatial-layout-agnostic, as this would feature prominently in a subsequent section.

The remaining discussion focused on techniques and systems that depict inter-
document relationships based on primarily semantic or thematic content. First, the
current result presentation paradigm, the ranked-list paradigm, was discussed and some
advantages and disadvantageous were outlined. Following this, a survey of systems re-
vealed diversity in existing alternative result presentation paradigms and techniques;
this survey is intended to encourage future design and evaluative investigations; how-
ever, it also motivated a discussion of the advantages of alternative result presentation
paradigms. Such discussion suggested that all alternative paradigms, in their present
form, are inconsistent with the way users conduct search. This may explain the lack
of widespread adoption of such systems, in part due to an overly literal interpretation
of information visualisation - since an overly literal interpretation disregards contem-
porary search behaviours. These observations will be developed further in Chapter
6.

The aim of this research is to improve current and future search tools. This disser-
tation strongly contends that in order to do so, we need to involve the human searcher
interacting with alternative result presentation paradigms to complete search-tasks that
current search tools do not sufficiently support. Toward this aim, later chapters will
report empirical findings from three experiments that support - or otherwise - the

proposals outlined here. If supported, the outcomes will indicate:

e The use of motion frequency for encoding data attributes in appearance and ge-

ometric attributes of glyphs should be considered for future encoding paradigms;

e Cognitive congruence between graphical attribute and data attribute should be

considered when motivating encoding rules for document attribute visualisation;
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e Integrating the full-text of the resource into the result interface is an important

design consideration;

e Integrating document surrogates into thematic maps is an important design con-

sideration; and,

e Interactive controls are needed to facilitate result set filtering based on dimen-

sional rotations of multidimensional semantic spaces.



3. ON THE ROLE OF MOTION IN ATTRIBUTE VISUALISATION

3.1 Introduction

This chapter reports the results of an experiment that had two main aims. The primary
alm was to investigate the use of motion frequency to encode data in a document
metadata visualisation. The second aim was to evaluate the utility of a web-based
data collection methodology. Such a methodology was expected to deliver a diverse
participant demographic and to reduce time, resource usage and financial costs that

are associated with conducting like research in a laboratory setting.

Chapter 2 outlined a process of encoding data attributes using appearance and
geometric attributes of glyphs. The discussion noted that a rich palette of graphical
attributes is available for encoding, but these attributes are typically static in nature.
Above all, this chapter asks whether there is any benefit in expanding this palette
to include dynamic or motion attributes and in particular using motion frequency to
encode data attributes. Empirical investigations into document attribute visualisation
are present in the literature (e.g. Nowell, 1997); but these only hint to the potential
of motion as a device to encode data. Furthermore, the empirical investigations that
examine motion frequency (e.g. Ware and Bobrow, 2004; Ware and Limoges, 1994)
have perhaps unfairly dismissed frequency as an encoder of data, due to the nature of

their respective experimental tasks.

Participants took part in this experiment over the Internet at a web site featuring an
embedded Java applet. Yet, this is but one of many online delivery mechanisms through
which to target a broad demographic of online users (Kittur, Chi, and Suh, 2008; Ross
et al., 2010). In recent years, the explosion of social networking application platforms,
an interest in utilising games for the purposes of research and data collection (vonAhn,
Kedia, and Blum, 2006), and use of games for the improvement of cognitive function
(Kearney, 2005; Gamberini et al., 2008) have opened up new recruitment channels
through which to conduct research. Moreover, web based experiment hubs (Krantz,
2012) and research by crowd sourcing (Kittur, Chi, and Suh, 2008; Paolacci, Chandler,
and Ipeirotis, 2010) have provided an additional gateway to a large and potentially
diverse participant demographic. These platforms and hubs, which do come with both
benefits (e.g. Reips, 2001) and weaknesses (e.g. Paolacci, Chandler, and Ipeirotis, 2010)
have promoted but perhaps not yet persuaded the idea of web based experimentation

to the academic mainstream.
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This chapter begins with a discussion of the motivations for conducting research into
motion and under what circumstances this research applies. The discussion will then
turn to methodological considerations for conducting research online. The design of the
experiment will follow in addition to a report of results. Following this, a discussion
will interpret the results and discuss their significance. If the results favour the use of
motion frequency, the conclusion will propose guidelines regarding motion frequency
in a data encoding capacity. Similarly, a reflection on experiences and lessons learned

regarding web based platforms for experimentation, will also be offered.

3.2 Motivation for Research

The main application providing impetus for this research centres on software tools that
specialise in the representation of information-bearing entities projected into a spatial
area. Utilising these displays, human users extract data from one or more visually
specified criteria and subsequently use it to direct a search activity. These displays are

found in search tools that incorporate a document metadata visualisation.

In the envisioned application, a spatialisation algorithm arranges each document
onto a two-dimensional map according to dominant semantic themes. Each document
has a set of metadata, which are encoded by appearance and geometric attributes of a

glyph; document metadata can include file type, genre, format, source and age.

There is a need to build tools that present spatially arranged entities characterised
by high dimensional metadata sets and to support a range of search tasks of varying
complexity. The expected task sets span search for simple through to complex criteria.
For example, search for simple criteria include locating all documents of a specific
theme; search for complex criteria include locating all recent, academic documents

about a topic with specific contextual keywords.

The importance of and presentation of metadata varies across domains of search.
In open-domain search for instance, there is a greater, but not total reliance on title
and keyword-in-context snippet text, rather than byte size, word length, source or file
type (Balatsoukas and Ruthven, 2010). But, when metadata is important to full-text
searching, secondary to establishing thematic content, the search typically warrants
categorical or generalised values like file size as small or large size, topic cluster size
as small or large cluster, age as old or new, multimedia as present or not-present,
domain source as commercial or government, and rarely precise values such as file size
in kilobytes, or exact word length. Such categories can be neatly depicted in a document

metadata visualisation.

More research is required to devise perceptually efficient and usable visualisations
given the potentially large pool of metadata available. Whilst Chapter 4 will address
the idea of decoding efficiency, this chapter will address the size of the metadata pool
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and specifically investigate ways to ensure all available metadata may be assigned a
visual representation. By using dynamic graphical attributes, we can potentially double
the breadth of the graphical encoding palette; however, at present, we have only a
limited understanding of the use of dynamic attributes in information visualisation.
This research will attempt to understand further the role of motion frequency as an

encoding technique.

The next section will establish a basis for how far we should extend the breadth of
this encoding. This basis refers to the number of graphical features we can manipulate
in a glyph and how many variations of a single graphical feature we can manipulate -

theoretically - before we should expect degraded task performance.

3.3 The Breadth of Reliable Encoding

A set of data attributes visualised as an integral visual object i.e. the glyph, defines a
visual chunk of information. In the case of 3 visually-encoded data types e.g. size, age,
format, each of two alternatives big or small, old or new, PDF or HTML, according
to an interpretation of (Miller, 1956) by proponents Powers and Pfitzner (2003), the
human cognitive system can - without overwhelming itself - reliably identify a target

chunk from a set of 23 or 8 unique attribute combinations quite easily.

Consider a target glyph of three properties: small area, red and square shaped.
The area, colour and shape are visual attributes of the glyph and the configurations
small, red and square are instances of the visual attributes. When interpreting the
limits of reliable judgement, the exponent should be taken to mean the number of
visual attributes and the base number to mean the number of choices or instances
for each attribute. Therefore, 23 should be taken to mean three graphical attributes,
each varying by two instances e.g. area: small or large; colour: red or blue; and
shape: square or circular. Furthermore, the result of 22 = 8, gives the number of
unique combinations or unique looking glyphs in the visualisation area. When looking
at a display for a specific configuration or target, the user should be able to recognise

reliably, a target amongst distractors when the number of possible alternatives is small.

By generalisation, 3% or 9 unique attribute combinations, or 3% x 2% chunks, i.e.
a chunk defined by three graphical attribute classes each containing two attribute in-
stances and three other graphical attribute classes each consisting of two attribute
instances, could be handled by the cognitive system without too greater overload up to
the point of 150 distinct chunks. However, reaching such lofty thresholds entails a large

class of attributes with many attribute instances that cannot be identified reliably.

In order to reach a level of 150 identifiable categories, the experimental data sup-
porting Miller’s claim were taken from an experiment investigating 5000 possible com-

binations, leaving the remaining 99% as confusable chunks. It was seemingly Miller’s
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intention to argue that the limit of cognitive processing might be around 27+2

binary
decisions. This research suggests that if we encode data attributes with graphical at-
tributes adequately, such that items are uniquely identifiable from each other, then
we should maximise the chances of making reliable judgements about the presence or

absence of items in a visualisation.

Miller emphasized that we can reliably identify more chunks when there are more
distinguishing graphical attribute classes and attribute instances, but that we should
not expect to hit the theoretical limits prescribed by multiplying the capacities of single
attribute classes. For instance, if the capacity of reliable hue detection is 23! bits and
another attribute class like size has a reliable detection of 228 bits we should not expect

22.8

to detect without error all 60 i.e. x231 bits, distinguishable chunks composed of

around 8-9 colours and 6-7 sizes. With the addition of a third dimension of screen

243 _ a perfect channel throughput would result in a reliable

location, - Miller reports
identification of over one thousand chunks without error i.e. 228x231x243; vet this is

not the case.

While it is accepted that all perceptual feature processing has a capacity limitation
of some form (Shiffrin and Nosofsky, 1994), reasons beyond ‘bit processing’ capacity
can explain why such limitations are present. In the case of grey scale perception
for instance, the human perceptual system is prone to the interference of surrounding
colour context as demonstrated by the Checker Shadow Illusion (Adelson, 1995) and
judgements of size can also be biased based on environmental context as is typified by

size constancy illusions (see Weiten, 2001, pg. 154-155).

To apply this idea to a realistic context, consider visual search on a display for a
complex target icon, defined by some hue and size at some screen location. In this
example, the participant has pre-encoded the target to memory, perhaps through ex-
tended use, such that the encoding paradigm is meaningful. The participant’s response
is usually to: label the stimulus - as is typical in experiments discussed by Miller (1956);
to reproduce precisely the stimulus set (Klemmer and F. Frick, 1953); or to report the
presence or absence of the target (Wolfe, 1998). In a metadata visualisation, the re-
sponse is generally a target present or not-present response that triggers further action
relevant to that target or a continuation of the visual search. If the participant sub-
consciously labels the target as a non-target, inferred by a target-not-present response
in a target-present trial, then according to an interpretation of Miller, the confusion is
reflective of an overload of processing capacity. To increase the likelihood of reliable
detection, Miller argues that we should increase the number of distinguishing features

or dimensions; however, we should expect not to do better than around 150 chunks.

Redundant coding of data, whereby two or more features encode a single data value
is consistent with this approach; by providing an additional way to distinguish a target

we can increase the likelihood of reaching maximum channel throughput.
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More recently, commentators and research are critical of the prevalence of the
7+2 capacity of working memory, stating that people have misinterpreted the mes-
sage of Miller’s work in areas such as menu design and power point presentation design
(Doumont, 2002; Farrington, 2011). For instance, it is a misconception that a menu
should contain no more than 742 items. Instead, cues to promote faster reading of
the menu items such as sort order are more applicable to such design. Shiffrin and
Nosofsky (1994) recount that while 5-9 alternatives is about right for limitations on
uni-dimensional decisions, it does not hold for multi-dimensional decisions in the way
as claimed by Miller. Shiffrin and Nosofsky advocate the view of Monahan and Lock-
head (1977), and suggest that an increase in the number of identifiable objects is due
to distance in psychological similarity space. Nevertheless, this view is consistent with
the idea of reducing the number of ways a glyph can be differentiated on a single di-
mension and furthermore, increasing the number of dimensions on which a glyph can
be differentiated.

Psychology similarity refers to the supposition that each stimulus can be assigned a
unique location in a coordinate space, based on its characteristic dimensions or features.
The distance between points indicates the similarity of those two stimuli. A similar
approach is taken to spatialise documents within a coordinate system and can rely on
the same analytical techniques such as Multidimensional Scaling (Borg and Geoenen,
2005; Buja et al., 2008) to do so. Conceptually, objects that are similar and near to
each other will be confused, while distinct objects will be separable and lay far apart

in the coordinate space.

The contemporary perspective of all of this is exemplified by visual search experi-
ments as was introduced in Chapter 2. Where as Miller focuses on reliability of judge-
ment or accuracy, visual search experiments are interested in both accuracy and time
taken i.e. search efficiency, to investigate the limitations of human visual attention and
perception. However, presently, while theories of human perception remain incomplete
(Wolfe, 2007) they do advocate a number of scenarios where search for a known or
unknown target will be most efficient and these can motivate the role of design choices

in visualisation based search tools.

3.3.1 Use of Perception Research for Encoding

Using the findings from efficient search scenarios, designers advocate the use of the
pop-out effect - i.e. target-distractor heterogeneity - to highlight outliers, perceptual
grouping - i.e. target-target homogeneity - to focus attention to subsets of a data set,

and the use of perceptually efficient features to encode the most important information.

Often, the pop-out effect is explicitly manufactured in visualisations by encoding
the most important information with the most efficiently processed graphical features

to avoid the potential for inefficient visual search. By highlighting items according to
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thresholds, visually biased items will be the most readily interpreted information, since
they stand out or pop-out prominently. This leads to faster insight and easier visual
inspection and manipulation of the data. However, in the case of search tools that we
utilise routinely, the type of information scent that we rely upon to find documents
that satisfy information need, periodically changes depending on the information ac-
tivity around the time of tool engagement. Furthermore, search criteria may routinely
make use of complex multi-dimensional relevance judgements and search criteria may
change mid way through the review of a search result set. Since, it is not possible
to determine reliably what the moment-to-moment interests of the user are - without
explicit interaction from the user - an unsolicited pop-out effect may not always ben-
efit the searcher. For instance, a searcher may not always rely on the search engine’s
notion of importance if a searcher is restricting themselves to a particular thematic

neighbourhood.

On the other hand, every time we interact with a tool we expect it to work in a
more or less consistent fashion. Moreover, it is a violation of user interface guidelines
to change the consistency of interaction across multiple interactions with the same
interface (Galitz, 2007). Thus, if the tool decides to encode data differently across
sessions based on a static, system-derived idea of importance - which is not flexible
with the user’s dynamically changing idea of importance - then each time, the user
must re-orientate to the session’s encoding rule set. Even so, research has investigated
the use of perceptually motivated designs where the user provides an explicit notion of

importance to the system in advance of use of the tool.

Healey, Amant, and Elhaddad (1999) propose the ViA perceptual assistant to opti-
mize visualisation construction based on an interview of the user; the interview queries
the user about the data set and their expected analytical outcomes and this feeds into
decision-making about the selection of encoding rules for a visualisation under construc-
tion. Additionally, Yost and North (2005) suggest a work around for slow conjunctive
search scenarios, showing that it is sometimes better to present multiple views of the
same information entities differing on data feature in each view, with each view utilising

the demonstrably superior colour hue feature to encode data.

Different again, Bartram and Ware (2002) demonstrate that motion phase could
provide another work around for inefficient search on integrated visual chunks. By
utilising motion phase as a way to visually group similar items in a display, the searcher
can efficiently search each group of complex visual chunks for a target chunk, thereby
avoiding the need to separate each chunk into constituent features across multiple views.
Resultantly, the user perceives emergent groups of objects based on different motion
phase characteristics. More recently, Hulleman and McWilliams (2011) indicate that it
may be more appropriate to describe this phenomenon in terms of motion-based depth
stratification, analogous to the parallax effect, in which near objects move fast and far

objects move slowly. Under this interpretation, motion groups appear to move quickly
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in the foreground ‘in front’ of static items perceived as forming the background. This
interpretation appears consistent with the subjective responses outlined by Bartram
including the unanimous report that static items fell away - i.e. into the background -
from motion defined groups. While the interpretation between authors is different, the

outcome appears the same.

Further work by Ware and Bobrow (2004) has utilised motion highlighting in a graph
navigation application and found superior results for motion over more traditional static

colour coding for localising areas within a large graph link-node visualisation.

The work of Healey, Amant, and Elhaddad, Yost and North, Bartram and Ware
and research of a similar nature that incorporates perceptual cues to link data over
a primarily global view of a data set - i.e. linking multiple entities by way of visual
patterns over spatially distant areas - does not apply to the present research. Moreover,
it is excessive, particularly in the case of (Bartram and Ware, 2002), to set filtering
constraints explicitly, by way of interactive controls, for a limited number of items in
a local area of a visualisation. Instead, such techniques are better suited to tasks, as
was explored in the aforementioned research, in which there is a need to link spatially
distant items. Because in search we generally and primarily use semantic information
first - which here we assume such information will be depicted by spatial relationships
- and we do not rely upon graphical features that depict metadata in order to narrow
down a search space. Rather, having narrowed search to a local area of the visualisation,
subsequent search may then be devoted to the interpretation and comparison of a small

group of alternatives for a target icon, perhaps using a metadata attribute.

This research is inspired by old and guided by new. Miller suggests that there
is a processing capacity limit to perceptual-cognitive processes and that to optimise
throughput we should increase the number of dimensions on which to make judge-
ments. Monahan and Lockhead suggest that limitations relate to the individuality or
uniqueness of visual chunks and not a capacity limitation as such i.e. what is differ-
ent is more easily recognised. Furthermore, more recent visual search literature seeks
to explain successful search outcomes based on the role of low-level feature detection
and controlling or guiding attention processes. Some features ‘guide’ attention (Wolfe,
2007) more so than other features allowing us to reach our target more quickly than a
combination of others - a sort of divide and conquer facilitator. In the case of insuf-
ficient guidance to a target consisting of a conjunction of attributes, potentially due
to target and distractor similarity, an extended and serial search must take place to

decode each answer.

Miller suggests that regardless of time and given sufficient numbers of composi-
tional features and consequently large separation in psychological space per Monahan
and Lockhead, a number of targets are identifiable without confusion up to the point
he believes is the capacity limitation of the human cognitive system. The key point

here is the reference to time and error. Miller intended to observe the point at which
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participants get confused - even when having an unlimited amount of time to make a
decision - and so favours the confusion rate or error rate when the target is present.
In contrast, the visual search literature predominantly favours both time and error for
either target present or target absent trials particularly with increasing stimuli set size.
Indeed the application of the visual search literature to the information visualisation
field seeks to favour time as well, such that a selection of encoding features should
enable fast and efficient detection of patterns, while promoting easy visual manipula-
tion of visual information for operations such as visual filtering and querying. In the
present application however, there are no guarantees that perceptual patterns will assist
with guiding search among a few alternatives in a local area of a visualisation, and so
time and accuracy will be reliant on how easily targets or their constituent attributes
are committed to short term memory and then compared against alternatives in the

stimulus set.

As raised by Powers and Pfitzner (2003), extending chunk composition to include
dynamic graphical attributes is a natural extension to Miller’s idea; with more ways
to differentiate a chunk, the greater the number of attributes that maybe correctly

identified - and consequently, the greater the separation in psychology similarity space.

In this light, more graphical attribute classes are required - influencing target-
distractor heterogeneity - with fewer attribute instances - influencing target-distractor
homogeneity - in order to maximise separability without exceeding the capacity limi-

tations of a single feature. Enter, dynamic graphical attribute classes.

Even if Miller’s analysis of absolute judgements of multi-dimensional stimuli is not
applicable to a contemporary understanding (Shiffrin and Nosofsky, 1994), it still stands
as a motivation for empirical research to ascertain graphical chunks that are reliably
identifiable and to form composition guidelines to this effect. Extending chunk compo-
sition to include dynamic graphical attributes may be one way to increase the number of

reliably detected encoded attributes. An experiment is needed to test this motivation.

3.4 Motion in Encoding

Predominantly, motion based cues in information visualisation have either been non-
existent or utilised for purposes restricted to maintaining awareness between state tran-
sitions. Bartram’s (Bartram, 1997; Bartram, 1998; Bartram, 2001) treatment of the
richness of motion encompasses: basic properties e.g. phase, frequency, direction, am-
plitude, duration; interpretive properties e.g. signalling; and compound properties of
motion e.g. sequences. However, the present research is only concerned with the basic
dimensions of motion that include phase, frequency, direction, amplitude, duration,

smoothness and shape.

More precisely, the experiment below seeks to explore the coding of data utilising

frequency. How frequency is encoded into a static feature is specific to the feature type,
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so further discussion of the expressiveness of motion for feature types - e.g. flashing,
zooming, shuffling - is left to a subsequent section - see Section 3.6.1 on page 107. Next,
however, discussion will seek to elaborate on the few research studies that have looked

at motion frequency as an encoder of data.

Frequency coding has received minimal research attention in the information visu-
alisation field, yet the human factors field has investigated the use of motion for quite
some time now. In the information visualisation field, five prominent investigations
are Limoges, Ware, and Knight (1989), Bartram, Ware, and Calvert (2003), Ware and
Bobrow (2006), Weigmann et al. (2004) and Huber and Healey (2005).

The work of Limoges, Ware, and Knight (1989) is used as evidence to support
the claim - e.g. by Bartram, Ware, and Calvert (2003) - that the perception of a
range of frequencies is poor. However, in the case of Limoges, Ware, and Knight, the
experiment task necessitates consideration and comparison of a group of items in order
to make an estimation of correlation between groups. It may be that frequency does not
facilitate perceptual Gestalts in the way that phase, duration, and amplitude do, which
is integral for the perception of correlation of multiple items. This should not discount
the use of frequency as an encoder of data in which the task necessitates extraction of
data regarding a single item, since - as it will be seen shortly - human-factors research
reveals that we can make judgements about frequency quite effectively. Furthermore,
later research (Bartram, Ware, and Calvert, 2003; Ware and Bobrow, 2006) reiterates

the suitability of motion phase for perceptual grouping purposes.

In regards to motion frequency, studies of the Just Noticeable Difference between
frequencies, address the perceptibility of frequency more directly. Data for flashing
stimuli is among the most prevalent in investigations on frequency judgement, perhaps
given the widespread notion that flashing lights are suited to alarm states, and so
one must be careful to make generalisations regarding the perceptability of motion

frequency across all motion types.

Two practical examples in which flashing light frequency is used to encode informa-
tion includes that by Laxar and Luria (1990) in which frequency is encoded to proximity
or distance to a channel boundary in a ship navigation task while the second relates
to encoding of vehicle deceleration rate in brake lights on passenger vehicles (J. Lee,
2008). Tolin and Ryen (1986) reaffirmed earlier research findings that the Just No-
ticeable Difference in flashing lights is around 5% on a range between 1Hz and 6Hz.
Similarly, Laxar and Luria (1990) find 24 noticeable frequencies - 4% separation over
6.7Hz - of flashing when encoding proximity to a channel boundary in a ship navigation
task.

However, Tolin and Ryen (1986) indicate that the design of such experiments in-
vestigating frequency discrimination has a large influence on the outcome, which is

important to mention here. They suggest that if judgements are made between two
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side-by-side stimuli, then the noticeable difference is smaller and around 5%. However,
and relevant to the present experiment, if the participant is comparing alternatives
in an unordered sequence with a target frequency stored in short-term memory then
targets and non targets need a minimum of approximately 20% separation (Mortimer
& Kupec 1983 in Tolin and Ryen (1986)). These results are reported in terms of Weber
ratios. Weber’s law states that the just noticeable difference between two stimuli is
constant. Therefore, if the JND for frequency is 21% per Mortimer and Kupec, the
target flash rate is 1Hz and the flash rate of a stimulus under consideration is 1.25Hz
and should be detected greater than 50% of the time but not for say 1.10Hz. Similarly,
if the target flash rate is 2.0Hz then a flashing stimulus at 2.42Hz should be detected
more readily than chance. If we adopt a conservative value of 50% then four flash
rates 0.25Hz, 0.5Hz, 1.0Hz, 2.0Hz could be reliably detected - with much better than
chance likelihood - and if OHz is adopted, this could extend the palette to five flashing
instances to encode data. This number is in line with the present intentions to extend
the number of graphical attributes consisting of only a few graphical attribute instances

over which to make comparisons in line with Miller’s original proposal.

These empirical data suggest that the intuition that motion frequency is a poor
encoder of data may be hasty and that the perceptibility of frequency has been un-
derestimated in favour of motion phase, direction and shape and routinely from a
perspective of perceptual grouping and linking over large spatial distances. However,
the influence of task plays a key role in perceptibility, thus this is a tentative assertion

and is worthy of further investigation.

Prior work in animation use recommends judicious use of animation so is there a risk
of encoding data with too much motion? Risks can be evaluated from multiple aspects
including distraction efficacy - i.e. control of attention - irritation, and conveyance of a
message and weighed against the consequences of an observer not receiving the message

or the irritation suffered by too many interruptions.

The use of motion to control attention and benefit search for targets has a lengthy
history in human factors research for a range of applications including warning systems
or alarm state systems such as brake light warning systems (J. Lee, 2008), navigation
lights (Laxar and Luria, 1990), flight control displays (Thackray and Touchstone, 1990),
and map displays (vanOrden, Divita, and Shim, 1993). These examples utilise motion
cues when normal operating characteristics are violated because motion is perceptually
dominating. However, Woods (1995) illustrates the futility of alarm panels consisting of
perceptually dominating signals that occur under high cognitive task load due to task
pressures e.g. danger to life and equipment, that do not carry informative messages
about the exceeded threshold or indicate why thresholds were exceeded. Thus, alarm

states are not just about the control of attention but also the conveyance of a message.

Lowe (2003) explores the perceptual domination issue at length from a different

perspective, finding that dominant static and dynamic features impedes learning and
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mental-model building of a system such as features in weather maps. Novice observers
focus attention on perceptually-dominating features, at the expense of equally im-
portant but less salient features. Additionally, situational awareness and supervisory
control interfaces tend now to incorporate spatial and pictorial representation over
which alarm visualisations are spatially located (Bennet, 1993; Weigmann et al., 2004)
rather than large arrays of conceptually-grouped, backlit light panels as is discussed
by Woods. Such pictorial displays are referred to as mimic displays (Bennet, 1993)
and improve situation awareness of state and causal factors, and facilitate better error
resolution by providing an overview of the system suggesting alternative resources to
restore services and by providing immediate feedback in response to interaction (Ben-
net, 1993). Furthermore, the application of motion to represent the flow of information
or resources through mimic displays demonstrably improves task performance (Bennet,
1993; Weigmann et al., 2004).

For the present research there is no causality implied between objects. The region
of the interface that an icon is assigned to is by nature of the document content and
application of spatialisation algorithms. The relationship between nearby articles is
based on similarity to a central theme. Inter-regional comparisons are of no great
consequence although items situated between two regions may indicate a similarity
between two themes, but interpreting precise pixel distance as a reliable measure of
proportionality of each theme is of little practical help to the search effort. In such
displays, there is little realistic advantage of reasoning about two densely populated
regions on opposite sides of a theme map, other than to speculate that the dominant

keywords in one region are not present in the opposite region - and likewise the reverse.

In general, search for textual documents involves semantic information first and
metadata second; thus, localising search to a spatial region occurs first, before selections
on metadata may occur second. The use of screen location first and metadata second
is simulated in the study of vanOrden, Divita, and Shim (1993) who asked participants
to estimate the quadrant containing the largest proportion of target items. They found
that there was no interference by flashing distractors during search for static targets
despite the intuition that flashing motions are distracting Thackray and Touchstone,
1990 and generally motion in peripheral dual-task performance configurations (Ware,
Bonner, et al., 1992; Maglio and C. Campbell, 2000; McCrickard, Catrambone, and
Stasko, 2001; Bartram, Ware, and Calvert, 2003).

Interestingly, Bartram, Ware, and Calvert (2003) find that not all motions are
equally distracting and importantly, irritating. Their guidelines indicate that motions
that transition across the screen as opposed to moving about a central location - except
for zooming motions - result in more negative subjective ratings of irritability. Thus,
perhaps irritation could be reduced by judicious choice of motion type for encoding
data. Critically, the motion types under exploration in the present experiment will be

centralised or anchored.
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This discussion has reasoned that since earlier investigations into motion in infor-
mation visualisation applications have focused on perceptual grouping of information,
this has painted motion frequency coding in an unfavourable way. It was discussed
how in other application domains and as investigated through human factors research,
the human visual perceptual system can perceive with reliability, a number of different
motion frequencies in the form of flashing lights. An investigation into motion fre-
quency use, in a task that does not favour an experiment task that relies on perceptual
grouping to guide attention, is needed to explore how suitable motion frequency is for

data encoding.

The discussion now turns to the methodological considerations for web-based ex-

periment delivery.

3.5 Web-Based Experimentation

Undoubtedly, the Internet is an important tool for experimental research and there
have been and are presently, many examples of Internet-based experimentation (Reips,
2001; Krantz, 2012). However, anecdotally, a large proportion of this experimentation
is survey-based in nature, involving relatively generic collection methods such as web

forms.

This section will discuss a motivation for conducting web-based experiments that
call for web-technologies beyond simple web form methods. Later, in Chapter 7, a sum-
mative discussion will be provided, from the experiences, observations, and outcomes,

which have arisen throughout this course of research.

3.5.1 Experimenter Motivations

There are several motivating reasons to adopt a web-based experimentation method-
ology. Firstly, to reach diverse participant demography, beyond exclusively computer
science students; secondly, to make efficient use of limited resources; and thirdly, earlier
research (e.g. Pfitzner, 2009) demonstrates the feasibility and appeal of doing research

by a web-based experimentation methodology.

Due to the ubiquitous nature of information search, diverse participant demogra-
phy is desirable to ensure that search tool design is generalised to the wider community
engaged in search and to ensure that these types of tools are not simply specialised
to a computer science or engineering student. Whilst this situation could be improved
by extending recruiting efforts beyond computer science and engineering disciplines of
the university, it may still exclude searchers who engage similar search behaviours but
in different contexts. Examples include business, strategic, legal, patent, and defence

analysts at government and corporate levels but also includes those who have personal



On the Role of Motion in Attribute Visualisation 93

research interests for general subject matters. For an extreme commentary on this mat-
ter, Henrich, Heine, and Norenzayan (2010) propose that a large portion of cognitive
psychology research based on experiment populations in Western, Educated, Industri-
alized, Rich and Democratic society, may not necessarily generalise to the full global

village.

Admittedly, however, whilst the present research more thoroughly embraces the
above philosophy to research, it was initially assumed due to organisational constraints.
Unlike in some university faculties, there were no course credit for participation ar-
rangements in place for undergraduate computer science and engineering topics in the

department where this research was conducted.

In absence of course credit, an alternative attractor for research participation is
monetary reward. However, obtaining financial grants through external collaborations
using industry partners is not always possible - particularly for small-scale research
projects. Even limited financial support can go some distance through use of prize draws
as a reward model. These include the chance of winning a tangible prize, or shopping
voucher, or a small amount of money. Whilst perhaps better than no tangible offering,
a prize draw does imply that the participant will have to wait until the experiment’s

conclusion to receive their reward which may be unappeali